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Abstract. Given three n-tuples {λi}n
i=1, {µi}n

i=1, {νi}n
i=1 of complex num-

bers, we introduce the problem of when there exists a pair of normal matrices
A and B such that σ(A) = {λi}n

i=1, σ(B) = {µi}n
i=1, and σ(A + B) = {νi}n

i=1,
where σ(·) denote the spectrum. In the case when λk = 0, k = 2, . . . , n, we
provide necessary and sufficient conditions for the existence of A and B. In
addition, we show that the solution pair (A,B) is unique up to unitary simi-
larity. The necessary and sufficient conditions reduce to the classical A. Horn
inequalities when the n-tuples are real.

1. Introduction

The classical problem of A. Horn [5] asks whether for given real numbers
λ1, . . . , λn, µ1, . . . , µn, ν1, . . . , νn, there exist n × n Hermitian matrices A and
B so that

σ(A) = {λ1, . . . , λn} σ(B) = {µ1, . . . , µn} and σ(A + B) = {ν1, . . . , νn}. (1.1)

The conjectured solution by A. Horn involves the trace equality
n∑

i=1

λi +
n∑

i=1

µi =
n∑

i=1

νi (1.2)

and a list of inequalities on the given real numbers, termed the Horn inequalities.
It took more than 30 years to resolve the Horn conjecture. In 1998, Alexander
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Klyachko [6] gave the connection between the so-called ’Saturation conjecture’
and the Horn conjecture. In 1999, the Saturation Conjecture was proved by
Allen Knutson and Terence Tao [7], and as a consequence the Horn conjecture
was solved.

In this paper, we propose a normal variation of this problem, the Eigenvalue
Problem for the Sum of Normal Matrices (EPSNM): Given complex numbers
λ1, . . . , λn, µ1, . . . , µn, and ν1, . . . , νn, when do there exist n× n normal matrices
A and B so that (1.1) holds?

As the solution to the Horn conjecture involved techniques from representation
theory, combinatorics, and geometric invariant theory, a solution to EPSNM is
expected to require substantial machinery outside of linear algebra as well. A
notable difference with the Hermitian case is the fact that the sum of two normal
matrices is in general not normal. Generalizing results from the Hermitian case
to the normal often provide new challenges; see for instance [1]. However, as
observed in [2], the Horn problem for the special case where A has rank 1 can
be solved with linear algebra techniques. Using these ideas, we are able to give a
solution to EPSNM when λ2 = . . . = λn = 0. We also show that in this case the
solution pairs (A, B) are unique up to unitary similarity. Our main result is the
following.

Theorem 1.1. Let λ = (λ1, 0, . . . , 0), µ = (µ1, µ2, . . . , µn), ν = (ν1, ν2, . . . , νn) ∈
Cn. There exists normal matrices A,B such that

σ(A) = λ, σ(B) = µ, σ(A + B) = ν (1.3)

if and only if the trace equality (1.2) holds, and the rational function

∆(x) :=

∏n
i=1(x− νi)

λ1

∏n
i=1(x− µi)

only has simple poles (1.4)

and satisfies
Resµk

(∆(x)) ≤ 0 for k = 1, 2, . . . , n. (1.5)

Moreover, if (Ã, B̃) is another solution, then there exists a unitary matrix U , so
that

A = UÃU∗, B = UB̃U∗.

Here Resµk
(∆(x)) is the residue of ∆(x) at µk. When µ1, . . . , µn are all different,

conditions (1.4) and (1.5) reduce to∏n
i=1(µk − νi)

λ1

∏n
i=1,i6=k(µk − µi)

≤ 0 for k = 1, 2, . . . , n. (1.6)

In general the problem can be reduced to the case of different µ’s, as when µi = µk

for some i 6= k we must have that νj = µi for some j. Removing a 0 from λ,
µi from µ, and νj from ν, one obtains a problem for (n − 1) × (n − 1) matrices
whose solution gives a solution to the original problem (by direct summing). By
repeating this reduction until all µ’s are different, one can state the the necessary
and sufficient conditions as inequalities of the form (1.6).

In the proof of Theorem 1.1 we make use of results in [10] where the classical
Cauchy-Poincaré interlacing inequalities were generalized to the setting of normal
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matrices; see Proposition 2.4. In addition, in [10] a uniqueness result for upper
Hessenberg normal matrices was stated, a normal variation of a result in [4]
concerning Hermitian tridiagonal matrices; see Theorem 2.5. This latter result is
used to prove the uniqueness statement in Theorem 1.1. We end the introduction
with noting that Wielandt [11] characterized when a complex number ν is the
eigenvalue of the sum of two normal matrices with prescribed eigenvalues. This
was further pursued in [9].

2. Proof of the main result

Definition 2.1. A matrix A = (aij)
n
i,j=1 is called upper Hessenberg if aij = 0 for

all i ≥ j + 2. An upper Hessenberg matrix is called unreduced if all ai+1,i 6= 0, for
i = 1, 2, . . . , n− 1, and positively unreduced if ai+1,1 > 0, for i = 1, 2, . . . , n− 1.

Using standard Householder techniques, one can easily put any matrix in upper
Hessenberg form (see, e.g, [3], Section 7.4, Algorithm 7.4.2), which is the content
of the following auxiliary result.

Lemma 2.2. If A is an n × n matrix, then there exists a unitary matrix P of
the form 

1 0 . . . 0
0 ∗ . . . ∗
...

...
. . .

...
0 ∗ . . . ∗


such that Â = PAP ∗ is upper Hessenberg.

For a matrix B, we denote its characteristic polynomial by PB (that is, PB(x) =
det(xI − B)) and the submatrix of B obtained by removing row i and column j
is denoted by B(i|j).

Lemma 2.3. Let

A =


λ1

0
. . .

0


and suppose µ = (µ1, . . . , µn), ν = (ν1, . . . , νn) and τ = (τ1, . . . , τn−1) are complex
tuples and there exists a normal matrix B such that

σ(B) = µ, σ(A + B) = ν and σ(B(1|1)) = τ.

If µi is an eigenvalue of B of geometric (or, equivalently, algebraic) multiplicity
m, then

i. µi is an eigenvalue of A + B of geometric multiplicity at least m− 1 ;
ii. µi is an eigenvalue of B(1|1) of algebraic multiplicity at least m− 1.

Proof. The rank of A is 1. Since µi is an eigenvalue of B of geometric multiplicity
m, the rank of µiI − B is n − m. Then the rank of µiI − (A + B) is at most
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n−m + 1 meaning that µi is an eigenvalue of A + B of geometric multiplicity at
least m− 1. Since

PB(1|1)(x) =
1

λ1

(PB(x)− PA+B(x))

and both PB(x) and PA+B(x) have µi as a root of multiplicity at least m − 1,
PB(1|1)(x) has µi as a root of multiplicity at least m− 1. �

We recall the following results from [10].

Proposition 2.4 ([10], Proposition 3.1). Let {µi}n
1 and {τj}n−1

1 be two sequences
of complex numbers. There exists a normal matrix B such that

σ(B) = {µ1, µ2, . . . , µn} and σ(B(1|1)) = {τ1, . . . , τn−1}
if and only if

Λ(x) =

∏n−1
i=1 (x− τi)∏n
i=1(x− µi)

only has simple poles (2.2)

and

Resµk
(Λ(x)) ≥ 0 for k = 1, 2, . . . , n. (2.3)

Theorem 2.5 ([10], Corrected version of Theorem 3.7). For any n distinct com-
plex numbers µ1, µ2, . . . , µn and any n−1 complex numbers τ1, . . . , τn−1 satisfying
(2.2) and (2.3), there exists a unique positively unreduced normal upper Hessen-
berg matrix B, such that

σ(B) = {µi}n
1 and σ(B(1|1)) = {τi}n−1

1 .

In [10] the statement allowed the possibility of some µ′s appearing more than
once, in which case one obtains a direct sum and uniqueness can no longer be
guaranteed. We therefore restated the result as above. Notice that τ1, . . . , τn−1,
the prescribed eigenvalues of B(1|1), need not be distinct as the following example
shows.

Example 2.6. Let µ1 = 2, µ2 = 1
2

+
√

3
2

i, µ3 = 1
2
−

√
3

2
i, and τ1 = τ2 = 1. One

can check they satisfy both (2.2) and (2.3). Then the unique positively upper
Hessenberg normal matrix determined by µ′s and τ ′s is

B =

1 0 1
1 1 0
0 1 1

 .

Note that B(1|1) is not normal.

Lemma 2.7. The matrix B =

(
P R
0 Q

)
, with P and Q square matrices, is normal

if and only if R = 0 and P and Q are normal.

Proof. The if direction is trivial, so let us assume that B is normal. Then(
P R
0 Q

) (
P ∗ 0
R∗ Q∗

)
=

(
P ∗ 0
R∗ Q∗

) (
P R
0 Q

)
,



142 L. CAO, H.J. WOERDEMAN

and thus
PP ∗ + RR∗ = P ∗P.

Taking the trace on both sides gives

tr(PP ∗) + tr(RR∗) = tr(P ∗P ) = tr(PP ∗).

This implies
‖R‖F = 0

where ‖ · ‖F is the Frobenius norm and thus R = 0. The normality of P and Q
immediately follows. �

Proof of Theorem 1.1. First we assume that normal matrices A and B exist, so
that (1.1) holds. By using a unitary similarity, we may always assume that

A =


λ1

0
. . .

0

 . (2.4)

Let C = A+B, it is easy to see that the corresponding characteristic polynomials
PB(x), PC(x) and PB(1|1)(x) satisfy

PB(1|1)(x) =
1

λ1

(PB(x)− PC(x)). (2.5)

Letting τ1, . . . , τn−1 denote the eigenvalues of B(1|1), (2.5) is equivalent to

n−1∏
i=1

(x− τi) =
1

λ1

(
n∏

i=1

(x− µi)−
n∏

i=1

(x− νi)). (2.6)

We get from Proposition 2.4 that Λ(x) defined by (2.2) only has simple poles and
Resµk

(Λ(x)) ≥ 0, k = 1, . . . , n. Due to (2.6),

Λ(x) =

∏n
i=1(x− µi)−

∏n
i=1(x− νi)

λ1

∏n
i=1(x− µi)

.

Now it follows directly that ∆(x) = 1
λ1
−Λ(x) only has simple poles and Resµk

(∆(x)) ≤
0.

For the converse, suppose that (1.2), (2.2) and (2.3) are satisfied. Due to the
trace equality (1.2), the polynomial

1

λ1

(
n∏

i=1

(x− µi)−
n∏

i=1

(x− νi))

is monic of degree n− 1; let τ1, . . . , τn−1 denote its roots. Then

n−1∏
i=1

(x− τi) =
1

λ1

(
n∏

i=1

(x− µi)−
n∏

i=1

(x− νi)).

Now {µ1, . . . , µn} and {τ1, . . . , τn−1} satisfy the condition of Proposition 2.4. Thus
there exists a normal matrix B such σ(B) = {µ1, . . . , µn} and σ(B(1|1)) =
{τ1, . . . , τn−1}. Let A be as in (2.4). It is now easy to check that A + B has
the eigenvalues ν1, . . . , νn.
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Next we prove the uniqueness up to unitary similarity. We first consider the
case when

{µ1, µ2, . . . , µn} ∩ {ν1, ν2, . . . , νn} = ∅
which implies that all µ′s are distinct due to Lemma 2.3. Suppose there exists
two pairs of solution A, B and Ã, B̃ with

σ(A) = σ(Ã) = λ, σ(B) = σ(B̃) = µ, σ(A + B) = σ(Ã + B̃) = ν. (2.7)

Then
σ(B(1|1)) = σ(B̃(1|1)) (2.8)

as

PB(1|1)(x) =
1

λ1

(
n∏

i=1

(x− µi)−
n∏

i=1

(x− νi)) = PB̃(1|1)(x). (2.9)

Let the roots of PB(1|1) be denoted by τ1, . . . , τn−1. Notice that due to (2.9) we
have that σ(B(1|1)) ∩ σ(B) = ∅ is equivalent to

{µ1, µ2, . . . , µn} ∩ {ν1, ν2, . . . , νn} = ∅.
By using unitary similarity, we may always assume

A = Ã =


λ1

0
. . .

0

 .

So we just need to show that there exists a unitary matrix U in the form

(
1 0
0 ∗

)
such that B = UB̃U∗. Due to Lemma 2.2, there exists a unitary matrix U1 in the

form

(
1 0
0 ∗

)
such that

B̂ = U1BU∗
1 =


b11 b̂12 . . . b̂1,n−1 b̂1n

b̂21 b̂22 . . . b̂2,n−1 b̂2n

b̂32 . . . b̂3,n−1 b̂3n

. . .
...

...

b̂n,n−1 bnn

 ,

is an upper Hessenberg matrix with b̂i+1,i ≥ 0. As in addition σ(B̂)∩σ(B̂(1|1)) =

∅, B̂ is uniquely determined due to Theorem 2.5. Similarly, there exists a unitary

matrix U2 in the form

(
1 0
0 ∗

)
, such that U2B̃U∗

2 is an upper Hessenburg matrix

and U2B̃U∗
2 must be B̂ due to (2.7), (2.8) and Theorem 2.5. But then it follows

that (A, B) and (A, B̃) are unitary similar.
Now suppose

{µ1, µ2, . . . , µn} ∩ {ν1, ν2, . . . , νn} 6= ∅.
Let σ(B(1|1)) = σ(B̃(1|1)) = {τ1, . . . , τn−1}. Due to (2.5) and (2.6),

{µ1, µ2, . . . , µn} ∩ {τ1, τ2, . . . , τn−1} 6= ∅.
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Let h(x) be the greatest common divisor of PB(x) and PB(1|1)(x). Then PB(x) =
h(x)f(x) and PB(1|1)(x) = h(x)g(x). Apply Lemma 2.3, there exists a unitary

matrix U1 in the form

(
1 0
0 ∗

)
, such that U1BU∗

1 is an upper Hessenberg matrix

B̂. Due to normality of B̂ and Lemma 2.7,

B̂ =

(
R 0
0 Q

)
where R is positively unreduced upper Hessenberg, Q is normal and

PR(x) = f(x), PR(1|1)(x) = g(x), and PQ(x) = h(x).

Notice that f(x), g(x) and h(x) are uniquely determined by σ(B) and σ(B(1|1)),
and σ(R) ∩ σ(R(1|1)) = ∅ due to how f(x) and g(x) are defined. R is uniquely

determined due to Theorem 2.5. So B̂ is uniquely determined. Repeat the same
process to B̃, it is not hard to see that there exists a unitary matrix U2 in the

form

(
1 0
0 ∗

)
such that U2B̃U∗

2 is B̂ equals B̂ =

(
R 0

0 Q̂

)
, where PQ̂(x) = h(x).

As Q and Q̂ are normal with the same eigenvalues, they are unitarily similar and
the result follows. �

3. Hermitian Case

In this section we specify Theorem 1.1 for the case of real λi, µi and νi bringing
us back to the classical A. Horn setting, as normal matrices with real eigenvalues
are Hermitian. The fact that the prescribed numbers are real give that conditions
(1.4) and (1.5) can be reduced to interlacing inequalities. We arrange real n tuples
in non-increasing order; for instance µ1 ≥ µ2 ≥ . . . ≥ µn. In the case when A
has rank 1, the Horn inequalities [5] simplify significantly; see below. As in the
previous section, we set λ2 = λ3 = · · · = λn = 0, which by our non-increasing
convention then implies that λ1 > 0.

Theorem 3.1. Let non-increasingly ordered tuples λ = (λ1, 0, . . . , 0), µ = (µ1, µ2,
. . . , µn), ν = (ν1, ν2, . . . , νn) ∈ Rn be given. There exists Hermitian matrices A,B
such that

σ(A) = λ, σ(B) = µ, σ(A + B) = ν (3.1)

if and only if the trace equality (1.2) and one (and consequently, both) of the
following hold:

(i) The Horn inequalities hold, i.e.,
max{λ1 + µn, µ1} ≤ ν1 ≤ λ1 + µ1

µk ≤ νk ≤ min{λ1 + µk, µk−1}, k = 2, . . . , n,∑k
i=1 νi ≤ λ1 +

∑k
i=1 µi, k = 2, . . . , n.

(ii) ν1 ≥ µ1 ≥ . . . ≥ νn ≥ µn.

Moreover,if Ã, B̃ is another solution, then there exists a unitary matrix U , so
that

A = UÃU∗, B = UB̃U∗.
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Proof. Using that λ1 > 0 and that the µ’s and ν’s are real, it is not hard to see
that (ii) is equivalent to the pair of conditions (1.4) and (1.5). This gives the if
and only if result using condition (ii).

It now remains to show that (i) is equivalent to (ii), under the assumption that
trace equality (1.2) holds.

Let µ and ν satisfy the interlacing condition (ii). Then

λ1 =
n∑

i=1

νi −
n∑

i=1

µi = ν1 − µn +
n−1∑
i=1

(νi+1 − µi) ≤ ν1 − µn.

Next, for k = 1, . . . , n,

νk − (λ1 + µk) =
n∑

i=1,i6=k

(µi − νi) ≤ 0.

Lastly,

λ1 +
k∑

i=1

µk −
k∑

i=1

νi =
n∑

i=k+1

(νi − µi) ≥ 0.

Thus (i) holds.
That (i) implies (ii) is trivial (we actually do not need the trace equality here).
The uniticity up to unitary similarity follows directly from Theorem 1.1. �

In [2] the uniticity in Theorem 3.1 was proven by using a result by Hochstadt
[4], which gives uniqueness of a tridiagonal Hermitian matrix with prescribed
different eigenvalues for the full matrix and its principal submatrix of one size
smaller. The uniqueness for the full Horn problem is addressed in a corollary in
the appendix of [8], where the result is stated in terms of honeycombs.
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