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#### Abstract

In this paper we introduce a strong version of the Birkhoff-James orthogonality in Hilbert $C^{*}$-modules. More precisely, we consider elements $x$ and $y$ of a Hilbert $C^{*}$-module $V$ over a $C^{*}$-algebra $\mathcal{A}$ which satisfy $\|x\| \leq$ $\|x+y a\|$ for all $a \in \mathcal{A}$. We show that this relation can be described as the Birkhoff-James orthogonality of appropriate elements of $V$, and characterized in terms of states acting on the underlying $C^{*}$-algebra $\mathcal{A}$. Some analogous relations of this type are considered as well.


## 1. Introduction and preliminaries

The notion of orthogonality in an arbitrary normed linear space may be introduced in various ways (e.g. see [1, 2]). Among them, the one which is frequently studied in literature is the Birkhoff-James orthogonality [7, 9, 14, 15, 16]: if $x, y$ are elements of a normed linear space $X$, then $x$ is orthogonal to $y$ in the Birkhoff-James sense, in short $x \perp y$, if

$$
\begin{equation*}
\|x\| \leq\|x+\lambda y\| \quad(\lambda \in \mathbb{C}) \tag{1.1}
\end{equation*}
$$

If $X$ is an inner product space, then the Birkhoff-James orthogonality is equivalent to the usual orthogonality given by the inner product. It is easy to see that the Birkhoff-James orthogonality is nondegenerate ( $x \perp x$ if and only if $x=0$ ), homogenous $(x \perp y \Rightarrow(\lambda x \perp \mu y$ for all $\lambda, \mu \in \mathbb{C})$ ), not symmetric $(x \perp y$ need not imply $y \perp x$ ), and not additive ( $x \perp y$ and $x \perp z$ need not imply
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$x \perp(y+z))$. Also, for every $x, y \in X$ there is $\lambda \in \mathbb{C}$ such that $x \perp(\lambda x+y)$. By the Hahn-Banach theorem, if $x, y$ are two elements of a normed linear space $X$, then $x \perp y$ if and only if there is a norm one linear functional $f$ of $X$ such that $f(x)=\|x\|$ and $f(y)=0$. Characterizations of the Birkhoff-James orthogonality in $C^{*}$-algebras and Hilbert $C^{*}$-modules were obtained in several papers such as [5] and [6].

In Hilbert $C^{*}$-modules the role of scalars is played by the elements of the underlying $C^{*}$-algebra. So, it is natural to generalize the notion of the BirkhoffJames orthogonality in the following way. Instead of (1.1), one can consider elements $x$ and $y$ of a given Hilbert $\mathcal{A}$-module $V$ satisfying

$$
\begin{equation*}
\|x\| \leq\|x+y a\| \quad(a \in \mathcal{A}) \tag{1.2}
\end{equation*}
$$

Evidently, the condition (1.2) is stronger than (1.1), and weaker than the orthogonality with respect to the inner product.

In the second section we study the relation (1.2). We show in Theorem 2.5 that $x$ and $y$ satisfy (1.2) if and only if $x$ is orthogonal to $y\langle y, x\rangle$ in the Birkhoff-James sense, which enables us to apply some results of [5] to characterize (1.2) in terms of the states acting on the underlying $C^{*}$-algebra. In particular, we consider (1.2) for elements of Hilbert $\mathbf{K}(H)$-modules (Proposition 2.10), as well as for elements of the $C^{*}$-algebra $\mathbf{B}(H)$ (Proposition 2.8).

The concluding Section 3 discusses some other possible generalizations of (1.1) which are natural in Hilbert $C^{*}$-modules. However, it turns out that most of them just describe the orthogonality with respect to the inner product.

Before stating our results, let us recall some basic facts about $C^{*}$-algebras and Hilbert $C^{*}$-modules and introduce our notation.

Throughout, $\mathbf{B}(H, K)$ stands for the linear space of all bounded linear operators between Hilbert spaces $H$ and $K$. When $H=K$, we write $\mathbf{B}(H)$. By $\mathbf{K}(H)$ we denote the algebra of all compact operators on $H$, and by $\mathbf{T}(H)$ the algebra of all trace-class operators on $H$. For $A \in \mathbf{B}(H, K)$ the symbol $\|A\|$ denotes the operator norm of $A$. Ker $A$ stands for the kernel of $A$. By $I$ we denote the identity operator on $H$. By $\operatorname{tr}(A)$ we denote the trace of $A \in \mathbf{T}(H)$. The algebra of all complex $n \times n$ matrices is denoted by $\mathbb{M}_{n}(\mathbb{C})$. We shall identify $\mathbf{B}\left(\mathbb{C}^{n}\right)$ and $\mathbb{M}_{n}(\mathbb{C})$ in the usual way.

A positive element $a$ of a $C^{*}$-algebra $\mathcal{A}$ is a self-adjoint element whose spectrum $\sigma(a)$ is contained in $[0, \infty)$. If $a \in \mathcal{A}$ is positive, we write $a \geq 0$. A partial order may be introduced on the set of self-adjoint elements of a $C^{*}$-algebra $\mathcal{A}$ : if $a$ and $b$ are self-adjoint elements of $\mathcal{A}$ such that $a-b \geq 0$, we write $a \geq b$ or $b \leq a$. If $a \geq 0$, then there exists a unique positive $b \in \mathcal{A}$ such that $a=b^{2}$; such an element $b$, denoted by $a^{\frac{1}{2}}$, is called the positive square root of $a$. If $0 \leq a \leq b$ then $0 \leq a^{\frac{1}{2}} \leq b^{\frac{1}{2}}$. The converse does not hold in general, but it holds in commutative $C^{*}$-algebras. Also, if $0 \leq a \leq b$ then $0 \leq c^{*} a c \leq c^{*} b c$ for all $c \in \mathcal{A}$.

An approximate unit for a $C^{*}$-algebra $\mathcal{A}$ is an increasing net $\left(e_{i}\right)_{i \in I}$ of positive elements in the closed unit ball of $\mathcal{A}$ such that $\lim _{i \in I}\left\|a-a e_{i}\right\|=0$ for all $a \in \mathcal{A}$, or equivalently $\lim _{i \in I}\left\|a-e_{i} a\right\|=0$ for all $a$ in $\mathcal{A}$.

A linear functional $\varphi$ of $\mathcal{A}$ is positive if $\varphi(a) \geq 0$ for every positive element $a \in \mathcal{A}$. A state is a positive linear functional whose norm is equal to one. The numerical range of $a \in \mathcal{A}$, denoted by $V(a)$, is the set of all $\varphi(a)$, where $\varphi$ ranges over the states of $\mathcal{A}$. The center of $\mathcal{A}$ is denoted by $\mathcal{Z}(\mathcal{A})$. General references for the theory of $C^{*}$-algebras are [10, 20].

A (right) Hilbert $C^{*}$-module $V$ over a $C^{*}$-algebra $\mathcal{A}$ (or a (right) Hilbert $\mathcal{A}$ module) is a linear space which is a right $\mathcal{A}$-module equipped with an $\mathcal{A}$-valued inner-product $\langle\cdot, \cdot\rangle: V \times V \rightarrow \mathcal{A}$ that is sesquilinear, positive definite and respects the module action, i.e.,
(1) $\langle x, \alpha y+\beta z\rangle=\alpha\langle x, y\rangle+\beta\langle x, z\rangle$ for $x, y, z \in V, \alpha, \beta \in \mathbb{C}$,
(2) $\langle x, y a\rangle=\langle x, y\rangle a$ for $x, y \in V, a \in \mathcal{A}$,
(3) $\langle x, y\rangle^{*}=\langle y, x\rangle$ for $x, y \in V$,
(4) $\langle x, x\rangle \geq 0$ for $x \in V$; if $\langle x, x\rangle=0$ then $x=0$,
and such that $V$ is complete with respect to the norm defined by $\|x\|=\|\langle x, x\rangle\|^{\frac{1}{2}}$, $x \in V$. In fact, for every $x, y \in V$ it holds $\langle y, x\rangle\langle x, y\rangle \leq\|x\|^{2}\langle y, y\rangle$, wherefrom $\|\langle x, y\rangle\| \leq\|x\|\|y\|$.

Obviously, every Hilbert space is a Hilbert $\mathbb{C}$-module. Also, every $C^{*}$-algebra $\mathcal{A}$ can be regarded as a Hilbert $C^{*}$-module over itself with the inner product $\langle a, b\rangle:=a^{*} b$, and the corresponding norm is just the norm on $\mathcal{A}$ because of the $C^{*}$-condition. (For details about Hilbert $C^{*}$-modules we refer the reader to [18, 19, 21, 24].)

If $x$ is an element of a Hilbert $\mathcal{A}$-module $V,|x| \in \mathcal{A}$ denotes the unique positive square root of $\langle x, x\rangle \in \mathcal{A}$. In the case of a $C^{*}$-algebra we get the usual $|a|=$ $\left(a^{*} a\right)^{1 / 2}$. Although the definition of $|x|$ has the same form as that of the norm of an element of an inner product space, there are some significant differences. For example, it is well known that the $C^{*}$-valued triangle inequality $|x+y| \leq|x|+|y|$ for elements $x$ and $y$ of a Hilbert $C^{*}$-module need not hold (see [12]). Actually, it was recently proved in [17] that the $C^{*}$-valued triangle inequality holds for every two elements of $V$ if and only if $\mathcal{A}$ is commutative. The case of equality in triangle inequality was characterized in [3] for elements of $\mathbf{B}(H)$, and in [4] for elements of Hilbert $C^{*}$-modules.

In a Hilbert $\mathcal{A}$-module $V$ we have the following version of the Cauchy-Schwarz inequality:

$$
|\varphi(\langle x, y\rangle)|^{2} \leq \varphi(\langle x, x\rangle) \varphi(\langle y, y\rangle) \quad(x, y \in V)
$$

where $\varphi$ is a positive linear functional of $\mathcal{A}$.

## 2. Properties and characterizations of the strong Birkhoff-James orthogonality

As we have already mentioned, for two elements $x, y$ of a normed linear space $X$, it holds $x \perp y$ if and only if there is a norm one linear functional $f$ of $X$ such that $f(x)=\|x\|$ and $f(y)=0$. If we have additional structures on a normed linear space $X$, then we obtain other characterizations of the Birkhoff-James orthogonality. One of the first results of this form is the result obtained by Bhatia and Semrl [8] for the $C^{*}$-algebra $\mathbf{B}(H)$ of all bounded linear operators on
a Hilbert space $H$. The following result is the content of Theorem 1.1 and Remark 3.1 of [8].

Theorem 2.1. Let $A, B \in \mathbf{B}(H)$.
(a) If $\operatorname{dim} H<\infty$, then $A \perp B$ if and only if there is a unit vector $\xi \in H$ such that $\|A \xi\|=\|A\|$ and $(A \xi, B \xi)=0$.
(b) If $\operatorname{dim} H=\infty$, then $A \perp B$ if and only if there is a sequence of unit vectors $\left(\xi_{n}\right) \subset H$ such that $\lim _{n \rightarrow \infty}\left\|A \xi_{n}\right\|=\|A\|$ and $\lim _{n \rightarrow \infty}\left(A \xi_{n}, B \xi_{n}\right)=0$.

The characterization of the Birkhoff-James orthogonality for elements of a Hilbert $C^{*}$-module by means of the states of the underlying $C^{*}$-algebra was obtained in [5]. The following result is Theorem 2.7 of [5]. (The same result is later obtained in [6] by using a different approach.)

Theorem 2.2. Let $V$ be a Hilbert $\mathcal{A}$-module, and $x, y \in V$. Then $x \perp y$ if and only if there is a state $\varphi$ of $\mathcal{A}$ such that $\varphi(\langle x, x\rangle)=\|x\|^{2}$ and $\varphi(\langle x, y\rangle)=0$.

We now introduce a new type of orthogonality in Hilbert $C^{*}$-modules.
Definition 2.3. An element $x$ of a Hilbert $\mathcal{A}$-module $V$ is strongly BirkhoffJames orthogonal to an element $y \in V$, in short $x \perp_{*} y$, if

$$
\|x\| \leq\|x+y a\| \quad(a \in \mathcal{A})
$$

For every $x, y \in V$ it holds

$$
\begin{equation*}
\langle x, y\rangle=0 \Rightarrow x \perp_{*} y \Rightarrow x \perp y \tag{2.1}
\end{equation*}
$$

Indeed, if $\langle x, y\rangle=0$, then for all $a \in \mathcal{A}$ we have

$$
\|x+y a\|^{2}=\|\langle x+y a, x+y a\rangle\|=\|\langle x, x\rangle+\langle y a, y a\rangle\| \geq\|\langle x, x\rangle\|=\|x\|^{2},
$$

i.e., $x \perp_{*} y$. Further, if $x \perp_{*} y$, then for every $\lambda \in \mathbb{C}$ we have $\|x\| \leq\left\|x+\lambda y e_{i}\right\|$, $i \in I$, where $\left(e_{i}\right)_{i \in I}$ is an approximate unit for $\mathcal{A}$. Since $\lim _{i \in I}\left\|y e_{i}-y\right\|=0$ ([19], p. 5), we get $x \perp y$.

The converses in (2.1) do not hold in general, as shown in the following example.
Example 2.4. Let us take $\mathcal{A}=\mathbb{M}_{2}(\mathbb{C})$, regarded as a Hilbert $C^{*}$-module over itself.
(a) Let $A=\left[\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right]$. Then $I \perp A$ since

$$
\|I+\lambda A\|=\left\|\left[\begin{array}{cc}
1+\lambda & 0 \\
0 & 1-\lambda
\end{array}\right]\right\|=\max \{|1+\lambda|,|1-\lambda|\} \geq\|I\|
$$

for all $\lambda \in \mathbb{C}$. But $I \not \not L_{*} A$ since for $B=-A$ we have $\|I+A B\|=0<\|I\|$.
(b) Let $A=\left[\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right]$. For any $B=\left[\begin{array}{ll}b_{1} & b_{2} \\ b_{3} & b_{4}\end{array}\right]$ we have

$$
\|I+A B\|=\left\|\left[\begin{array}{cc}
1+b_{1} & b_{2} \\
0 & 1
\end{array}\right]\right\| \geq 1=\|I\|
$$

Therefore $I \perp_{*} A$, but $\langle I, A\rangle=A \neq 0$.

In the next theorem we obtain some characterizations of the strong BirkhoffJames orthogonality. First observe that $x \perp_{*} y$ is equivalent to $\|x\| \leq\|x+\lambda y a\|$ for all $a \in \mathcal{A}$ and $\lambda \in \mathbb{C}$, that is

$$
\begin{equation*}
x \perp_{*} y \Leftrightarrow(x \perp y a \text { for all } a \in \mathcal{A}) . \tag{2.2}
\end{equation*}
$$

By Theorem 2.2, it means that $x \perp_{*} y$ if and only if for every $a \in \mathcal{A}$ there is a state $\varphi_{a}$ of $\mathcal{A}$ such that $\varphi_{a}(\langle x, x\rangle)=\|x\|^{2}$ and $\varphi_{a}(\langle x, y\rangle a)=0$. It turns out that this can be accomplished with a single state $\varphi$.

Theorem 2.5. Let $V$ be a Hilbert $\mathcal{A}$-module, and $x, y \in V$. The following statements are mutually equivalent:
(a) $x \perp_{*} y$;
(b) $x \perp y\langle y, x\rangle$;
(c) there is a state $\varphi$ of $\mathcal{A}$ such that $\varphi(\langle x, x\rangle)=\|x\|^{2}$ and $\varphi(\langle x, y\rangle\langle y, x\rangle)=0$;
(d) there is a state $\varphi$ of $\mathcal{A}$ such that $\varphi(\langle x, x\rangle)=\|x\|^{2}$ and $\varphi(\langle x, y\rangle a)=0$ for all $a \in \mathcal{A}$.

Proof. It follows from (2.2) that $(\mathrm{a}) \Rightarrow(\mathrm{b})$, and from Theorem 2.2 we have $(\mathrm{b}) \Leftrightarrow(\mathrm{c})$. To prove $(\mathrm{c}) \Rightarrow(\mathrm{d})$, it is enough to notice that for every $a \in \mathcal{A}$, by the CauchySchwarz inequality, we have

$$
|\varphi(\langle x, y\rangle a)|^{2} \leq \varphi(\langle x, y\rangle\langle y, x\rangle) \varphi\left(a^{*} a\right) .
$$

The implication $(\mathrm{d}) \Rightarrow(\mathrm{a})$ follows from (2.2) and Theorem 2.2.
Next we discuss some properties of the relation $\perp_{*}$. We show that, as in the case of the classical Birkhoff-James orthogonality (see [5, Theorem 2.9 (a)]), for any two elements $x$ and $y$ of a Hilbert $\mathcal{A}$-module $V$, the relation $x \perp_{*} y$ can be described by means of the orthogonality of appropriate elements of the underlying $C^{*}$-algebra $\mathcal{A}$.

Proposition 2.6. Let $V$ be a Hilbert $\mathcal{A}$-module, and $x, y \in V$.
(a) $x \perp_{*} y \Leftrightarrow\langle x, x\rangle \perp_{*}\langle x, y\rangle$.
(b) If $\mathcal{A}$ is unital and $x \perp_{*} y$, then $\langle x, y\rangle$ does not have a right inverse in $\mathcal{A}$.
(c) $x \perp_{*} y \Leftrightarrow\left(x \perp_{*} y\right.$ for all $\left.a \in \mathcal{A}\right) \Leftrightarrow(x \perp$ ya for all $a \in \mathcal{A})$.

Proof. (a) If $x \perp_{*} y$, then there is a state $\varphi$ such that $\varphi(\langle x, x\rangle)=\|x\|^{2}$ and $\varphi(\langle x, y\rangle a)=0$ for all $a \in \mathcal{A}$. Then for every $a \in \mathcal{A}$ it holds

$$
\|\langle x, x\rangle\|=\|x\|^{2}=|\varphi(\langle x, x\rangle+\langle x, y\rangle a)| \leq\|\langle x, x\rangle+\langle x, y\rangle a\|,
$$

so $\langle x, x\rangle \perp_{*}\langle x, y\rangle$.
Conversely, if $\langle x, x\rangle \perp_{*}\langle x, y\rangle$ then $\|\langle x, x\rangle\| \leq\|\langle x, x\rangle+\langle x, y\rangle a\|$ for all $a \in \mathcal{A}$, that is, $\|x\|^{2} \leq\|\langle x, x+y a\rangle\| \leq\|x\|\|x+y a\|$ for all $a \in \mathcal{A}$. It follows that $x \perp_{*} y$.
(b) Let $e$ be the unit of $\mathcal{A}$. If $x \perp_{*} y$, then there is a state $\varphi$ such that $\varphi(\langle x, x\rangle)=\|x\|^{2}$ and $\varphi(\langle x, y\rangle a)=0$ for all $a \in \mathcal{A}$. Suppose that $\langle x, y\rangle$ has a right inverse $b \in \mathcal{A}$. Then for $a=b$ we have $\varphi(e)=\varphi(\langle x, y\rangle b)=0$, which is not possible.
(c) By using an approximate unit for $\mathcal{A}$, it is easy to prove the first equivalence. We have already noticed that $x \perp_{*} y \Leftrightarrow(x \perp y a, \forall a \in \mathcal{A})$.

The converse in part (b) of the previous proposition does not hold: for a counterexample we can take any $x \neq 0$ such that $\langle x, x\rangle$ is noninvertible.

Remark 2.7. Let $\mathcal{A}$ be a unital $C^{*}$-algebra with the unit $e$, regarded as a Hilbert $C^{*}$-module over itself.
(a) If $a \in \mathcal{A}$ is such that $a a^{*}$ is not invertible then, by Theorem 1 of [22], $0 \in \sigma\left(a a^{*}\right) \subseteq V\left(a a^{*}\right)$. Hence, there is a state $\varphi$ of $\mathcal{A}$ such that $\varphi\left(a a^{*}\right)=0$. By Theorem 2.5 (c) we conclude that $e \perp_{*} a$. When $a \in \mathcal{A}$ is noninvertible, then at least one of the elements $a a^{*}$ and $a^{*} a$ is noninvertible. Thus, $e \perp_{*} a$ or $e \perp_{*} a^{*}$ for every noninvertible $a \in \mathcal{A}$. In particular, $e \perp_{*} a$ for every self-adjoint noninvertible $a \in \mathcal{A}$.
(b) The relation $\perp_{*}$ is not additive. Indeed, let $a \in \mathcal{A}$ be a nonzero noninvertible positive element. Then $\|a\| e-a \in \mathcal{A}$ is also a nonzero noninvertible positive element, so by (a) we have $e \perp_{*} a$ and $e \perp_{*}(\|a\| e-a)$, but $e \not \perp_{*}(a+(\|a\| e-a))$.

It is also nonsymmetric. Namely, by Theorem 2.5, $a \perp_{*} e \Leftrightarrow a \perp e\langle e, a\rangle \Leftrightarrow$ $a \perp a \Leftrightarrow a=0$ while, by (a), $e \perp_{*} a$ for every noninvertible self-adjoint element $a \in \mathcal{A}$.

By combining Theorem 2.1 and Theorem 2.5 we obtain the following result.
Proposition 2.8. For every $A, B \in \mathbf{B}(H)$ the following statements hold.
(a) If $\operatorname{dim} H<\infty$, then $A \perp_{*} B$ if and only if there is a unit vector $\xi \in H$ such that $\|A \xi\|=\|A\|$ and $B^{*} A \xi=0$.
(b) If $\operatorname{dim} H=\infty$, then $A \perp_{*} B$ if and only if there is a sequence of unit vectors $\left(\xi_{n}\right) \subset H$ such that $\lim _{n \rightarrow \infty}\left\|A \xi_{n}\right\|=\|A\|$ and $\lim _{n \rightarrow \infty} B^{*} A \xi_{n}=0$.
In particular, for a nonzero positive operator $A \in \mathbf{B}(H)$ the following statements hold.
(c) If $\operatorname{dim} H<\infty$, then $A \perp_{*} B$ if and only if there is a unit vector $\xi \in H$ such that $A \xi=\|A\| \xi$ and $B^{*} \xi=0$.
(d) If $\operatorname{dim} H=\infty$, then $A \perp_{*} B$ if and only if there is a sequence of unit vectors $\left(\xi_{n}\right) \subset H$ such that $\lim _{n \rightarrow \infty}\left(A \xi_{n}-\|A\| \xi_{n}\right)=0$ and $\lim _{n \rightarrow \infty} B^{*} \xi_{n}=$ 0.

Proof. By Theorem 2.5, $A \perp_{*} B \Leftrightarrow A \perp B\langle B, A\rangle=B B^{*} A$.
Let $\operatorname{dim} H<\infty$. By Theorem 2.1 (a), $A \perp B B^{*} A$ if and only if there exists a unit vector $\xi \in H$ such that $\|A \xi\|=\|A\|$ and $\left(A \xi, B B^{*} A \xi\right)=0$. Since $\left\|B^{*} A \xi\right\|^{2}=\left(A \xi, B B^{*} A \xi\right)$, the statement (a) is proved. Using Theorem 2.1 (b), we can similarly prove the statement (b).

Suppose $A$ is nonzero and positive. We shall use [23, Lemma 2.1] which says that, whenever $\left(\xi_{n}\right)$ is a sequence of unit vectors in $H$ such that $\lim _{n \rightarrow \infty}\left\|A \xi_{n}\right\|=$ $\|A\|$, then $\lim _{n \rightarrow \infty}\left(A \xi_{n}-\|A\| \xi_{n}\right)=0$. In particular, if $\xi$ is a unit vector in $H$ such that $\|A \xi\|=\|A\|$, then $A \xi=\|A\| \xi$.

When $\operatorname{dim} H<\infty$ we have proved that $A \perp_{*} B$ if and only if $\|A \xi\|=\|A\|$ and $B^{*} A \xi=0$ for some unit vector $\xi \in H$. Since $A \geq 0,\|A \xi\|=\|A\| \Leftrightarrow A \xi=\|A\| \xi$. Therefore, $B^{*} A \xi=0 \Leftrightarrow B^{*} \xi=0$, as $A \neq 0$.

If $\operatorname{dim} H=\infty$ then, $A \perp_{*} B$ if and only if there is a sequence of unit vectors $\left(\xi_{n}\right) \subset H$ such that $\lim _{n \rightarrow \infty}\left\|A \xi_{n}\right\|=\|A\|$ and $\lim _{n \rightarrow \infty} B^{*} A \xi_{n}=0$. The first
condition is equivalent to $\lim _{n \rightarrow \infty}\left(A \xi_{n}-\|A\| \xi_{n}\right)=0$. If $\lim _{n \rightarrow \infty} B^{*} A \xi_{n}=0$ then

$$
\lim _{n \rightarrow \infty} B^{*} \xi_{n}=-\|A\|^{-1} B^{*}\left(\lim _{n \rightarrow \infty}\left(A \xi_{n}-\|A\| \xi_{n}\right)\right)=0
$$

and if $\lim _{n \rightarrow \infty} B^{*} \xi_{n}=0$ then

$$
\lim _{n \rightarrow \infty} B^{*} A \xi_{n}=B^{*}\left(\lim _{n \rightarrow \infty}\left(A \xi_{n}-\|A\| \xi_{n}\right)\right)=0
$$

so the second conditions are also equivalent.
If $A$ and $B$ are elements of (the Hilbert $\mathbf{B}(H)$-module) $\mathbf{B}(H, K)$ then, by Proposition 2.6 (a), $A \perp_{*} B$ if and only if $A^{*} A \perp_{*} A^{*} B$. Since $A^{*} A, A^{*} B \in \mathbf{B}(H)$ and $A^{*} A$ is positive, we may apply Proposition 2.8 to obtain the following result.

Corollary 2.9. Let $A, B \in \mathbf{B}(H, K)$.
(a) If $\operatorname{dim} H<\infty$, then $A \perp_{*} B$ if and only if there is a unit vector $\xi \in H$ such that $A^{*} A \xi=\|A\|^{2} \xi$ and $B^{*} A \xi=0$.
(b) If $\operatorname{dim} H=\infty$, then $A \perp_{*} B$ if and only if there is a sequence of unit vectors $\left(\xi_{n}\right) \subset H$ such that $\lim _{n \rightarrow \infty}\left(A^{*} A \xi_{n}-\|A\|^{2} \xi_{n}\right)=0$ and $\lim _{n \rightarrow \infty} B^{*} A \xi_{n}=$ 0.

In the case of Hilbert $C^{*}$-modules over the $C^{*}$-algebra $\mathbf{K}(H)$ of compact operators, Theorem 2.2 and Theorem 2.5 can be formulated in the following ways.

Proposition 2.10. Let $V$ be a Hilbert $\mathbf{K}(H)$-module, and $x, y \in V$.
(a) $x \perp y$ if and only if there is a positive trace one operator $p \in \mathbf{T}(H)$ such that $\operatorname{tr}(p\langle x, x\rangle)=\|x\|^{2}$ and $\operatorname{tr}(p\langle x, y\rangle)=0$.
(b) $x \perp_{*} y$ if and only if there is a positive trace one operator $p \in \mathbf{T}(H)$ such that $\operatorname{tr}(p\langle x, x\rangle)=\|x\|^{2}$ and $p\langle x, y\rangle=0$.

Proof. (a) This follows from Theorem 2.2 and the fact that every state $\varphi$ of $\mathbf{K}(H)$ is of the form $a \mapsto \operatorname{tr}(p a)$ for some positive trace one operator $p \in \mathbf{T}(H)$ (see e.g. [20, Theorem 4.2.1]).
(b) If $x \perp_{*} y$ then, by Theorem 2.5, there is a state $\varphi: \mathbf{K}(H) \rightarrow \mathbb{C}$ such that $\varphi(\langle x, x\rangle)=\|x\|^{2}$ and $\varphi(\langle x, y\rangle a)=0$ for all $a \in \mathbf{K}(H)$. Let $p \in \mathbf{T}(H)$ be a positive trace one operator such that $\varphi(a)=\operatorname{tr}(p a), a \in \mathbf{K}(H)$. Then we have $\operatorname{tr}(p\langle x, x\rangle)=\|x\|^{2}$ and $\operatorname{tr}(p\langle x, y\rangle a)=0$ for all $a \in \mathbf{K}(H)$. For $a=\langle y, x\rangle p$ we obtain $\operatorname{tr}(p\langle x, y\rangle\langle y, x\rangle p)=0$. Since $p\langle x, y\rangle\langle y, x\rangle p$ is a positive operator with zero trace, it has to be 0 , and then $p\langle x, y\rangle=0$.

Conversely, suppose that there is a positive trace one operator $p \in \mathbf{T}(H)$ such that $p\langle x, y\rangle=0$ and $\operatorname{tr}(p\langle x, x\rangle)=\|x\|^{2}$. Since $p$ is a positive trace one operator, one can define a state $\varphi$ on $\mathbf{K}(H)$ by setting $\varphi(a)=\operatorname{tr}(p a), a \in \mathbf{K}(H)$. Then we have $\varphi(\langle x, x\rangle)=\operatorname{tr}(p\langle x, x\rangle)=\|x\|^{2}$ and $\varphi(\langle x, y\rangle\langle y, x\rangle)=\operatorname{tr}(p\langle x, y\rangle\langle y, x\rangle)=0$. By Theorem 2.5 we deduce that $x \perp_{*} y$.

## 3. On the inner product orthogonality in Hilbert $C^{*}$-modules

Our motivation for Definition 2.3 was the fact that Hilbert $C^{*}$-modules generalize Hilbert spaces in the sense that inner products take values in arbitrary $C^{*}$-algebras instead of $\mathbb{C}$. There are other logical ways how to generalize (1.1). For example, we can replace the norm $\|\cdot\|$ in (1.1) and in (1.2) by the " $C^{*}$-valued
norm" $|\cdot|$ defined by $|x|=\langle x, x\rangle^{\frac{1}{2}}$. Since the function $t \mapsto t^{2}$ is not operator monotone, we have to differ cases $|x|^{2} \leq|x+y a|^{2}$ and $|x| \leq|x+y a|$, respectively, $|x|^{2} \leq|x+\lambda y|^{2}$ and $|x| \leq|x+\lambda y|$. However, as it is proved in the next theorem, most of these generalizations are too strong in the sense that they coincide with $\langle x, y\rangle=0$. The only relation for which we do not know whether it in general coincides with $\langle x, y\rangle=0$ is that defined by $|x| \leq|x+\lambda y|$ for all $\lambda \in \mathbb{C}$.

Theorem 3.1. Let $V$ be a Hilbert $\mathcal{A}$-module, and $x, y \in V$. The following statements are mutually equivalent:
(a) $\langle x, y\rangle=0$;
(b) $|x|^{2} \leq|x+y a|^{2}$ for all $a \in \mathcal{A}$;
(c) $|x|^{2} \leq|x+\lambda y|^{2}$ for all $\lambda \in \mathbb{C}$;
(d) $|x| \leq|x+y a|$ for all $a \in \mathcal{A}$.

Proof. The equivalence of (a) and (b) was proved in [13, Proposition 2.1]. By Theorem 2.2.6 of [20], (b) implies (d).
$(\mathrm{d}) \Rightarrow(\mathrm{a})$ This is obvious for $y=0$, so suppose that $y \neq 0$. Let $a_{0}=-\frac{1}{\|y\|^{2}}\langle y, x\rangle \in$ $\mathcal{A}$. Then

$$
\begin{align*}
\left|x+y a_{0}\right|^{2} & =\left|x-\frac{1}{\|y\|^{2}} y\langle y, x\rangle\right|^{2} \\
& =|x|^{2}-\frac{2}{\|y\|^{2}}\langle x, y\rangle\langle y, x\rangle+\frac{1}{\|y\|^{4}}\langle x, y\rangle\langle y, y\rangle\langle y, x\rangle \\
& \leq|x|^{2}-\frac{2}{\|y\|^{2}}\langle x, y\rangle\langle y, x\rangle+\frac{1}{\|y\|^{2}}\langle x, y\rangle\langle y, x\rangle \\
& =|x|^{2}-\frac{1}{\|y\|^{2}}\langle x, y\rangle\langle y, x\rangle \\
& \leq|x|^{2} . \tag{3.1}
\end{align*}
$$

It follows that $\left|x+y a_{0}\right| \leq|x|$ which, together with (d), gives $\left|x+y a_{0}\right|=|x|$, and then $\left|x+y a_{0}\right|^{2}=|x|^{2}$. In particular, we have equality in (3.1), so $\langle x, y\rangle\langle y, x\rangle=0$, and therefore $\langle x, y\rangle=0$.
(b) $\Rightarrow(\mathrm{c})$ If $\left(e_{i}\right)_{i \in I}$ is an approximate unit in $\mathcal{A}$ then $|x|^{2} \leq\left|x+\lambda y e_{i}\right|^{2}$ for all $\lambda \in \mathbb{C}$ and $i \in I$. Then we have

$$
\begin{aligned}
\lim _{i \in I}\left|x+\lambda y e_{i}\right|^{2} & =\lim _{i \in I}\left(\langle x, x\rangle+\lambda\langle x, y\rangle e_{i}+\bar{\lambda} e_{i}\langle y, x\rangle+|\lambda|^{2} e_{i}\langle y, y\rangle e_{i}\right) \\
& =\langle x, x\rangle+\lambda\langle x, y\rangle+\bar{\lambda}\langle y, x\rangle+|\lambda|^{2}\langle y, y\rangle \\
& =|x+\lambda y|^{2}
\end{aligned}
$$

for all $\lambda \in \mathbb{C}$, and we get (c).
(c) $\Rightarrow$ (a) If (c) holds, then

$$
\begin{equation*}
\lambda\langle x, y\rangle+\bar{\lambda}\langle y, x\rangle+|\lambda|^{2}\langle y, y\rangle \geq 0 \quad(\lambda \in \mathbb{C}) \tag{3.2}
\end{equation*}
$$

In particular, choosing real $\lambda$ 's we get

$$
\lambda\langle x, y\rangle+\lambda\langle y, x\rangle+\lambda^{2}\langle y, y\rangle \geq 0 \quad(\lambda \in \mathbb{R})
$$

that is,

$$
\begin{equation*}
\langle x, y\rangle+\langle y, x\rangle+\lambda\langle y, y\rangle \geq 0 \quad(\lambda>0) \tag{3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\langle x, y\rangle+\langle y, x\rangle+\lambda\langle y, y\rangle \leq 0 \quad(\lambda<0) . \tag{3.4}
\end{equation*}
$$

Taking $\lim _{\lambda \rightarrow 0+}$ in (3.3) and $\lim _{\lambda \rightarrow 0-}$ in (3.4) we obtain

$$
\begin{equation*}
\langle x, y\rangle+\langle y, x\rangle=0 . \tag{3.5}
\end{equation*}
$$

Putting $i \lambda, \lambda \in \mathbb{R}$, in (3.2) we get $i \lambda\langle x, y\rangle-i \lambda\langle y, x\rangle+\lambda^{2}\langle y, y\rangle \geq 0$ for all $\lambda \in \mathbb{R}$, and, as above,

$$
\begin{equation*}
\langle x, y\rangle-\langle y, x\rangle=0 \tag{3.6}
\end{equation*}
$$

Note that (3.5) and (3.6) yield $\langle x, y\rangle=0$, so (a) holds.
If $a$ and $b$ are positive commuting elements of a $C^{*}$-algebra $\mathcal{A}$, then $a \leq b \Leftrightarrow$ $a^{2} \leq b^{2}$. Thus, as a consequence of Theorem 3.1, the following result immediately follows.

Corollary 3.2. Let $V$ be a Hilbert $C^{*}$-module over a $C^{*}$-algebra $\mathcal{A}$, and $x, y \in V$ such that $|x| \in \mathcal{Z}(\mathcal{A})$. Then $\langle x, y\rangle=0$ if and only if $|x| \leq|x+\lambda y|$ for all $\lambda \in \mathbb{C}$.

Though we could not prove that Corollary 3.2 holds without the assumption that $|x| \in \mathcal{Z}(\mathcal{A})$, it seems very likely that it does. The following results are in favor of this assumption.

Proposition 3.3. Let $V$ be a Hilbert $\mathbb{M}_{n}(\mathbb{C})$-module, and $x, y \in V$ such that $|x| \leq|x+\lambda y|$ for all $\lambda \in \mathbb{C}$. Then $\operatorname{tr}(\langle x, y\rangle)=0$. In particular, if moreover $\langle x, y\rangle \geq 0$ then $\langle x, y\rangle=0$.

Proof. Denote by $\mu_{i}(T), i=1, \ldots, n$, the eigenvalues of a self-adjoint matrix $T \in \mathbb{M}_{n}(\mathbb{C})$ arranged in decreasing order: $\mu_{1}(T) \geq \cdots \geq \mu_{n}(T)$.

Since $|x| \leq|x+\lambda y|$ for all $\lambda \in \mathbb{C}$, by the Courant-Fischer theorem (see [25, Theorem 8.9]), we obtain $\mu_{i}(|x|) \leq \mu_{i}(|x+\lambda y|), i=1, \ldots, n$, for all $\lambda \in \mathbb{C}$. Thus we have $\mu_{i}\left(|x|^{2}\right) \leq \mu_{i}\left(|x+\lambda y|^{2}\right), i=1, \ldots, n$, for all $\lambda \in \mathbb{C}$. By Theorem 8.20 of [25], for every $\lambda \in \mathbb{C}$ there is a unitary matrix $u_{\lambda} \in \mathbb{M}_{n}(\mathbb{C})$ such that $|x|^{2} \leq u_{\lambda}^{*}|x+\lambda y|^{2} u_{\lambda}$. Therefore, $\operatorname{tr}\left(|x|^{2}\right) \leq \operatorname{tr}\left(|x+\lambda y|^{2}\right)$ for every $\lambda \in \mathbb{C}$, from which (similarly as in the proof of $(\mathrm{c}) \Rightarrow(\mathrm{a})$ in Theorem 3.1) it follows that $\operatorname{tr}(\langle x, y\rangle)=$ 0.

Lemma 3.4. Let $A, B \in \mathbb{M}_{n}(\mathbb{C})$ satisfy $|A| \leq|A+\lambda B|$ for all $\lambda \in \mathbb{C}$. If $A$ is invertible, then $\sigma\left(A^{-1} B\right)=\{0\}$, and if $B$ is invertible then $\sigma\left(B^{-1} A\right)=\{0\}$. In particular, either $A$ or $B$ is noninvertible.

Proof. First observe that $\operatorname{Ker}(A+\lambda B)=\operatorname{Ker} A \cap \operatorname{Ker} B$ for every $\lambda \in \mathbb{C} \backslash\{0\}$. Indeed, let $\lambda \neq 0$ and $\xi \in \operatorname{Ker}(A+\lambda B)$. From $|A| \leq|A+\lambda B|$ it follows that $\left\||A|^{\frac{1}{2}} \xi\right\|^{2}=(|A| \xi, \xi) \leq(|A+\lambda B| \xi, \xi)=0$, so $|A|^{\frac{1}{2}} \xi=0$ and then $A \xi=0$. Since $\lambda \neq 0$ and $(A+\lambda B) \xi=0$ we get $B \xi=0$. This proves that $\operatorname{Ker}(A+\lambda B) \subseteq$ $\operatorname{Ker} A \cap \operatorname{Ker} B$. The reverse inclusion is obvious.

If $A$ (resp. $B$ ) is invertible, then so is $A+\lambda B$ for all $\lambda \neq 0$, and also $A^{-1}(A+$ $\lambda B)=I+\lambda A^{-1} B$ (resp. $\left.B^{-1}(A+\lambda B)=B^{-1} A+\lambda I\right)$ for all $\lambda \neq 0$. Then $\sigma\left(A^{-1} B\right)=\{0\}\left(\right.$ resp. $\left.\sigma\left(B^{-1} A\right)=\{0\}\right)$. In particular, $A^{-1} B\left(\right.$ resp. $\left.B^{-1} A\right)$ is noninvertible, wherefrom $B$ (resp. $A$ ) is noninvertible.

Observe that in the case of matrices we can restrict our discussion to positive $A$. Indeed, for $A \in \mathbb{M}_{n}(\mathbb{C})$ we have $A=U|A|$ for some unitary $U \in \mathbb{M}_{n}(\mathbb{C})$, so $|A+\lambda B|=\left||A|+\lambda U^{*} B\right|$ and $A^{*} B=|A|\left(U^{*} B\right)$. We may also assume that $\|A\|=1$.

We conclude the paper with the theorem which states that Corollary 3.2 holds in $\mathbb{M}_{2}(\mathbb{C})$ without assuming that $|x| \in \mathcal{Z}(\mathcal{A})$. Although the calculation is elementary, we include it for the convenience of the reader.

Recall that for $A \in \mathbb{M}_{2}(\mathbb{C})$ we have

$$
|A|=\frac{1}{\sqrt{\operatorname{tr}\left(A^{*} A\right)+2 \sqrt{\operatorname{det}\left(A^{*} A\right)}}}\left(\sqrt{\operatorname{det}\left(A^{*} A\right)} I+A^{*} A\right),
$$

(see e.g. [11, p. 460]).
Theorem 3.5. If $A, B \in \mathbb{M}_{2}(\mathbb{C})$ are such that

$$
\begin{equation*}
|A| \leq|A+\lambda B| \quad(\lambda \in \mathbb{C}) \tag{3.7}
\end{equation*}
$$

then $A^{*} B=0$.
Proof. If $A=0$ or $B=0$, we are done. So suppose that $A$ and $B$ are nonzero. As we have already mentioned, we may assume that $A \geq 0$ and $\|A\|=1$.

Since (3.7) implies $\|A\| \leq\|A+\lambda B\|$ for all $\lambda \in \mathbb{C}$, by Theorem 2.1 there is a unit vector $\xi \in \mathbb{C}^{2}$ such that $\|A \xi\|=1$ and $(A \xi, B \xi)=0$. Since $A \geq 0$ it follows that $A \xi=\xi$ and $(B \xi, \xi)=0$. Let $\sigma(A)=\{1, a\}$, and $\eta \in \mathbb{C}^{2},\|\eta\|=1$, be such that $A \eta=a \eta$ and $(\xi, \eta)=0$. Let $U \in \mathbb{M}_{2}(\mathbb{C})$ be the unitary matrix which maps the standard orthonormal basis of $\mathbb{C}^{2}$ to the orthonormal basis $\{\xi, \eta\}$. Then we have

$$
U^{*} A U=\left[\begin{array}{ll}
1 & 0 \\
0 & a
\end{array}\right], \quad U^{*} B U=\left[\begin{array}{cc}
0 & b_{1} \\
b_{2} & b_{3}
\end{array}\right] .
$$

Since (3.7) is equivalent with $\left|U^{*} A U\right| \leq\left|U^{*} A U+\lambda U^{*} B U\right|$ for all $\lambda \in \mathbb{C}$, and $A^{*} B=0$ if and only if $\left(U^{*} A U\right)^{*}\left(U^{*} B U\right)=0$, without loss of generality we can assume that $A$ and $B$ are of the forms

$$
A=\left[\begin{array}{ll}
1 & 0 \\
0 & a
\end{array}\right], \quad B=\left[\begin{array}{cc}
0 & b_{1} \\
b_{2} & b_{3}
\end{array}\right] .
$$

We differ three cases: $A$ is invertible, $B$ is invertible, and both $A$ and $B$ are noninvertible.
(1) Suppose $A$ is invertible. Then $a \neq 0$. From Proposition 3.3, $b_{3}=\frac{1}{a} \operatorname{tr}\left(A^{*} B\right)=$ 0 . By Lemma 3.4, $B$ is noninvertible, and therefore $b_{1}=0$ or $b_{2}=0$. So, the only candidates for $B$ are $\left[\begin{array}{ll}0 & b \\ 0 & 0\end{array}\right]$ and $\left[\begin{array}{ll}0 & 0 \\ b & 0\end{array}\right]$ for some $b \neq 0$. We shall now prove that they do not satisfy (3.7). We may assume that $b=1$.

If $B=\left[\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right]$, then

$$
|A+\lambda B|=\frac{1}{\sqrt{|\lambda|^{2}+(a+1)^{2}}}\left[\begin{array}{cc}
a+1 & \lambda \\
\bar{\lambda} & a+a^{2}+|\lambda|^{2}
\end{array}\right] .
$$

By (3.7) we have $1 \leq \frac{a+1}{\sqrt{|\lambda|^{2}+(a+1)^{2}}}$, which is impossible for $\lambda \neq 0$.

If $B=\left[\begin{array}{ll}0 & 0 \\ 1 & 0\end{array}\right]$, then

$$
|A+\lambda B|=\frac{1}{\sqrt{|\lambda|^{2}+(a+1)^{2}}}\left[\begin{array}{cc}
a+1+|\lambda|^{2} & \bar{\lambda} a \\
\lambda a & a^{2}+a
\end{array}\right] .
$$

By (3.7) we get $a \leq \frac{a^{2}+a}{\sqrt{|\lambda|^{2}+(a+1)^{2}}}$, which is impossible for $\lambda \neq 0$.
(2) Suppose $B$ is invertible. Then, by Lemma 3.4, $A$ is noninvertible, so $A=$ $\left[\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right]$. Since $B$ is invertible, $b_{1} \neq 0$ and $b_{2} \neq 0$. By Lemma 3.4, we have $\sigma\left(B^{-1} A\right)=\{0\}$ wherefrom $b_{3}=0$. So, we may assume that $B=\left[\begin{array}{ll}0 & 1 \\ b & 0\end{array}\right]$ for some $b \neq 0$. Then

$$
|A+\lambda B|=\frac{1}{\sqrt{1+|\lambda|^{2}(1+|b|)^{2}}}\left[\begin{array}{cc}
1+|\lambda|^{2}|b|(1+|b|) & \lambda \\
\bar{\lambda} & |\lambda|^{2}(1+|b|)
\end{array}\right] .
$$

It is a routine calculation to show that for $\lambda \neq 0$ we have

$$
\operatorname{det}(|A+\lambda B|-|A|) \geq 0 \Leftrightarrow|\lambda|^{2} \geq \frac{2|b|+1}{|b|^{2}(1+|b|)^{2}}
$$

so (3.7) cannot be satisfied for every $\lambda \in \mathbb{C}$.
(3) Suppose $A$ and $B$ are both noninvertible. Then $A=\left[\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right]$. Since $B$ is noninvertible it follows that $b_{1}=0$ or $b_{2}=0$.

If $b_{1}=0$, then $A^{*} B=0$. If $b_{1} \neq 0$ then $b_{2}=0$, and therefore $B=\left[\begin{array}{ll}0 & 1 \\ 0 & b\end{array}\right]$, so

$$
|A+\lambda B|=\frac{1}{\sqrt{(1+|\lambda||b|)^{2}+|\lambda|^{2}}}\left[\begin{array}{cc}
1+\frac{|\lambda||b|}{\bar{\lambda}} & \lambda \\
|\lambda|\left(|\lambda||b|^{2}+|\lambda|+|b|\right)
\end{array}\right]
$$

Since $\frac{1+|\lambda||b|}{\sqrt{(1+|\lambda||b|)^{2}+|\lambda|^{2}}}<1$ for $\lambda \neq 0$, these $A$ and $B$ cannot satisfy (3.7).
Remark 3.6. Since $\langle x, y\rangle=0$ if and only if $\langle y, x\rangle=0$, Theorem 3.1 can be extended with the following statements:
(e) $|y|^{2} \leq|y+x a|^{2}$ for all $a \in \mathcal{A}$;
(f) $|y|^{2} \leq|y+\lambda x|^{2}$ for all $\lambda \in \mathbb{C}$;
(g) $|y| \leq|y+x a|$ for all $a \in \mathcal{A}$.

Also, as a consequence of Theorem 3.5 we have that for $A, B \in \mathbb{M}_{2}(\mathbb{C})$ it holds

$$
(|A| \leq|A+\lambda B| \text { for all } \lambda \in \mathbb{C}) \Leftrightarrow(|B| \leq|B+\lambda A| \text { for all } \lambda \in \mathbb{C})
$$

Acknowledgement. We would like to thank the referees for their careful reading of the manuscript and useful comments.

## References

1. J. Alonso and C. Benitez, Orthogonality in normed linear spaces: a survey. I. Main properties, Extracta Math. 3 (1988), no. 2, 1-15.
2. J. Alonso and C. Benitez, Orthogonality in normed linear spaces: a survey. II. Relations between main orthogonalities, Extracta Math. 4 (1989), no. 3, 121-131.
3. T. Ando and T. Hayashi, A characterization of the operator-valued triangle equality, J. Operator Theory 58 (2007), no. 2, 463-468.
4. Lj. Arambašić and R. Rajić, On the $C^{*}$-valued triangle equality and inequality in Hilbert $C^{*}$-modules, Acta Math. Hungar. 119 (2008), no. 4, 373-380.
5. Lj. Arambašić and R. Rajić, The Birkhoff-James orthogonality in Hilbert $C^{*}$-modules, Linear Algebra Appl. 437 (2012), no. 7, 1913-1929.
6. T. Bhattacharyya and P. Grover, Characterization of Birkhoff-James orthogonality, J. Math. Anal. Appl. 407 (2013), no. 2, 350-358.
7. G. Birkhoff, Orthogonality in linear metric spaces, Duke Math. J. 1 (1935), 169-172.
8. R. Bhatia and P. Šemrl, Orthogonality of matrices and some distance problems, Linear Algebra Appl. 287 (1999), no. 1-3, 77-85.
9. J. Chmieliński, Remarks on orthogonality preserving mappings in normed spaces and some stability problems, Banach J. Math. Anal. 1 (2007), no. 1, 117-124.
10. J. Dixmier, $C^{*}$-Algebras, North-Holland, Amsterdam, 1981.
11. L.P. Franca, An algorithm to compute the square root of a $3 \times 3$ positive definite matrix, Computers Math. Applic. 18 (1989), no. 5, 459-466.
12. R. Harte, The triangle inequality in $C^{*}$-algebras, Filomat 20 (2006), 51-53.
13. D. Ilišević and A. Turnšek, Approximately orthogonality preserving mappings on $C^{*}$ modules, J. Math. Anal. Appl. 341 (2008), no. 1, 298-308.
14. R.C. James, Inner products in normed linear spaces, Bull. Amer. Math. Soc. 53 (1947), 559-566.
15. R.C. James, Orthogonality and linear functionals in normed linear spaces, Trans. Amer. Math. Soc. 61 (1947), 265-292.
16. R.C. James, Orthogonality in normed linear spaces, Duke Math. J. 12 (1945), 291-302.
17. R. Jiang, A note on the triangle inequality for the $C^{*}$-valued norm on a Hilbert $C^{*}$-module, Math. Inequal. Appl. 16 (2013), no. 3, 743-749.
18. I. Kaplansky, Modules over operator algebras, Amer. J. Math. 75 (1953), 839-853.
19. E.C. Lance, Hilbert $C^{*}$-Modules, London Math. Soc. Lecture Note Series 210, Cambridge University Press, Cambridge, 1995.
20. G.J. Murphy, $C^{*}$-Algebras and Operator Theory, Academic Press, New York, 1990.
21. W.L. Paschke, Inner product modules over $B^{*}$-algebras, Trans Amer. Math. Soc. 182 (1973), 443-468.
22. J.G. Stampfly and J.P. Williams, Growth conditions and the numerical range in a Banach algebra, Tôhoku Math. J. 20 (1968), no. 4, 417-424.
23. A. Turnšek, On operators preserving James' orthogonality, Linear Algebra Appl. 407 (2005), 189-195.
24. N.E. Wegge-Olsen, K-theory and $C^{*}$-Algebras - A Friendly Approach, Oxford University Press, Oxford 1993.
25. F. Zhang, Matrix Theory. Basic Results and Techniques (2nd edition), Springer-Verlag, New York, 2011.
${ }^{1}$ Department of Mathematics, University of Zagreb, Bijenička cesta 30, 10000 Zagreb, Croatia.

E-mail address: arambas@math.hr
${ }^{2}$ Faculty of Mining, Geology and Petroleum Engineering, University of Zagreb, Pierottijeva 6, 10000 Zagreb, Croatia.

E-mail address: rajna.rajic@zg.t-com.hr

