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Abstract. Asymptotic properties of solutions of difference equation of the form

$$
\Delta^{m} x_{n}=a_{n} \varphi_{n}\left(x_{\sigma(n)}\right)+b_{n}
$$

are studied. Conditions under which every (every bounded) solution of the equation $\Delta^{m} y_{n}=b_{n}$ is asymptotically equivalent to some solution of the above equation are obtained. Moreover, the conditions under which every polynomial sequence of degree less than $m$ is asymptotically equivalent to some solution of the equation and every solution is asymptotically polynomial are obtained. The consequences of the existence of asymptotically polynomial solution are also studied.

## 1. Introduction

Let $N, N(0), Z, R$ denote the set of positive integers, the set of nonnegative integers, the set of all integers and the set of real numbers, respectively.
Let $m \in N$. In this paper we consider the difference equation of the form

$$
\begin{equation*}
\Delta^{m} x_{n}=a_{n} \varphi_{n}\left(x_{\sigma(n)}\right)+b_{n} \tag{E}
\end{equation*}
$$

$$
n \in N, \quad a_{n}, b_{n} \in R, \quad \varphi_{n}: R \rightarrow R, \quad \sigma: N \rightarrow Z, \quad \lim \sigma(n)=\infty
$$

By a solution of (E) we mean a sequence $x: N \rightarrow R$ satisfying (E) for all large $n$. Let $n_{0}=\min \{n \in N: \sigma(k) \geq 1$ for all $k \geq n\}$. If (E) is satisfied for all $n \geq n_{0}$ we say that $x$ is a full solution of (E).

Let $(X, d),(Y, \rho)$ be metric spaces, and let $\Phi$ be a family of maps $\varphi: X \rightarrow Y$. $\Phi$ is said to be equicontinuous at a point $p \in X$ if for every $\varepsilon>0$ there exists $\delta>0$ such that if $d(x, p)<\delta$ then $\rho(\varphi(x), \varphi(p))<\varepsilon$ for all $\varphi \in \Phi$. We say that $\Phi$ is equicontinuous if it is equicontinuous at every point $p \in X$. If for any $\varepsilon>0$ there exists $\delta>0$ such that $\rho\left(\varphi\left(x_{1}\right), \varphi\left(x_{2}\right)\right)<\varepsilon$ for any pair $x_{1}, x_{2} \in X$ such that $d\left(x_{1}, x_{2}\right)<\delta$ and all $\varphi \in \Phi$, then $\Phi$ is said to be uniformly equicontinuous. $\Phi$ is said to be locally bounded if for any point $p \in X$ there exist a neighborhood $U$ of $p$ in $X$ and a constant $M>0$ such that $|\varphi(t)| \leq M$ for all $t \in U, \varphi \in \Phi$. If $|\varphi(t)| \leq M$ for all $t \in X, \varphi \in \Phi$ then we say that $\Phi$ is bounded. If $\psi: X \rightarrow R$, $U \subseteq X$ then $\psi \mid U$ denotes the restriction of $\psi$. We say that sequences $x, y$ are

[^0]asymptotically equivalent if $x_{n}-y_{n}=o(1)$. For a given sequence $x$ of real numbers, by $\sum x_{n}$ we denote the series whose partial sums are: $x_{1}, x_{1}+x_{2}, x_{1}+x_{2}+x_{3}$ and so on. We often use the algebraic notation $A x$ to denote $A(x)$ if $A$ is a linear operator.

Recently, there has been a great interest in the study of asymptotic and oscillatory behavior of solutions of higher order difference equations, see for example [2] 3], [7]-[12] and the references cited therein. The purpose of this paper is to study the asymptotic behavior of solutions of equation (E). Using the Schauder's fixed point theorem and some technical results based on the properties of iterated rest operator we show that if the series $\sum n^{m-1} a_{n}$ is absolutely convergent and the family $\left\{\varphi_{n}\right\}$ is equicontinuous and locally bounded (uniformly equicontinuous and bounded) then every bounded solution (every solution) of the equation $\Delta^{m} y_{n}=b_{n}$ is asymptotically equivalent to some solution of (E). Moreover, if the series $\sum n^{m-1} b_{n}$ is also absolutely convergent then every polynomial sequence of degree less than $m$ is asymptotically equivalent to some solution of (E). Similar problem for autonomous difference equation was considered in [4. We also show that if the series $\sum n^{m-1} a_{n}$ and $\sum n^{m-1} b_{n}$ are absolutely convergent and the family $\left\{\varphi_{n}\right\}$ is bounded then every solution of (E) is asymptotically polynomial. On the other hand, under some additional assumptions, we show that if there exists asymptotically polynomial solution of (E) then the series $\sum n^{m-1} a_{n}$ and $\sum n^{m-1} b_{n}$ are absolutely convergent.

The results obtained here generalize the results of [1, 6, 7] and some of those contained in [5]. The results obtained here in Theorems 14 are analogous to those obtained in [4] for autonomous equations.

## 2. Preliminary lemmas

In this section we introduce a rest operator and establish some useful properties of their iterations. These results will be used in the proofs of the main theorems in Section 3

By $S Q$ we denote the space of all sequences $x: N \rightarrow R$. If $x \in S Q$ then $|x|$ denote the sequence defined by $|x|(n)=\left|x_{n}\right|$ for every $n \in N$. The Banach space of all bounded sequences $x \in S Q$ with the norm $\|x\|=\sup \left\{\left|x_{n}\right|: n \in N\right\}$ we denote by $B S$. For $k \in N, \operatorname{Pol}(k)$ denotes the space of all polynomial sequences (with real coefficients) of degree $\leq k$. We identify every sequence $\beta \in \operatorname{Pol}(k)$ with the corresponding polynomial.

Let $S(0)=\left\{x \in S Q: \lim x_{n}=0\right\}$,

$$
S(1)=\left\{x \in S Q: \text { the series } \sum x_{n} \text { is convergent }\right\} .
$$

If $x \in S(1)$, we may define the sequence $r(x)$ by the formula

$$
r(x)(n)=\sum_{j=n}^{\infty} x_{j} .
$$

Obviously $r(x) \in S(0)$ and the mapping $r: S(1) \rightarrow S(0)$, which we call the rest operator, is linear. Let $S(2)=\{x \in S(1): r(x) \in S(1)\}$. Then $S(2)$ is a linear subspace of $S(1)$ and we may define the operator $r^{2}: S(2) \rightarrow S(0)$ by
$r^{2}(x)=r(r(x))$. If $k \in N$ then, by induction, we define the space $S(k+1)$ and the operator $r^{k+1}: S(k+1) \rightarrow S(0)$ by

$$
S(k+1)=\left\{x \in S(k): r^{k}(x) \in S(1)\right\}, \quad r^{k+1}(x)=r\left(r^{k}(x)\right)
$$

If $x \in S(k), n \in N$ then the value $r^{k}(x)(n)$ we denote also by $r_{n}^{k}(x)$ or simply $r_{n}^{k} x$. Moreover, if $x \in S Q, n \in N$ then we define $r_{n}^{0} x=x_{n}$. Note that

$$
S(k) \subset S(k-1) \subset \cdots \subset S(1) \subset S(0)
$$

are linear subspaces of $S(0)$ and $r^{k}: S(k) \rightarrow S(0)$ is a linear operator.
For $n \in N$ we define the numbers $s_{n}^{0}=1, s_{n}^{1}=s_{1}^{0}+s_{2}^{0}+\cdots+s_{n}^{0}=n$. If $k$, $n \in N$ then, by induction on $k$, we define numbers

$$
s_{n}^{k+1}=s_{1}^{k}+s_{2}^{k}+\ldots+s_{n}^{k} .
$$

Lemma 1. If $k \in N,|x| \in S(k)$ then $x \in S(k)$ and $\left|r^{k} x\right| \leq r^{k}|x|$.
Proof. Induction on $k$. The case $k=1$ is obvious. Assume the assertion is true for some $k \geq 1$ and $|x| \in S(k+1)$. Then $r^{k}|x| \in S(1)$. Moreover by inductive assumption, $x \in S(k)$ and $\left|r^{k} x\right| \leq r^{k}|x|$. Hence, by comparison test of convergence of the series, $r^{k} x \in S(1)$. Therefore, $x \in S(k+1)$. Moreover $\left|r^{k+1} x\right|=\left|r\left(r^{k} x\right)\right| \leq$ $r\left(\left|r^{k} x\right|\right) \leq r\left(r^{k}|x|\right)=r^{k+1}|x|$.

Lemma 2. Assume $x \in S Q, k \in N$. Then $|x| \in S(k)$ if and only if the series $\sum s_{i}^{k-1} x_{i}$ is absolutely convergent. If $|x| \in S(k), n \in N$ then

$$
r_{n}^{k}|x|=s_{1}^{k-1}\left|x_{n}\right|+s_{2}^{k-1}\left|x_{n+1}\right|+s_{3}^{k-1}\left|x_{n+2}\right|+\ldots .
$$

Proof. We prove this by induction on $k$. The case $k=1$ is obvious. Assume the assertion is true for some $k \geq 1$. If $|x| \in S(k+1), n \in N$ then

$$
\begin{aligned}
r_{n}^{k+1}|x|= & r_{n}^{k}|x|+r_{n+1}^{k}|x|+r_{n+2}^{k}|x|+r_{n+3}^{k}|x|+\ldots \\
= & s_{1}^{k-1}\left|x_{n}\right|+s_{2}^{k-1}\left|x_{n+1}\right|+s_{3}^{k-1}\left|x_{n+2}\right|+s_{4}^{k-1}\left|x_{n+3}\right|+\ldots \\
& +s_{1}^{k-1}\left|x_{n+1}\right|+s_{2}^{k-1}\left|x_{n+2}\right|+s_{3}^{k-1}\left|x_{n+3}\right|+\ldots \\
& +s_{1}^{k-1}\left|x_{n+2}\right|+s_{2}^{k-1}\left|x_{n+3}\right|+\ldots \\
& +s_{1}^{k-1}\left|x_{n+3}\right|+\ldots \\
= & s_{1}^{k-1}\left|x_{n}\right|+\left(s_{1}^{k-1}+s_{2}^{k-1}\right)\left|x_{n+1}\right|+\left(s_{1}^{k-1}+s_{2}^{k-1}+s_{3}^{k-1}\right)\left|x_{n+2}\right|+\ldots \\
= & s_{1}^{k}\left|x_{n}\right|+s_{2}^{k}\left|x_{n+1}\right|+s_{3}^{k}\left|x_{n+2}\right|+s_{4}^{k}\left|x_{n+3}\right|+\ldots .
\end{aligned}
$$

Hence

$$
\begin{equation*}
r_{n}^{k}|x|+r_{n+1}^{k}|x|+r_{n+2}^{k}|x|+\ldots=s_{1}^{k}\left|x_{n}\right|+s_{2}^{k}\left|x_{n+1}\right|+s_{3}^{k}\left|x_{n+2}\right|+\ldots . \tag{1}
\end{equation*}
$$

For $n=1$ we obtain the convergence of the series $\sum_{i=1}^{\infty} s_{i}^{k} x_{i}$. Conversely, assume the series $\sum_{i=1}^{\infty} s_{i}^{k} x_{i}$ is absolutely convergent. Since $0 \leq s_{i}^{k-1} \leq s_{i}^{k}$ for all $i \in N$, the series $\sum_{i=1}^{\infty} s_{i}^{k-1} x_{i}$ is absolutely convergent. Hence, by inductive assumption, $|x| \in S(k)$. Let $n=1$. By (11), the series $\sum_{i=1}^{\infty} r_{i}^{k}|x|$ is convergent. Therefore $r^{k}|x| \in S(1)$. Hence $|x| \in S(k+1)$. The proof is complete.

Lemma 3. Assume $x \in S Q, k \in N(0)$. Then $|x| \in S(k+1)$ if and only if the series $\sum n^{k} x_{n}$ is absolutely convergent.

Proof. First we show that $s_{n}^{k} \leq n^{k}$ for all $n \in N$. It is obvious if $k=0$ or $k=1$. Assume $s_{n}^{k} \leq n^{k}$ for some $k \geq 1$ and any $n \in N$. Then $s_{n}^{k+1}=s_{1}^{k}+s_{2}^{k}+\ldots+s_{n}^{k} \leq$ $n^{k}+n^{k}+\ldots+n^{k}=n n^{k}=n^{k+1}$.
Using the known equality $\sum_{i=1}^{n}\binom{k+i-1}{k}=\binom{k+n}{k+1}$ it is easy to show that

$$
s_{n}^{k}=\binom{k+n-1}{k}=\frac{n(n+1) \ldots(n+k-1)}{k!} .
$$

Hence, $n^{k} \leq n(n+1) \ldots(n+k-1)=k!s_{n}^{k}$. Since $s_{n}^{k} \leq n^{k} \leq k!s_{n}^{k}$, absolute convergence of the series $\sum n^{k} x_{n}$ is equivalent to the absolute convergence of the series $\sum s_{n}^{k} x_{n}$. The assertion follows now from Lemma 2

Lemma 4. Assume $M>0, k \in N, a, b \in S Q,|b| \leq M$, and the series $\sum n^{k-1}\left|a_{n}\right|$ is convergent. Then $b a,|a| \in S(k)$ and $\left|r^{k}(b a)\right| \leq M r^{k}|a|$.

Proof. By Lemma 3, $|a|,|b a| \in S(k)$. Hence, by Lemma $1, b a \in S(k)$ and $\left|r^{k}(b a)\right| \leq$ $r^{k}|b a|$. By Lemma 2, $r^{k}|b a| \leq r^{k}(M|a|)=M r^{k}|a|$. Hence $\left|r^{k}(b a)\right| \leq M r^{k}|a|$.

Lemma 5. If $k \in N$ and $x \in S(k)$, then $\Delta^{k} r^{k} x=(-1)^{k} x$.
Proof. We prove this by induction on $k$. If $k=1$, then

$$
\Delta r x(n)=r x(n+1)-r x(n)=\sum_{k=n+1}^{\infty} x_{k}-\sum_{k=n}^{\infty} x_{k}=-x_{n} .
$$

Hence $\Delta r x=-x$. Assume the assertion is true for some $k \geq 1$ and let $x \in S(k+1)$. Since $r^{k} x \in S(1)$, we have $\Delta r\left(r^{k} x\right)=-r^{k} x$. Hence,

$$
\Delta^{k+1} r^{k+1} x=\Delta^{k} \Delta r r^{k} x=\Delta^{k}\left(-r^{k} x\right)=(-1) \Delta^{k} r^{k} x=(-1)^{k+1} x
$$

Lemma 6. Let $x$ be a sequence convergent to $c \in R$ and let $k \in N$. Then

$$
\Delta^{k} x \in S(k), \quad r^{k} \Delta^{k} x=(-1)^{k}(x-c)
$$

Proof. Let $k=1$. Then $\Delta x_{1}+\Delta x_{2}+\ldots+\Delta x_{n}=x_{n+1}-x_{1}$. Hence the series $\sum \Delta x_{n}$ is convergent i.e., $\Delta x \in S(1)$. Moreover $\Delta x_{n}+\Delta x_{n+1}+\ldots+\Delta x_{p}=x_{p+1}-x_{n}$. Hence $r_{n}^{1} \Delta x=c-x_{n}$. Therefore the assertion is true for $k=1$. Assume it is true for some $k \geq 1$. Since the sequence $\Delta x$ is convergent to zero we have

$$
\Delta^{k+1} x=\Delta^{k} \Delta x \in S(k), \quad r^{k} \Delta^{k+1} x=r^{k} \Delta^{k} \Delta x=(-1)^{k} \Delta x
$$

Since $\Delta x \in S(1)$, it follows that $(-1)^{k} \Delta x \in S(1)$. Hence, $r^{k} \Delta^{k+1} x \in S(1)$. Therefore $\Delta^{k+1} x \in S(k+1)$. Moreover

$$
\begin{aligned}
r^{k+1} \Delta^{k+1} x & =r r^{k} \Delta^{k} \Delta x=r\left((-1)^{k} \Delta x\right)=(-1)^{k} r \Delta x \\
& =(-1)^{k}(-1)(x-c)=(-1)^{k+1}(x-c)
\end{aligned}
$$

The proof is complete.

Lemma 7. Let $k \in N$ and let $W=\left\{x \in S Q: x_{n}=0\right.$ for $\left.n \geq k\right\}$. Then $\Delta^{m}(W)=W$.

Proof. It is easy to see that $W$ is a finite dimensional linear subspace of $S Q$ and $\Delta^{m}(W) \subseteq W$. Since $W \cap \operatorname{Ker} \Delta^{m}=W \cap \operatorname{Pol}(m-1)=0$, the linear operator $\Delta^{m} \mid W: W \rightarrow W$ is monomorphic. Hence $\operatorname{dim}\left(\Delta^{m}(W)\right)=\operatorname{dim} W$. Therefore $\Delta^{m}(W)=W$.
Remark 1. It is easy to see that if $x, z \in S Q, p \in N$, and $z_{n}=x_{n}$ for all $n \geq p$ then $\Delta^{k} z_{n}=\Delta^{k} x_{n}$ for $n \geq p$. Analogously, by easy induction on $k$, one can show that if $x \in S(k), z \in S Q$, and $z_{n}=x_{n}$ for $n \geq p$ then $z \in S(k)$ and $r_{n}^{k} z=r_{n}^{k} x$ for $n \geq p$.
Lemma 8 (6). If $X$ and $Y$ are metric spaces, $X$ is compact, and $\Phi$ is equicontinuous family of maps $\varphi: X \rightarrow Y$, then $\Phi$ is uniformly equicontinuous.

Lemma 9 ([6]). If $X, Y$ are metric spaces, $X$ is compact, and $\Phi$ is a locally bounded family of maps $\varphi: X \rightarrow Y$, then $\Phi$ is bounded.

## 3. Main Results

Theorem 1. Assume the series $\sum n^{m-1} a_{n}$ is absolutely convergent, $y$ is a bounded solution of the equation $\Delta^{m} y_{n}=b_{n}$, and $Y$ is the set of values of the sequence $y$. If there exists a neighbourhood $U$ of the closure $\bar{Y}$ such that the family $\left\{\varphi_{n} \mid U\right\}$ is locally bounded and equicontinuous, then there exists a solution $x$ of (E) such that $x=y+o(1)$.

Proof. Since the set $Y$ is bounded, the closure $\bar{Y}$ is compact. Hence, there exists an open set $V$ such that $\bar{V}$ is compact and $\bar{Y} \subseteq V \subseteq \bar{V} \subseteq U$. Using Lemma 8 and Lemma 9 one can show that the family $\left\{\varphi_{n} \mid V\right\}$ is bounded and uniformly equicontinuous. Since $\bar{Y}$ is compact, so there exists a number $c>0$ such that if

$$
s \in \bar{Y}, \quad t \in R, \quad|s-t| \leq c
$$

then $t \in V$. There exists $M>0$ such that $\left|\varphi_{n}(t)\right| \leq M$ for all $t \in V$ and all $n \in N$. Let $\rho=r^{m}|a|$. By definition of $r^{m}, \rho=o(1)$. Choose $p \in N$ such that $M \rho_{n} \leq c$ for any $n \geq p$. Let

$$
T=\left\{x \in B S: x_{n}=0 \text { for } n<p \text { and }\left|x_{n}\right| \leq M \rho_{n} \text { for } n \geq p\right\} .
$$

Obviously $T$ is a convex and closed subset of $B S$. Choose an $\varepsilon>0$. Then there exists $m \in N$ such that $M \rho_{n}<\varepsilon$ for any $n \geq m$. For $n=1, \ldots, m$ let $G_{n}$ denote a finite $\varepsilon$-net for the interval $\left[-M \rho_{n}, M \rho_{n}\right]$ and let

$$
G=\left\{x \in T: x_{n} \in G_{n} \text { for } n \leq m \text { and } x_{n}=0 \text { for } n>m\right\} .
$$

Then $G$ is a finite $\varepsilon$-net for $T$. Hence $T$ is a complete and totally bounded metric space and so, $T$ is compact. Hence $T$ is a convex and compact subset of the Banach space $B S$. Let

$$
S=\left\{x \in S Q: x_{n}=y_{n} \text { for } n<p \text { and }\left|x_{n}-y_{n}\right| \leq M \rho_{n} \text { for } n \geq p\right\}
$$

and let $F: T \rightarrow S$ be a map given by $F(x)(n)=x_{n}+y_{n}$. The formula $d(x, z)=$ $\sup _{n \in N}\left|x_{n}-z_{n}\right|$ defines a metric on $S$ such that $F$ is an isometry of $T$ onto $S$. By

Schauder's fixed point theorem, every continuous map $B: T \rightarrow T$ has a fixed point. Since the space $S$ is homeomorphic to $T$, every continuous map $A: S \rightarrow S$ has a fixed point too.
Let $x \in S$. Then $\left|x_{i}-y_{i}\right| \leq c$ for any $i \in N$. Hence $x_{i} \in V$ for all $i \in N$. Therefore $\left|\varphi_{n}\left(x_{i}\right)\right| \leq M$ for all $n \in N$ and all $i \in N$. Hence, if $x \in S$ then $\left|\varphi_{n}\left(x_{\sigma(n)}\right)\right| \leq M$ for all $n \geq n_{0}$. For $x \in S Q$ let $\bar{x}$ be defined by

$$
\bar{x}_{n}=\left\{\begin{array}{lll}
0 & \text { for } & n<n_{0} \\
a_{n} \varphi_{n}\left(x_{\sigma(n)}\right) & \text { for } & n \geq n_{0}
\end{array}\right.
$$

If $x \in S$ then $|\bar{x}| \leq M|a|$. Hence, by Lemma 3 . $|\bar{x}| \in S(m)$ for all $x \in S$. By Lemma 1. $\bar{x} \in S(m)$ for all $x \in S$. Since $\lim \sigma(n)=\infty$, there exists $p_{1} \geq p$ such that $\sigma(n) \geq p$ for all $n \geq p_{1}$. For $x \in S$ we define the sequence $A(x)$ by

$$
A(x)(n)= \begin{cases}y_{n} & \text { for } \quad n<p_{1} \\ y_{n}+(-1)^{m} r_{n}^{m} \bar{x} & \text { for } \quad n \geq p_{1}\end{cases}
$$

Then $|A(x)-y| \leq\left|r^{m} \bar{x}\right| \leq r^{m}|\bar{x}|$. Hence, by Lemma 2 ,

$$
|A(x)-y| \leq r^{m}(M|a|)=M \rho .
$$

Therefore $A(x) \in S$ for all $x \in S$.
Let $\varepsilon>0$. Since the family $\left\{\varphi_{n} \mid V\right\}$ is uniformly continuous, there exists $\delta>0$ such that if $t, s \in V$ and $|t-s|<\delta$ then $\left|\varphi_{n}(t)-\varphi_{n}(s)\right|<\varepsilon$ for any $n \in N$. Let $x, z \in S,\|x-z\|<\delta$. Then $x_{i}, z_{i} \in V$ and $\left|x_{i}-z_{i}\right|<\delta$ for all $i \in N$. Hence $\left|\varphi_{n}\left(x_{i}\right)-\varphi_{n}\left(z_{i}\right)\right|<\varepsilon$ for all $n \in N$ and all $i \in N$. Hence $|\bar{x}-\bar{z}| \leq \varepsilon|a|$. Therefore

$$
\begin{aligned}
\|A(x)-A(z)\| & =\sup _{n \geq p_{1}}\left|r_{n}^{m} \bar{x}-r_{n}^{m} \bar{z}\right| \\
& =\sup _{n \geq p_{1}}\left|r_{n}^{m}(\bar{x}-\bar{z})\right| \leq r_{p_{1}}^{m}|\bar{x}-\bar{z}| \leq \varepsilon r_{p_{1}}^{m}|a|=\varepsilon \rho_{p_{1}}
\end{aligned}
$$

Hence, the mapping $A: S \rightarrow S$ is continuous. Therefore there exists $x \in S$ such that $A(x)=x$. Then $x_{n}=y_{n}+(-1)^{m} r_{n}^{m} \bar{x}$ for any $n \geq p_{1}$. Hence, using Lemma 5 we obtain

$$
\Delta^{m} x_{n}=\Delta^{m} y_{n}+\Delta^{m}\left((-1)^{m} r_{n}^{m} \bar{x}\right)=b_{n}+\bar{x}_{n}=a_{n} \varphi_{n}\left(x_{\sigma(n)}\right)+b_{n}
$$

for $n \geq p_{1}$. Moreover, since $r^{m} \bar{x}=o(1)$, we have $x=y+o(1)$. The proof is complete.

Corollary 1. If the series $\sum n^{m-1} a_{n}$ is absolutely convergent, and the family $\left\{\varphi_{n}\right\}$ is equicontinuous and locally bounded, then for any bounded solution $y$ of the equation $\Delta^{m} y_{n}=b_{n}$ there exists a solution $x$ of (E) such that $x=y+o(1)$.

Proof. Take $U=R$ in Theorem 1
Corollary 2. If the series $\sum n^{m-1} a_{n}$ is absolutely convergent, and the family $\left\{\varphi_{n}\right\}$ is equicontinuous and bounded, then for any bounded full solution $y$ of the equation $\Delta^{m} y=b$ there exists a full solution $x$ of (E) such that $x=y+o(1)$.

Proof. Choose $M>0$ such that $\left|\varphi_{n}(t)\right| \leq M$ for all $n \in N, t \in R$. In the proof of Theorem 1 we can choose $V$ and $c$ such that $c>M \rho_{1}$. Then we can take $p=1$, $p_{1}=n_{0}$.

The next Corollary generalizes Theorem 1 of [7].
Corollary 3. If the series $\sum n^{m-1} a_{n}, \sum n^{m-1} b_{n}$ are absolutely convergent, and the family $\left\{\varphi_{n}\right\}$ is equicontinuous and locally bounded, then for any $c \in R$ there exists a solution $x$ of (E) such that $\lim x_{n}=c$. If moreover, the family $\left\{\varphi_{n}\right\}$ is bounded, then for every $c \in R$ there exists a full solution $x$ of (E) such that $\lim x_{n}=c$.

Proof. Let $c \in R, u=(-1)^{m} r^{m} b, y=c+u$. Then $u=o(1)$ and $\Delta^{m} y=$ $\Delta^{m} c+\Delta^{m} u=\Delta^{m} u=b$. Hence $y$ is a bounded solution of the equation $\Delta^{m} y=b$. By Corollary 1 there exists a solution $x$ of (E) such that $x=y+o(1)$. Hence $x=c+u+o(1)=c+o(1)$. This means that $\lim x_{n}=c$. The second assertion follows from Corollary 2

Remark 2. Assume $f, g: R \rightarrow R$ are continuous functions and $\left(\alpha_{n}\right),\left(\beta_{n}\right)$ are bounded sequences of real numbers. Then the family $\left\{\varphi_{n}\right\}$ defined by $\varphi_{n}=$ $\alpha_{n} f+\beta_{n} g$ is equicontinuous and locally bounded. Moreover if $f$ ang $g$ are uniformly continuous then the family $\left\{\varphi_{n}\right\}$ is uniformly equicontinuous.

Remark 3. Assume $f_{0}, f_{1}, \ldots, f_{p-1}: R \rightarrow R$ are continuous functions. Then the family $\left\{\varphi_{n}\right\}$ defined by $\varphi_{j p+k}=f_{k}$ for $k=0,1, \ldots, p-1, j=0,1, \ldots$ is equicontinuous and locally bounded.

Example 1. Assume $c_{0}, c_{1}, c_{2} \in R$. Let $b_{0}=9\left(c_{0}-c_{2}\right), b_{1}=9\left(c_{1}-c_{0}\right), b_{2}=$ $9\left(c_{0}-c_{2}\right)$ and let $\left(c_{n}\right),\left(b_{n}\right)$ be defined by

$$
c_{0}, c_{1}, c_{2}, c_{0}, c_{1}, c_{2}, \ldots \quad b_{0}, b_{1}, b_{2}, b_{0}, b_{1}, b_{2}, \ldots
$$

respectively. It is easy to see that for every $\alpha \in R$ the sequence ( $\alpha+c_{n}$ ) is a bounded solution of the equation $\Delta^{5} y_{n}=b_{n}$. Hence, by Remark 2 and by Corrollary 1 for every $\alpha \in R$ there exists a solution $x$ of the equation

$$
\Delta^{5} x_{n}=\frac{1}{n^{6}}\left(\left(1+\frac{1}{n}\right) e^{x_{n}}+\left(\sin \frac{n \pi}{3}\right) x_{n}^{2}\right)+b_{n}
$$

such that $\lim x_{3 n}=\alpha+c_{0}, \lim x_{3 n+1}=\alpha+c_{1}, \lim x_{3 n+2}=\alpha+c_{2}$.
Theorem 2. If the series $\sum n^{m-1} a_{n}$ is absolutely convergent, and the family $\left\{\varphi_{n}\right\}$ is bounded and uniformly equicontinuous, then for every full solution $y$ of the equation $\Delta^{m} y_{n}=b_{n}$ there exists a full solution $x$ of $(E)$ such that $x=y+o(1)$.

Proof. Let $y$ be a full solution of the equation $\Delta^{m} y_{n}=b_{n}$. Choose $M>0$ such that $\left|\varphi_{n}(t)\right| \leq M$ for every $n \in N$ and every $t \in R$. Let $\rho=r^{m}|a|$,

$$
T=\{x \in B S:|x| \leq M \rho\}, \quad S=\{x \in S Q:|x-y| \leq M \rho\} .
$$

Let $x \in S, u \in S Q, u_{n}=a_{n} \varphi_{n}\left(x_{\sigma(n)}\right)$ for $n \geq n_{0}, A(x)=y+(-1)^{m} r^{m} u$. As in the proof of Theorem 1 one can show that there exists $x \in S$ such that $A(x)=x$. Then $x=y+(-1)^{m} r^{m} u=x+o(1)$ and $\Delta^{m} x=\Delta^{m} y+u=b+u$. Hence $\Delta^{m} x_{n}=b_{n}+a_{n} \varphi_{n}\left(x_{\sigma(n)}\right)$ for $n \geq n_{0}$. Therefore $x$ is a full solution of (E).

The next Corollary generalizes Theorem 2 of [7.
Corollary 4. If the family $\left\{\varphi_{n}\right\}$ is bounded and uniformly equicontinuous, and the series $\sum n^{m-1} a_{n}, \sum n^{m-1} b_{n}$ are absolutely convergent, then for every polynomial $\beta \in \operatorname{Pol}(m-1)$ there exists a full solution $x$ of $(\mathrm{E})$ such that $x=\beta+o(1)$.
Proof. Let $\beta \in \operatorname{Pol}(m-1), u=(-1)^{m} r^{m} b, y=\beta+u$. Then $u=o(1)$ and $\Delta^{m} y=\Delta^{m} \beta+\Delta^{m} u=\Delta^{m} u=b$. Hence $y$ is a full solution of the equation $\Delta^{m} y=b$. By Theorem 2 there exists a full solution $x$ of (E) such that $x=y+o(1)$. Hence $x=\beta+u+o(1)=\beta+o(1)$.
Theorem 3. Assume $\lambda \in R$, and the family $\left\{\varphi_{n} \mid[\lambda, \infty)\right\}$ is bounded and uniformly equicontinuous. If the series $\sum n^{m-1} a_{n}, \sum n^{m-1} b_{n}$ are absolutely convergent, then for every polynomial $\beta \in \operatorname{Pol}(m-1)$ such that $\lim \beta(n)=\infty$ there exists a solution $x$ of (E) such that $x=\beta+o(1)$.
Proof. Assume $\beta \in \operatorname{Pol}(m-1), \lim \beta(n)=\infty$. Choose $M \geq 1$ such that $\left|\varphi_{n}(t)\right| \leq$ $M$ for all $t \in[\lambda, \infty)$ and all $n \in N$. Let $\rho=r^{m}(|a|+|b|)$. Then $\rho=o(1)$. Choose $p \in N$ such that $\beta(n) \geq \lambda+M \rho_{1}$ for $n \geq p$. Let
$T=\left\{x \in B S: x_{n}=0 \quad\right.$ for $\quad n<p \quad$ and $\quad\left|x_{n}\right| \leq M \rho_{n} \quad$ for $\left.\quad n \geq p\right\}$.
$S=\left\{x \in S Q: x_{n}=\beta(n)\right.$ for $n<p$ and $\left|x_{n}-\beta(n)\right| \leq M \rho_{n}$ for $\left.n \geq p\right\}$.
If $x \in S, n \geq p$ then $x_{n} \geq \beta(n)-M \rho_{n} \geq \lambda+M \rho_{1}-M \rho_{n} \geq \lambda$. Choose $p_{1} \geq p$ such that $\sigma(n) \geq p$ for any $n \geq p_{1}$. Then $x_{\sigma(n)} \geq \lambda$ for all $n \geq p_{1}$. Hence $\left|\varphi_{n}\left(x_{\sigma(n)}\right)\right| \leq M$ for $n \geq p_{1}$. For $x \in S Q$ we define $\bar{x}$ by

$$
\bar{x}_{n}=\left\{\begin{array}{lll}
0 & \text { for } \quad n<n_{0} \\
a_{n} \varphi_{n}\left(x_{\sigma(n)}\right)+b_{n} & \text { for } \quad n \geq n_{0}
\end{array}\right.
$$

If $x \in S$ then $|\bar{x}| \leq M|a|+|b| \leq M(|a|+|b|)$. Hence, by Lemma 3\} $|\bar{x}| \in S(m)$ for all $x \in S$. By Lemma $1, \bar{x} \in S(m)$ for all $x \in S$. For $x \in S$ let

$$
A(x)(n)=\left\{\begin{array}{lll}
\beta(n) & \text { for } & n<p_{1} \\
\beta(n)+(-1)^{m} r_{n}^{m} \bar{x} & \text { for } \quad n \geq p_{1}
\end{array}\right.
$$

Then $|A(x)-\beta| \leq\left|r^{m} \bar{x}\right| \leq r^{m}|\bar{x}|$. Hence, by Lemma 2 ,

$$
|A(x)-\beta| \leq r^{m}(M(|a|+|b|))=M \rho .
$$

As in the proof of Theorem 1 one can show that there exists $x \in S$ such that $A(x)=x$. Then $x_{n}=\beta(n)+(-1)^{m} r_{n}^{m} \bar{x}$ for $n \geq p_{1}$. Hence $x=\beta+o(1)$ and

$$
\Delta^{m} x_{n}=\Delta^{m} \beta(n)+\Delta^{m}\left((-1)^{m} r_{n}^{m} \bar{x}\right)=0+\bar{x}_{n}=a_{n} \varphi_{n}\left(x_{\sigma(n)}\right)+b_{n}
$$

for $n \geq p_{1}$. The proof is complete.
The proof of the following theorem is analogous to that of Theorem 3 and hence it is omitted.

Theorem 4. Assume there exists $\lambda \in R$ such that the family $\left\{\varphi_{n} \mid(-\infty, \lambda]\right\}$ is bounded and uniformly equicontinuous. If the series $\sum n^{m-1} a_{n}, \sum n^{m-1} b_{n}$ are absolutely convergent, then for every polynomial $\beta \in \operatorname{Pol}(m-1)$ such that $\lim \beta(n)=$ $-\infty$ there exists a solution $x$ of (E) such that $x=\beta+o(1)$.

The following corollary is an immediate consequence of Theorems 3 and 4
Corollary 5. Assume the series $\sum n^{m-1} a_{n}, \sum n^{m-1} b_{n}$ are absolutely convergent, and there exists $\lambda \in R$ such that the family $\left\{\varphi_{n} \mid(-\infty,-\lambda] \cup[\lambda, \infty)\right\}$ is bounded and uniformly equicontinuous. Then for every nonconstant polynomial $\beta \in \operatorname{Pol}(m-1)$ there exists a solution $x$ of $E$ such that $x=\beta+o(1)$.
Theorem 5. Assume the series $\sum n^{m-1} a_{n}, \sum n^{m-1} b_{n}$ are absolutely convergent and the family $\left\{\varphi_{n}\right\}$ is bounded. Then for every solution $x$ of $E$ there exist a polynomial $\beta \in \operatorname{Pol}(m-1)$ such that $x=\beta+o(1)$. If, moreover, $\left\{\varphi_{n}\right\}$ is uniformly equicontinuous, then for every polynomial $\beta \in \operatorname{Pol}(m-1)$ there exists a full solution $x$ of (E) such that $x=\beta+o(1)$.

Proof. Let $x$ be a solution of (E). For $n \geq n_{0}$ let $u_{n}=a_{n} \varphi_{n}\left(x_{\sigma(n)}\right)$. The series $\sum n^{m-1} a_{n}$ is absolutely convergent and there exists a constant $M$ such that $\left|\varphi_{n}\left(x_{\sigma(n)}\right)\right| \leq M$ for $n \geq n_{0}$. Hence the series $\sum n^{m-1} u_{n}$ is absolutely convergent. Therefore the series $\sum n^{m-1}\left(u_{n}+b_{n}\right)$ is also absolutely convergent. Let $z=$ $(-1)^{m} r^{m}(u+b)$. Then, by definition of $r^{m}, z=o(1)$ and, by Lemma $5, \Delta^{m} z=$ $u+b$. Hence there exists $k \in N$ such that $\Delta^{m} z_{n}=\Delta^{m} x_{n}$ for all $n \geq k$. Let $v=\Delta^{m} x-\Delta^{m} z$. Then $v_{n}=0$ for $n \geq k$. By Lemma 7 there exists a sequence $w \in S Q$ such that $\Delta^{m} w=v$ and $w_{n}=0$ for $n \geq k$. Then $0=\Delta^{m} x-\Delta^{m} z-v=$ $\Delta^{m} x-\Delta^{m} z-\Delta^{m} w=\Delta^{m}(x-z-w)$. Hence $x-z-w=\beta$ for some $\beta \in \operatorname{Pol}(m-1)$. Then $x=\beta+z+w=\beta+o(1)$. The second assertion follows from Corollary 4

The next theorem generalizes Theorem 1 of [1].
Theorem 6. Assume $U$ is a neighborhood of some $c \in R, \varepsilon \geq 0$, the sequences $\left(a_{n}\right),\left(b_{n}\right)$ are nonoscillatory and one of the following conditions holds
(a) $a_{n} b_{n} \geq 0$, for large $n, \varphi_{n}(t) \geq \varepsilon$ for large $n$ and $t \in U$,
(b) $a_{n} b_{n} \leq 0$, for large $n, \varphi_{n}(t) \leq-\varepsilon$ for large $n$ and $t \in U$.

If there exists a solution $x$ of (E) such that $\lim x_{n}=c$, then the series $\sum n^{m-1} b_{n}$ is absolutely convergent. If moreover $\varepsilon>0$, then the series $\sum n^{m-1} a_{n}$ is absolutely convergent.

Proof. Assume the condition (a) is satisfied and $a_{n} \geq 0$ for all large $n$. The proof in other cases is similar and will be omitted. Let $x$ be a solution of (E) such that $\lim x_{n}=c$. Then $x=c+z$ for some $z=o(1)$. Let $u=\Delta^{m} x$. Then, by Lemma 6, $u=\Delta^{m}(c+z)=\Delta^{m} z \in S(m)$. There exists $p \in N$ such that

$$
u_{n}=a_{n} \varphi_{n}\left(x_{\sigma(n)}\right)+b_{n}, \quad \varphi_{n}\left(x_{\sigma(n)}\right) \geq \varepsilon, \quad a_{n} \geq 0, \quad b_{n} \geq 0
$$

for $n \geq p$. Let $h=|u|-u$. Then $h_{n}=0$ for $n \geq p$. Hence, by Lemma 3, $h \in S(m)$. Therefore $|u|=u+h \in S(m)$. Hence by Lemma 3 the series $\sum n^{m-1}\left|u_{n}\right|$ is convergent. Since $\left|b_{n}\right| \leq\left|u_{n}\right|$ for large $n$, the series $\sum n^{m-1}\left|b_{n}\right|$ is convergent too. Now assume $\varepsilon>0$. Then $a_{n} \varphi_{n}\left(x_{\sigma(n)}\right) \leq u_{n}$ for $n \geq p$. Hence $0 \leq a_{n} \leq \varepsilon^{-1} u_{n}$ for $n \geq p$. Therefore the series $\sum n^{m-1}\left|a_{n}\right|$ is convergent.

Theorem 7. Assume $\lambda \in R, \varepsilon \geq 0, U=(\lambda, \infty)$, $(U=(-\lambda,-\infty))$ the sequences $\left(a_{n}\right),\left(b_{n}\right)$ are nonoscillatory and one of the following conditions holds
(a) $a_{n} b_{n} \geq 0$ for large $n, \quad \varphi_{n}(t) \geq \varepsilon$ for large $n$ and $t \in U$,
(b) $\quad a_{n} b_{n} \leq 0$ for large $n, \quad \varphi_{n}(t) \leq-\varepsilon \quad$ for large $n$ and $t \in U$.

If there exists a solution $x$ of (E) and $\beta \in \operatorname{Pol}(m-1)$ such that

$$
x=\beta+o(1), \quad \lim x_{n}=\infty \quad\left(\lim x_{n}=-\infty\right)
$$

then the series $\sum n^{m-1} b_{n}$ is absolutely convergent. If moreover $\varepsilon>0$ then the series $\sum n^{m-1} a_{n}$ is absolutely convergent.

Proof. Assume the condition (a) is satisfied, $a_{n} \geq 0$ for all large $n$ and $U=(\lambda, \infty)$. The proof in other cases is similar. Let $x$ be a solution of (E) such that $x=\beta+z$ for some $\beta \in \operatorname{Pol}(m-1)$ and $z=o(1)$. Let $u=\Delta^{m} x$. Then $u=\Delta^{m}(\beta+z)=$ $\Delta^{m} \beta+\Delta^{m} z=\Delta^{m} z \in S(m)$. The rest of the proof is the same as the second part of the proof of Theorem 6 .

Remark 4. It is easy to see that if $x$ is a convergent sequence such that $\Delta^{m} x_{n} \geq 0$ for $n \geq p$ then $(-1)^{m+k} \Delta^{k} x_{n} \geq 0$ for $k \in\{1,2, \ldots, m\}$ and $n \geq p$.

Example 2. Assume $k \in N, m=2 k, a_{n}>0$ for $n \in N$, the series $\sum n^{m-1} a_{n}$ is convergent, $c_{0} \in R$,

$$
\varphi(t)= \begin{cases}1 & \text { for } t \leq c_{0} \\ 0 & \text { for } t>c_{0}\end{cases}
$$

By Corollary 5 for every nonconstant polynomial $\beta \in \operatorname{Pol}(m-1)$ there exists a solution $x$ of the equation

$$
\begin{equation*}
\Delta^{m} x_{n}=a_{n} \varphi\left(x_{n}\right) \tag{E1}
\end{equation*}
$$

such that $x=\beta+o(1)$. By Theorem 1 for every constant $c \neq c_{0}$ there exists a solution $x$ of (E1) such that $\lim x_{n}=c$. We will show the equation (E1) has no solutions convergent to $c_{0}$. Assume $x$ is a solution of (E1), $\lim x_{n}=c_{0}$. Then $\Delta^{m} x_{n}=a_{n} \varphi\left(x_{n}\right) \geq 0$ for large $n$. Hence, by Remark 4, there exists $p \in N$ such that $\Delta x_{n} \leq 0$ for all $n \geq p$. Then $x_{n} \geq c_{0}$ for $n \geq p$. If $x_{q}=c_{0}$ for some $q \geq p$ then $x_{n}=c_{0}$ for all $n \geq q$. Hence $\Delta^{m} x_{n}=0$ for $n \geq q$. On the other hand $\Delta^{m} x_{n}=a_{n} \varphi\left(x_{n}\right)=a_{n}>0$ for $n \geq q$. This is impossible. Hence $x_{n}>c_{0}$ for all $n \geq p$. Therefore $\Delta^{m} x_{n}=a_{n} \varphi\left(x_{n}\right)=0$ for $n \geq p$. Hence $x$ is for large $n$ a polynomial sequence convergent to $c_{0}$. It follows, $x_{n}=c_{0}$ for large $n$. As above it is impossible.

Example 3. Assume $a_{n}>0$ for $n \in N$, and the series $\sum n^{3} a_{n}$ is convergent. By Corollary 1, for every $c \in R$ there exists a solution $x$ of the equation

$$
\begin{equation*}
\Delta^{4} x_{n}=a_{n} x_{n}^{2} \tag{E2}
\end{equation*}
$$

such that $\lim x_{n}=c$. Let $A=8 \inf \left\{a_{n}^{-1}: n \in N\right\}$. We will show that if $c \geq A$ then ( $\overline{\mathrm{E} 2)}$ has no full solutions convergent to $c$. Assume $x$ is a full solution of (E2) such that $\lim x_{n}=c \geq A$. Then $\Delta^{4} x_{n}=a_{n} x_{n}^{2}$ for all $n \in N$. Hence $\Delta^{4} x \geq 0$. By Remark 4. $\Delta x \leq 0$. Therefore $x \geq c>0$. There exists $p \in N$ such that $A=8 a_{p}^{-1}$.

Then $c a_{p} \geq 8$ and

$$
\begin{gathered}
x_{p+4}-4 x_{p+3}+6 x_{p+2}-4 x_{p+1}+x_{p}=\Delta^{4} x_{p}=a_{p} x_{p}^{2} \\
x_{p+4}=4 x_{p+3}-6 x_{p+2}+4 x_{p+1}-x_{p}+a_{p} x_{p}^{2}>a_{p} x_{p}^{2}-6 x_{p+2}-x_{p}
\end{gathered}
$$

Since $\Delta x \leq 0$, we have $x_{p+2} \leq x_{p}$. Hence $-6 x_{p+2} \geq-6 x_{p}$. Therefore

$$
x_{p+4}>a_{p} x_{p}^{2}-6 x_{p}-x_{p}=a_{p} x_{p}^{2}-7 x_{p}=\left(a_{p} x_{p}-7\right) x_{p} .
$$

Since $a_{p} x_{p} \geq a_{p} c \geq 8$, we obtain $a_{p} x_{p}-7 \geq 1$. Hence $x_{p+4}>x_{p}$. This contradicts the fact that $x$ is nonincreasing.
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