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#### Abstract

In this article, we study the existence of solutions in a Banach space of boundary value problems for Caputo-Hadamard fractional differential inclusions of order $r \in(0,1]$.


## 1. Introduction

This article deals the existence of solutions for boundary value problems for fractional order differential inclusions. We consider the boundary-value problem

$$
\begin{equation*}
{ }_{H}^{c} D^{r} y(t) \in F(t, y(t)), \text { for a.e. } t \in J=[1, T], \quad 0<r \leq 1, \tag{1}
\end{equation*}
$$

$$
\begin{equation*}
a y(1)+b y(T)=c, \tag{2}
\end{equation*}
$$

where $T>1,{ }_{H}^{c} D^{r}$ is the Caputo-Hadamard fractional derivative of order $0<r \leq 1$, $F:[1, T] \times E \rightarrow \mathcal{P}(E)$ is a multivalued map, $\mathcal{P}(E)$ is the family of all nonempty subsets of $E, E$ is a Banach space, and $a, b$ and $c$ are real constants such that $a+b \neq 0$.

For boundary value problems for differential inclusions with nolocal boundary conditions and comments on their importance, we refer the reader to the papers by Gallardo [24], Karakostas and Tsamatos [31], Lomtatidze and Malaguti [37] and the references therein. Moreover, boundary value problems with integral boundary conditions have been studied by a number of authors, for instance, Brykalov [17], Denche and Marhoune [22] and Krall [36]. Recently Ahmad, Khan and Sivasundaram [3, 32 have applied the generalized method of quasilinearization to a class of second order boundary value problem with integral boundary conditions. Some results on the existence of solutions for a class of boundary value problems for fractional order differential inclusions with integral conditions have been obtained by Benchohra et al. [9, 10, 11.

[^0]Differential equations of fractional order have recently proved to be valuable tools in the modeling of many phenomena in various fields of science and engineering. Indeed, we can find numerous applications in viscoelasticity, electrochemistry, control, porous media, electromagnetism, and so on (see [23, 26, 27, 29, 38, 39, 41). However, the literature on Hadamard-type fractional differential equations has not undergone as much development; see [4, 43. Hadamard's fractional derivative [28] of 1892 differs from the aforementioned derivatives in the sense that the kernel of the integral in the definition of the Hadamard derivative contains a logarithmic function of arbitrary exponent. The works in [4, 18, [19, 20, [33, 34, 35, 43] are major developments in the fundamental theory of Hadamard fractional calculus. A Caputo-type modification of the Hadamard fractional derivative, which is called the Caputo-Hadamard fractional derivative, was given in [30], and its fundamental theorems were proved in [1, 25].

In this paper, we present existence results for the problems (11-(2) in the case where the right hand side is convex-valued. This result relies on the set-valued analog of Mönch's fixed point theorem combined with the technique of measure of noncompactness. Recently, this has proved to be a valuable tool in studying fractional differential equations and inclusions in Banach spaces; for additional details, see the papers of Agarwal et al. [2] and Benchohra et al. [12, 13, 14]. Our results here extend to the multivalued case some previous results in the literature and constitutes what we hope is an interesting contribution to this emerging field. We include an example to illustrate our main results.

## 2. Preliminaries

In this section, we introduce notations, definitions, and preliminary facts that are used in the remainder of this paper.

Let $C(J, E)$ be the Banach space of all continuous functions from $J$ into $E$ with the norm

$$
\|y\|_{\infty}=\sup \{|y(t)|: 1 \leq t \leq T\}
$$

let $L^{1}(J, E)$ denote the Banach space of functions $y: J \rightarrow E$ which are Bochner integrable with norm

$$
\|y\|_{L^{1}}=\int_{1}^{T}|y(t)| d t
$$

$A C(J, E)$ is the space of functions $y: J \rightarrow E$, which are absolutely continuous whose first derivative, $y^{\prime}$, is continuous.

Let $(X,|\cdot|)$ be a Banach space. Let $P_{\mathrm{cl}}(X)=\{Y \in \mathcal{P}(X): Y$ is closed $\}$, $P_{b}(X)=\{Y \in \mathcal{P}(X): Y$ is bounded $\}, P_{\mathrm{cp}}(X)=\{Y \in \mathcal{P}(X): Y$ is compact $\}$ and $P_{\mathrm{cp}, c}(X)=\{Y \in \mathcal{P}(X): Y$ is compact and convex $\}$. A multivalued map $G: X \rightarrow \mathcal{P}(X)$ is convex (closed) valued if $G(X)$ is convex (closed) for all $x \in X . G$ is bounded on bounded sets if $G(B)=\cup_{x \in B} G(x)$ is bounded in $X$ for all $B \in P_{b}(X)$ (i.e. $\left.\sup _{x \in B}\{\sup \{|y|: y \in G(x)\}\}<\infty\right) . G$ is called upper semi-continuous (u.s.c.)
on $X$ if for each $x_{0} \in X$, the set $G\left(x_{0}\right)$ is a nonempty closed subset of $X$, and if for each open set $N$ of $X$ containing $G\left(x_{0}\right)$, there exists an open neighborhood $N_{0}$ of $x_{0}$ such that $G\left(N_{0}\right) \subseteq N . G$ is said to be completely continuous if $G(B)$ is relatively compact for every $B \in P_{b}(X)$.

If the multivalued map $G$ is completely continuous with nonempty compact values, then $G$ is u.s.c. if and only if $G$ has a closed graph (i.e. $x_{n} \rightarrow x_{*}, y_{n} \rightarrow y_{*}$, $y_{n} \in G\left(x_{n}\right)$ imply $\left.y_{*} \in G\left(x_{*}\right)\right)$. $G$ has a fixed point if there is $x \in X$ such that $x \in G(x)$. The fixed point set of the multivalued operator $G$ will be denote by Fix $G$. A multivalued map $G: J \rightarrow P_{\mathrm{cl}}(\mathbb{R})$ is said to be measurable if for every $y \in \mathbb{R}$, the function

$$
t \rightarrow d(y, G(t))=\inf \{|y-z|: z \in G(t)\}
$$

is measurable. Let $X$ and $Y$ be two sets, and $N: X \rightarrow p(Y)$ be a set-valued map. We define the graph of $N$, as

$$
\operatorname{graph}(N)=\{(x, y): x \in X, y \in N(x)\}
$$

For more details on multivalued maps see the books of Deimling ([21]), and Aubin et al. ([6, 7]).
Let $R>0$, and

$$
B=\{x \in E:|x| \leq R\}, \quad U=\{x \in C(J, E):\|x\| \leq R\},
$$

clearly $U$ is a closed subset of $C(J, B)$.
For convenience, we first recall the definition of the Kuratowski measure of noncompactness, and summarize the main properties of this measure.
Definition 2.1 ([5, 8]). Let $E$ be a Banach space and let $\Omega_{E}$ be the family of bounded subsets of $E$. The Kuratowski measure of noncompactness is the map $\alpha: \Omega_{E} \rightarrow[0, \infty)$ defined by

$$
\alpha(B)=\inf \left\{\epsilon>0: B \subset \bigcup_{j=1}^{m} B_{j} \text { and } \operatorname{diam}\left(B_{j}\right) \leq \epsilon\right\}, \text { for } B \in \Omega_{E}
$$

Properties: The Kuratowski measure of noncompactness satisfies the following properties (for details, see [5], [8]).
(1) $\alpha(B)=0 \Leftrightarrow \bar{B}$ is compact ( $B$ is relatively compact).
(2) $\alpha(B)=\alpha(\bar{B})$.
(3) $A \subset B \Rightarrow \alpha(A) \leq \alpha(B)$.
(4) $\alpha(A+B) \leq \alpha(A)+\alpha(B)$.
(5) $\alpha(c B)=|c| \alpha(B), c \in \mathbb{R}$.
(6) $\alpha(\operatorname{con} B)=\alpha(B)$.

Here $\bar{B}$ and con $B$ denote the closure and the convex hull of the bounded set $B$, respectively.

For a given set $V$ of functions $u: J \rightarrow E$, we set

$$
V(t)=\{u(t): u \in V\}, \quad t \in J
$$

and

$$
V(J)=\{u(t): u \in V(t), t \in J\} .
$$

Theorem 2.2 ([40]). Let $E$ be a Banach space and $C \subset L^{1}(J, E)$ be countable with $|u(t)| \leq h(t)$ for a.e. $t \in J$ and every $u \in C$, where $h \in L^{1}\left(J, \mathbb{R}_{+}\right)$. Then the function $\phi(t)=\alpha(C(t))$ belong to $L^{1}\left(J, \mathbb{R}_{+}\right)$and satisfies

$$
\alpha\left(\left\{\int_{0}^{T} u(s) d s, u \in C\right\}\right) \leq 2 \int_{0}^{T} \alpha(C(s)) d s
$$

Let us now recall the set-valued analog of Mönch's fixed point theorem.
Theorem 2.3 ([42]). Let $K$ be a closed, convex subset of a Banach space $E, U$ a relatively open subset of $K$, and $N: \bar{U} \mapsto \mathcal{P}(K)$. Assume graph $N$ is closed, $N$ maps compact sets into relatively compact sets, and for some $x_{0} \in U$, the following two conditions are satisfied:

- Let y belongs to $A C_{\delta}^{n}([a, b], E)$ or

$$
\begin{align*}
M \subset \quad & \bar{U}, M \subset \operatorname{conv}\left(x_{0} \cup N(M)\right) \bar{M}=\bar{U} \\
& \text { with } C \text { a countable subset of } M \text { implies } \bar{M} \text { is compact, } \tag{3}
\end{align*}
$$

$$
\begin{equation*}
x \notin(1-\lambda) x_{0}+\lambda N(x) \quad \text { for all } \quad x \in \bar{U} U, \lambda \in(0,1) . \tag{4}
\end{equation*}
$$

Then there exists $x \in \bar{U}$ with $x \in N(x)$.
Definition 2.4. A multivalued map $F: J \times E \rightarrow \mathcal{P}(E)$ is said to be Carathéodory if
(1) $t \rightarrow F(t, u)$ is measurable for each $u \in E$;
(2) $u \rightarrow F(t, u)$ is upper semicontinuous for almost all $t \in J$.

For each $y \in C(J, E)$, define the set of selections of $F$ by

$$
S_{F, y}=\left\{v \in L^{1}(J, E): v(t) \in F(t, y(t)) \text { a.e. } t \in J\right\} .
$$

Definition 2.5 ([34]). The Hadamard fractional integral of order $\alpha>0$ for a function $h:[a, b] \rightarrow \mathbb{R}$, where $a, b \geq 0$, is defined by

$$
{ }_{H} I_{a}^{\alpha} h(t)=\frac{1}{\Gamma(\alpha)} \int_{a}^{t}\left(\log \frac{t}{s}\right)^{\alpha-1} \frac{h(s)}{s} d s
$$

provided the integral exists.
Definition $2.6([30])$. Let $A C_{\delta}^{n}[a, b]=\left\{g:[a, b] \rightarrow \mathbb{C}, \delta^{n-1} g \in A C[a, b]\right\}$ where $\delta=t \frac{d}{d t}, 0<a<b<\infty$ and let $\alpha \in \mathbb{C}$, such that $\operatorname{Re}(\alpha) \geq 0$. For a function $g \in A C_{\delta}^{n}[a, b]$ the Caputo-Hadamard derivative of fractional order $\alpha$ is defined as follows:
(i): If $\alpha \notin \mathbb{N}$, and $n-1<\alpha<n$ such that $n=[\operatorname{Re}(\alpha)]+1$, then

$$
\left({ }_{H}^{c} D_{a}^{\alpha} g\right)(t)=\frac{1}{\Gamma(n-\alpha)}\left(t \frac{d}{d t}\right)^{n} \int_{a}^{t}\left(\log \frac{t}{s}\right)^{n-\alpha-1} \delta^{n} g(s) \frac{d s}{s},
$$

(ii): If $\alpha=n \in \mathbb{N}$, then $\left({ }_{H}^{c} D_{a}^{\alpha} g\right)(t)=\delta^{n} g(t)$, where in both cases, $[\operatorname{Re}(\alpha)]$ denotes the integer part of the real number $\operatorname{Re}(\alpha)$ and $\log (\cdot)=\log _{e}(\cdot)$.

Lemma 2.7. Let $y \in A C_{\delta}^{n}[a, b]$ or $C_{\delta}^{n}[a, b]$ and $\alpha \in \mathbb{C}$. Then

$$
\begin{equation*}
I_{a}^{\alpha}\left({ }_{H}^{c} D_{a}^{\alpha} y\right)(t)=y(t)-\sum_{k=0}^{n-1} \frac{\delta^{k} y(a)}{k!}\left(\log \frac{t}{a}\right)^{k} \tag{5}
\end{equation*}
$$

## 3. Main results

Let us start by defining what we mean by a solution of the problem (1)-(2).
Definition 3.1. A function $y \in A C_{\delta}(J, E)$ is said to be a solution of (1)-(2), if there exist a function $v \in L^{1}(J, E)$ with $v(t) \in F(t, y(t))$ for a.e. $t \in J$ such that ${ }_{H}^{c} D^{r} y(t)=v(t)$ on $J$, and the function $y$ satisfies condition (2).

To prove the existence of a solution to (1)-(2), we need the following auxiliary lemma

Lemma 3.2. Let $h: J \rightarrow E$ be a continuous function. A function y is a solution of the fractional integral equation

$$
\begin{align*}
y(t)= & \frac{1}{\Gamma(r)} \int_{1}^{t}\left(\log \frac{t}{s}\right)^{r-1} h(s) \frac{d s}{s} \\
& -\frac{1}{a+b}\left[\frac{b}{\Gamma(r)} \int_{1}^{T}\left(\log \frac{T}{s}\right)^{r-1} h(s) \frac{d s}{s}-c\right] \tag{6}
\end{align*}
$$

if and only if $y$ is a solution of the fractional boundary value problem,

$$
\begin{equation*}
{ }_{H}^{c} D^{r} y(t)=h(t), \quad 0<r \leq 1, \tag{7}
\end{equation*}
$$

Proof. Assume $y$ satisfies (7). Then Lemma 2.7 implies that

$$
y(t)={ }_{H} I^{r} h(t)+y(1) .
$$

The boundary condition (8) implies that

$$
a y(1)+b y(T)={ }_{H} I^{r} h(t)+(a+b) y(1)=c
$$

and

$$
y(1)=\frac{c}{a+b}-b \quad \frac{H^{r} h(t)}{a+b} .
$$

Finally, we obtain the solution (6)

$$
y(t)={ }_{H} I^{r} h(t)-\frac{b}{a+b}{ }_{H} I^{r} h(t)+\frac{c}{a+b} .
$$

Conversely, it is clear that if $y$ satisfies equation (6), then equations (7) (8) hold.

Theorem 3.3. Assume the following hypotheses hold:
(H1) $F: J \times E \rightarrow P_{\mathrm{cp}, c}(E)$ is a Carathéodory multi-valued map.
(H2) There exists a function $p \in C(J, E)$ such that

$$
\|F(t, u)\|_{p}:=\sup \{|v|: v(t) \in F(t, y)\} \leq p(t),
$$

for each $(t, y) \in J \times E$.
(H3) There exists $l>0$ such that

$$
H_{d}(F(t, x), F(t, \bar{x})) \leq l|x-\bar{x}| \quad \text { for every } \quad x, \bar{x} \in E .
$$

(H4) For each bounded set $B \subset C(J, E)$ and for each $t \in J$, we have

$$
\alpha(F(t, B,) \leq p(t) \alpha(B)
$$

where $\alpha$ is a measure of noncompactness on $E$.
(H5) The function $\phi=0$ is the unique solution in $C(J, E)$ satisfying

$$
\begin{align*}
\phi(t) \leq & 2\left\{\frac{1}{\Gamma(r)} \int_{1}^{t}\left(\log \frac{t}{s}\right)^{r-1} \varphi(s, \phi(s)) \frac{d s}{s}\right. \\
& \left.-\frac{1}{a+b}\left[\frac{b}{\Gamma(r)} \int_{1}^{T}\left(\log \frac{T}{s}\right)^{r-1} \varphi(s, \phi(s)) \frac{d s}{s}-c\right]\right\}, \text { for } t \in J \tag{9}
\end{align*}
$$

Then the BVP (1)-(2) has at least one solution in J.
Proof. First we transform problem (1)-(2) into a fixed point problem. Consider the multivalued operator
$N(y)=\left\{\begin{aligned} &(N y)(t) \\ &=\frac{1}{\Gamma(r)} \int_{1}^{t}\left(\log \frac{t}{s}\right)^{r-1} v(s) \frac{d s}{s}-\frac{1}{a+b} \\ & h \in A C_{\delta}(J, E): \times\left[\frac{b}{\Gamma(r)} \int_{1}^{T}\left(\log \frac{T}{s}\right)^{r-1} v(s) \frac{d s}{s}-c\right], \\ & v \in S_{F, y}\end{aligned}\right\}$.
Clearly, from Lemma 3.2, the fixed points of $N$ are solutions to (1)-(2). We shall show that $N$ satisfies the assumptions of Mönch's fixed point theorem. The proof will be given in several steps.

Step 1: $N(y)$ is convex for each $y \in C(J, E)$.

Indeed, if $h_{1}, h_{2}$ belong to $N(y)$, then there exist $v_{1}, v_{2} \in S_{F, y}$ such that for each $t \in J$ we have

$$
\begin{aligned}
h_{i}(t)= & \frac{1}{\Gamma(r)} \int_{1}^{t}\left(\log \frac{t}{s}\right)^{r-1} v_{i}(s) \frac{d s}{s} \\
& -\frac{1}{a+b}\left[\frac{b}{\Gamma(r)} \int_{1}^{T}\left(\log \frac{T}{s}\right)^{r-1} v_{i}(s) \frac{d s}{s}-c\right], \quad i=1,2
\end{aligned}
$$

Let $0 \leq d \leq 1$. Then, for each $t \in J$, we have

$$
\begin{aligned}
\left(d h_{1}+(1-d) h_{2}\right)(t)= & \frac{1}{\Gamma(r)} \int_{1}^{t}\left(\log \frac{t}{s}\right)^{r-1}\left[d v_{1}(s)+(1-d) v_{2}(s)\right] \frac{d s}{s} \\
& -\frac{1}{a+b}\left[\frac{b}{\Gamma(r)} \int_{1}^{T}\left(\log \frac{T}{s}\right)^{r-1}\left[d v_{1}(s)+(1-d) v_{2}(s)\right] \frac{d s}{s}-c\right]
\end{aligned}
$$

Since $S_{F, y}$ is convex (because $F$ has convex values), we have

$$
d h_{1}+(1-d) h_{2} \in N(y)
$$

Step 2: $N(M)$ is relatively compact for each compact $M \subset \bar{U}$.
Let $M \subset \bar{U}$ be a compact set and let $\left\{h_{n}\right\}$ by any sequence of elements of $N(M)$. We show that $\left\{h_{n}\right\}$ has a convergent subsequence by using the Arzela-Ascoli criterion of compactness in $C(J, B)$. Since $\left\{h_{n}\right\} \in N(M)$, there exist $y_{n} \in M$ and $v_{n} \in S_{F, y_{n}}$ such that

$$
\begin{aligned}
h_{n}(t)= & \frac{1}{\Gamma(r)} \int_{1}^{t}\left(\log \frac{t}{s}\right)^{r-1} v_{n}(s) \frac{d s}{s} \\
& -\frac{1}{a+b}\left[\frac{b}{\Gamma(r)} \int_{1}^{T}\left(\log \frac{T}{s}\right)^{r-1} v_{n}(s) \frac{d s}{s}-c\right]
\end{aligned}
$$

for $n \geq 1$. Using Theorem 2.2 and the properties of the Kuratowski measure of noncompactness, we have

$$
\begin{align*}
\alpha\left(\left\{h_{n}(t)\right\}\right) \leq & 2\left\{\frac{1}{\Gamma(r)} \int_{1}^{t} \alpha\left(\left(\log \frac{t}{s}\right)^{r-1} \frac{v_{n}(s)}{s}: n \geq 1\right) d s\right.  \tag{10}\\
& \left.-\frac{1}{a+b}\left[\frac{b}{\Gamma(r)} \int_{1}^{T} \alpha\left(\left(\log \frac{T}{s}\right)^{r-1} \frac{v_{n}(s)}{s}: n \geq 1\right) d s-c\right]\right\}
\end{align*}
$$

On the other hand, since $M(s)$ is compact in $E$, the set $\left\{v_{n}(s): n \geq 1\right\}$ is compact.
Consequently, $\alpha\left(\left\{v_{n}(s): n \geq 1\right\}\right)=0$ for a.e. $s \in J$.
Furthermore,

$$
\alpha\left(\left\{\left(\log \frac{t}{s}\right)^{r-1} \frac{v_{n}(s)}{s}\right\}\right)=\left(\log \frac{t}{s}\right)^{r-1} \frac{1}{s} \alpha\left(\left\{v_{n}(s): n \geq 1\right\}\right)=0
$$

and

$$
\alpha\left(\left\{\left(\log \frac{T}{s}\right)^{r-1} \frac{v_{n}(s)}{s}\right\}\right)=\left(\log \frac{T}{s}\right)^{r-1} \frac{1}{s} \alpha\left(\left\{v_{n}(s): n \geq 1\right\}\right)=0
$$

for a.e. $t, s \in J$. Hence, from this and (10), $\left\{h_{n}(t): n \geq 1\right\}$ is relatively compact with respect to $\alpha$ for each $t \in J$. In addition, for each $t_{1}, t_{2} \in J$ with $t_{1}<t_{2}$, we have

$$
\begin{aligned}
\left|h_{n}\left(t_{2}\right)-h_{n}\left(t_{1}\right)\right|= & \left\lvert\, \frac{1}{\Gamma(r)} \int_{1}^{t_{1}}\left[\left(\log \frac{t_{2}}{s}\right)^{r-1}-\left(\log \frac{t_{1}}{s}\right)^{r-1}\right] v_{n}(s) \frac{d s}{s}\right. \\
& \left.+\frac{1}{\Gamma(r)} \int_{t_{1}}^{t_{2}}\left(\log \frac{t_{2}}{s}\right)^{r-1} v_{n}(s) \frac{d s}{s} \right\rvert\, \\
\leq & \frac{p(t)}{\Gamma(r)} \int_{1}^{t_{1}}\left[\left(\log \frac{t_{1}}{s}\right)^{r-1}-\left(\log \frac{t_{2}}{s}\right)^{r-1}\right] \frac{d s}{s} \\
& +\frac{p(t)}{\Gamma(r)} \int_{t_{1}}^{t_{2}}\left(\log \frac{t_{2}}{s}\right)^{r-1} \frac{d s}{s}
\end{aligned}
$$

As $t_{1} \rightarrow t_{2}$, the right hand side of the above inequality tends to zero. This shows that $\left\{h_{n}: n \geq 1\right\}$ is equicontinuous. Consequently, $\left\{h_{n}: n \geq 1\right\}$ is relatively compact in $C(J, B)$.

Step 3: The graph of $N$ is closed.
Let $y_{n} \rightarrow y_{*}, h_{n} \in N\left(y_{n}\right)$, and $h_{n} \rightarrow h_{*}$. We need to show that $h_{*} \in N\left(y_{*}\right)$. Now $h_{n} \in N\left(y_{n}\right)$ means that there exists $v_{n} \in S_{F, y_{n}}$ such that, for each $t \in J$,

$$
\begin{aligned}
h_{n}(t)= & \frac{1}{\Gamma(r)} \int_{1}^{t}\left(\log \frac{t}{s}\right)^{r-1} v_{n}(s) \frac{d s}{s} \\
& -\frac{1}{a+b}\left[\frac{b}{\Gamma(r)} \int_{1}^{T}\left(\log \frac{T}{s}\right)^{r-1} v_{n}(s) \frac{d s}{s}-c\right], \quad v_{n} \in S_{F, y_{n}}^{1}
\end{aligned}
$$

We must show that there exists $v_{*} \in S_{F, y_{*}}$ such that for each $t \in J$

$$
\begin{aligned}
h_{*}(t)= & \frac{1}{\Gamma(r)} \int_{1}^{t}\left(\log \frac{t}{s}\right)^{r-1} v_{*}(s) \frac{d s}{s} \\
& -\frac{1}{a+b}\left[\frac{b}{\Gamma(r)} \int_{1}^{T}\left(\log \frac{T}{s}\right)^{r-1} v_{*}(s) \frac{d s}{s}-c\right], \quad v_{*} \in S_{F, y_{*}}^{1}
\end{aligned}
$$

Since $F(t, \cdot, \cdot)$ is upper semicontinuous, for every $\epsilon>0$, there exists $n_{0}(x)$ such that for every $n \geq n_{0}$, we have $v_{n} \in F(t, y(t), x(t)) \subset F\left(t, y_{*}(t), x_{*}(t)\right)+\epsilon B(0,1)$ a.e. $t \in J$. And since $F$ has compact values, there exists a subsequence $v_{n_{m}}(\cdot)$ such that

$$
v_{n_{m}}(.) \rightarrow v_{*} \quad \text { as } \quad m \rightarrow \infty
$$

$$
v_{*} \in F\left(t, y_{*}(t)\right) \quad \text { as } \quad t \in J .
$$

For every $w(t) \in F\left(t, y_{*}(t)\right)$, we have

$$
\left|v_{n_{m}}-v_{*}\right| \leq\left|v_{n_{m}}-w(t)\right|+\left|w(t)-v_{*}\right|
$$

and so

$$
\left|v_{n_{m}}-v_{*}\right| \leq d\left(v_{n_{m}}(t), F\left(t, y_{*}(t)\right)\right) .
$$

By an analogous relation obtained by interchanging the roles of $v_{n_{m}}$ and $v_{*}$, it follows that

$$
\begin{aligned}
\left|v_{n_{m}}-v_{*}\right| & \leq H_{d}\left(F\left(t, y_{n_{m}}(t), F\left(t, y_{*}(t)\right)\right)\right. \\
& \leq l\left|y_{n_{m}}-y_{*}\right|
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
\left|h_{n}(t)-h_{*}(t)\right| \leq & \frac{1}{\Gamma(r)} \int_{1}^{t}\left(\log \frac{t}{s}\right)^{r-1} l\left|v_{n_{m}}-v_{*}\right| d s \\
& +\frac{1}{a+b}\left[\frac{b}{\Gamma(r)} \int_{1}^{t}\left(\log \frac{t}{s}\right)^{r-1} l\left|v_{n_{m}}-v_{*}\right| d s\right] \\
\leq & \frac{\left(1+\frac{1}{a+b}\right) l(\log T)^{r}}{\Gamma(r+1)}\left\|y_{n_{m}}-y_{*}\right\|_{L^{1}}
\end{aligned}
$$

Hence

$$
\left\|h_{n}(t)-h_{*}(t)\right\|_{\infty} \rightarrow 0 \quad \text { as } \quad m \rightarrow \infty .
$$

Step 4: $M$ is relatively compact in $C(J, B)$.
Suppose $M \subset \bar{U}, M \subset \operatorname{conv}(0 \cup N(M))$, and $\bar{M}=\bar{C}$ for some countable set $C \subset M$. Using an argument similar to the one used in Step 2 shows that $N(M)$ is equicontinuous. Then, since $M \subset \operatorname{conv}(0 \cup N(M))$, we see that $M$ is equicontinuous as well.

To apply the Arzela-Ascoli theorem, it remains to show that $M(t)$ is relatively compact in $E$ for each $t \in J$. Since $C \subset M \subset \operatorname{conv}(0 \cup N(M))$ and $C$ is countable, we can find a countable set $H=\left\{h_{n}: n \geq 1\right\} \subset N(M)$ with $C \subset \operatorname{conv}(0 \cup H)$.Then, there exist $y_{n} \in M$ and $v_{n} \in S_{F, y_{n}}$ such that

$$
\begin{aligned}
h_{n}(t)= & \frac{1}{\Gamma(r)} \int_{1}^{t}\left(\log \frac{t}{s}\right)^{r-1} v_{n}(s) \frac{d s}{s} \\
& -\frac{1}{a+b}\left[\frac{b}{\Gamma(r)} \int_{1}^{T}\left(\log \frac{T}{s}\right)^{r-1} v_{n}(s) \frac{d s}{s}-c\right] .
\end{aligned}
$$

From $M \subset \bar{C} \subset \overline{\operatorname{conv}}(0 \cup(H))$, and according, to Theorem 2.2 we have $\alpha(M(t)) \leq \alpha(\bar{C}(t)) \leq \alpha(H(t))=\alpha\left(\left\{h_{n}(t): n \geq 1\right\}\right)$.

Using (10) and the fact that $v_{n}(s) \in M(s)$, we obtain

$$
\begin{aligned}
\alpha(M(t)) \leq & 2\left(\frac{1}{\Gamma(r)} \int_{1}^{t} \alpha\left(\left\{\left(\log \frac{t}{s}\right)^{r-1} v_{n}(s)\right\}\right) \frac{d s}{s}\right. \\
& \left.-\frac{1}{a+b}\left[\frac{b}{\Gamma(r)} \int_{1}^{T} \alpha\left(\left\{\left(\log \frac{T}{s}\right)^{r-1} v_{n}(s) \frac{d s}{s}\right\}\right)-c\right]\right)
\end{aligned}
$$

Now, since $v_{n}(s) \in M(s)$, we have

$$
\begin{aligned}
\alpha(M(t)) \leq & 2\left(\frac{1}{\Gamma(r)} \int_{1}^{t} \alpha\left(\left\{\left(\log \frac{t}{s}\right)^{r-1} \frac{v_{n}(s)}{s}: n \geq 1\right\}\right) d s\right. \\
& \left.-\frac{1}{a+b}\left[\frac{b}{\Gamma(r)} \int_{1}^{T} \alpha\left(\left\{\left(\log \frac{T}{s}\right)^{r-1} \frac{v_{n}(s)}{s}: n \geq 1\right\}\right) d s-c\right]\right)
\end{aligned}
$$

Also, since $v_{n}(s) \in M(s)$, we have

$$
\alpha\left(\left\{\left(\log \frac{t}{s}\right)^{r-1} \frac{v_{n}(s)}{s} ; n \geq 1\right\}\right)=\left(\log \frac{t}{s}\right)^{r-1} \frac{1}{s} \alpha(M(s))
$$

and

$$
\alpha\left(\left\{\left(\log \frac{T}{s}\right)^{r-1} \frac{v_{n}(s)}{s} ; n \geq 1\right\}\right)=\left(\log \frac{T}{s}\right)^{r-1} \frac{1}{s} \alpha(M(s))
$$

and it follows that

$$
\begin{aligned}
\alpha(M(t)) \leq & 2\left(\frac{1}{\Gamma(r)} \int_{1}^{t}\left(\log \frac{t}{s}\right)^{r-1} \alpha(M(s)) \frac{d s}{s}\right. \\
& \left.\left.-\frac{1}{a+b}\left[\frac{b}{\Gamma(r)} \int_{1}^{T}\left(\log \frac{T}{s}\right)^{r-1} \alpha(M(s)) \frac{d s}{s}\right)-c\right]\right) \\
\leq & 2\left(\frac{1}{\Gamma(r)} \int_{1}^{t}\left(\log \frac{t}{s}\right)^{r-1} \psi(s, \alpha(M(s))) \frac{d s}{s}\right. \\
& \left.-\frac{1}{a+b}\left[\frac{b}{\Gamma(r)} \int_{1}^{T}\left(\log \frac{T}{s}\right)^{r-1} \psi(s, \alpha(M(s))) \frac{d s}{s}-c\right]\right)
\end{aligned}
$$

Also, the function $\varphi$ given by $\varphi(t)=\rho(M(t))$ belongs to $C(J, E)$. Consequently by (H3), $\varphi=0$; that is, $\rho(M(t))=0$ for all $t \in J$. Now, by the Arzela-Ascoli theorem, $M$ is relatively compact in $C(J, E)$.

Step 5: The apriori estimate.
Let $h \in C(J, E)$ such that $y \in \lambda N(y)$ for some $0<\lambda<1$. Then

$$
h(t)=\frac{1}{\Gamma(r)} \int_{1}^{t}\left(\log \frac{t}{s}\right)^{r-1} v(s) \frac{d s}{s}
$$

$$
-\frac{1}{a+b}\left[\frac{b}{\Gamma(r)} \int_{1}^{T}\left(\log \frac{T}{s}\right)^{r-1} v(s) \frac{d s}{s}-c,\right] \quad v \in S_{F, y}
$$

For each $t \in J$, we have

$$
\begin{aligned}
\|N(y)\| \leq & \frac{1}{\Gamma(r)} \int_{1}^{t}\left(\log \frac{t}{s}\right)^{r-1}|v(s)| \frac{d s}{s} \\
& -\frac{1}{a+b}\left[\frac{b}{\Gamma(r)} \int_{1}^{T}\left(\log \frac{T}{s}\right)^{r-1}|v(s)| \frac{d s}{s}-c\right] \\
\leq & \frac{(\log t)^{r}}{\Gamma(r+1)} \int_{1}^{t} p(s) d s \\
& -\frac{1}{a+b}\left[\frac{b(\log T)^{r}}{\Gamma(r+1)} \int_{1}^{T} p(s) d s-c\right] \\
\leq & \left(1-\frac{b}{a+b}\right) \frac{(\log T)^{r}}{\Gamma(r+1)} \int_{1}^{T} p(s) d s+\frac{c}{a+b}
\end{aligned}
$$

where

$$
\|p\|_{\infty} \sup \{|p(t)|: t \in J\} .
$$

Then

$$
\|y\|\left(\left(1-\frac{b}{a+b}\right) \frac{(\log T)^{r}}{\Gamma(r+1)} \int_{1}^{T} p(s) d s+\frac{c}{a+b}\right):=R
$$

Hence the condition (4) is satisfied. As a consequence of Steps 1-5 and Theorem 2.3 we conclude that $N$ has a fixed point $x \in C(J, E)$ which is a solution of problem 1-(2). This concludes the proof.
3.1. An example. We conclude this paper with an example to illustrate our main result. Let

$$
E=l^{1}=\left\{\left(y_{1}, y_{2}, \ldots, y_{n}, \ldots\right), \sum_{1}^{\infty}\left|y_{n}\right|<\infty\right\}
$$

be our Banach space with norm

$$
\|y\|_{E}=\sum_{1}^{\infty}\left|y_{n}\right|
$$

We apply Theorem 3.3 to the the following fractional differential inclusion,

$$
\begin{gather*}
{ }_{H}^{c} D^{r} y(t) \in F_{n}(t, y(t)), \quad \text { for a.e. } t \in J=[1, e], 0<r \leq 1,  \tag{11}\\
a y(1)+b y(e)=c \tag{12}
\end{gather*}
$$

where

$$
F_{n}(t, y(t))=\left\{v \in E: f_{n}(t, y(t)) \leq v \leq g_{n}(t, y(t))\right\},
$$

and where $f_{n}, g_{n}: J \times E \times E \mapsto E$. We assume that for each $t \in[1, e], f_{n}(t, \cdot, \cdot)$ is lower semi-continuous (i.e., the set $\left\{y \in E: f_{n}(t, y(t))>\mu_{1}\right\}$ is open for each $\mu_{1} \in$
$\mathbb{R}$ ), and assume that for each $t \in[1, e], g_{n}(t, \cdot, \cdot)$ is upper semi-continuous (i.e., the set $\left\{y \in E: g_{n}(t, y(t))<\mu_{2}\right\}$ is open for each $\left.\mu_{2} \in \mathbb{R}\right)$, with $y=\left(y_{1}, y_{2}, \ldots, y_{n}, \ldots\right)$.

Set $F=\left(F_{1}, F_{2}, \ldots, F_{n}, \ldots\right), f=\left(f_{1}, f_{2}, \ldots, f_{n}, \ldots\right), \quad g=\left(g_{1}, g_{2}, \ldots, g_{n}, \ldots\right)$. Assume that there exists $p \in C\left([1, e], \mathbb{R}^{+}\right)$such that,

$$
\begin{aligned}
\|F(t, u)\|_{\mathcal{P}} & =\sup \{|v|, v(t) \in F(t, y(t))\} \\
& =\max \left(\left|f_{n}(t, y(t))\right|,\left|g_{n}(t, y(t))\right|\right) \\
& \leq p(t), \quad \text { for each } t \in[1, e], y \in E
\end{aligned}
$$

It is clear that $F$ is compact and convex-valued, and it is upper semi-continuous, and furthermore, we assume that for $(t, y) \in J \times E$. We also assume that for each bounded set $B \subset C(J, E)$ and for each $t \in J$, we have

$$
\alpha(F(t, B) \leq p(t) \alpha(B)
$$

where $\alpha$ is a measure of noncompactness on $E$, and the function $\phi=0$ is the unique solution in $C(J, E)$ of

$$
\begin{aligned}
\phi(t) \leq & 2\left\{\frac{1}{\Gamma(r)} \int_{1}^{t}\left(\log \frac{t}{s}\right)^{r-1} \varphi(s, \phi(s)) \frac{d s}{s}\right. \\
& \left.-\frac{1}{a+b}\left[\frac{b}{\Gamma(r)} \int_{1}^{e}\left(\log \frac{e}{s}\right)^{r-1} \varphi(s, \phi(s)) \frac{d s}{s}-c\right]\right\}, \text { for } t \in J
\end{aligned}
$$

Since all the conditions of Theorem 3.3 are satisfied, the problem (11)-(12) has at least one solution $y$ on $[1, e]$.
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