Proceedings of the International Conference on Theory and Applications of
Mathematics and Informatics — ICTAMI 2003, Albalulia

ON THE MAXIMUM PROBABILITY CRITERIA
CONCERNING THE SEQUENCIAL DECISION - MAKING
PROBLEM

by
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Abstract. This paper presents, originally,some results about an important criterion used in the
theory of the decisions. Here are treated the partial and the total co-operative cases and, finally,
will be presented an application for a market competitional problem who will finish with a
ruining problem.

INTRODUCTION

A problem of sequencial decision is described by the ensemble ([1],[3]):
Sz{X,XO,X,M,ui,i eM,D ieM,neN,x, X, f,ne N}

Where the significance of the elementsis as follows:
1) Theset X represents the space of the positions and is a topological linear
space (rea) and B, is the o —agebra generated generated by the topology of the

space X .
To be measurable space (X, B, ),the set (B, )of al measures of probability

defined in B, is associated. The measure of probability P, € u(By ) is associated
which each state x e X .

2) Xo, X represents the set of initial states and final states respectively and

they
are supposed to be compact setsin X

3) Theset M = {LZ,...,m}representstheset of deciderstaking part in the
decision-making process and g; X >R represents the utility function of the
deciders i e M (U, issupposed to be continuous)

Each decider i € M is associated with the value @, € Rcalled ceiling, which

signifies that the participation of the decider i € M in the decision-making process is
connected with the intention of obtaining a profit, which increases the ceiling.
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The set )Zi ={Xe X :ui(x)Zai}is caled the target set of the decider

ieM.
4) The evolution of the decision-making process is described with the help of
the recurrence relations:

Xn+1 = fn(xmdn)’xo € XO’Vne N
n
where d, € D(x,)=] [ D'(x,) and D'(x, ) represents the set of the decision that
i=1

can be made in the state x, € X by the decider i e M(D'(x) is supposed to be a
topological linear space xe X,ie M).

The application f f, : XxDy, — X,ne N are called transition functions and
they are supposed to be continuous and bounded ( Dy = | JD(x)).

xeX

If x,eX, then f,(x,d,)=x,vd, eD(x,).. When there is no risk of
confusion D'(x,) iswritten as D}, and D(x,) as D,.
The notion of inferior semi-continuity(i.s.c.), higher semi-continuity(h.s.c.)

and continuity in the Haussdorf sense, both for the univocal and multivocal
application will be the basic elements in the proves of some theorems.

2. THE EXISTENCE OF THE GUARANTEED OPTIMAL STRATEGIES

We shall put ourself in the position of decider in the case of the problem of
sequencial decision described in introduction. Two situations will be analyzed:

a) the partial co-operative case;

b) thetotal co-operative case;

The purpose of this paragraph is to specify the margins of the interval within
which the maximum profit of decidersl lies, as well as the strategies(simple or mixed)
throught which these margins are reached.

If the decision-making process has evolved to the state x, € X\ X , the

adoption by decider 1 of the criterion of maximum probability implies the adoption of
the problem([3]):

(Pl“):sup peR:P _ {ie;(:ui(;(jzai}zb
) st
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d, _(dl ~jeD XHD’

As decider 1 will deC|de first and deciders j € M \ {1} adopt,simultaneously,
the following notations will be considerated:

m
D, =D, ][DJ =D,
j=2

The following functional s are introduced:

F.:D,xD, — R F,(d;,d,)= an(xn,dl,dz){)_(e X :u{i} > al},(dl,dz)e D,xD,

g,:DxD, > R, gn(dl!dz)z an(xn,dl,dz){;(e X zui (_X) > zai}_

ieM ieM

-P, {XEX zu (x)>2al} d,,d, eD1XD2

ieM ieM
and the multivocal application:
B,:D, — P(Dz)’ Bn(dl): {dz € D21gn(d1’d2)2 O}
For greater convenience we shall write F,g,B instead
of F,,9,, Bn,(Dl, dp, ) (DZ,dDZ) are assumed to be compact spaces.

The following hipothesis are made:
1) theforming of acoalition in the sense of maximum probability is allowed;

2) if thefirst decider has adopted the strategy d, € D, the other decider will

adopt only strategies from B(dl).
Remark 2.1 Hypothesis 2 is based on the following argument:if the choice of the pair
of the strategies (d;,d,) e D;xB(d, ) increasesin the state X.,, the value:

an(xn,dl,dz){xe X QU0 Za,}
jeM\{1} jeM\{1}
then this choice will suit deciders j € M \ {1} ; if in the state ., the value:

Pr (0 duds) {Xex Zu (x) > Za}

JEM\ ]eM\

doesn't increase (as against the vaIue:PXn{;(e)_(: >y (x)> Za}, but

jeM\{1} jeM\{1}

g(dl,dz)z 0 then forming a codlition in the sense of maximum probability, deciders
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j e M\ {1} will be favored again. In his turn, decider 1 will be favored as he has the
possibility of improving his control over deciders j € M \ {1}.

Having introduced these notations, we can formulate problem (P") in the
following way:
(Pl"):determine d = (dl*,d;)e D,xD, which verifiesthe equality:

Fldi.d;)=  sp  F(dy,dy).

(dy,d )eDyxD,
The solving of the problem (Pl”) represents however the ideal case for decider

1 as in concrete situations it hardly ever happens for al the deciders of the set M to
have the same target set (in other words, all the deciders of the set M have the same
target).

Asfor any d_2 e D, thefollowing inequalities occur:
sup inf F(d,,d,)< sup F[dl,d_zjg sup sup F(d,,d,).
dyeD, 92B(d1) dyeDy d,eD; dyeB(d;)

The following functionals will be introduced naturally
f,:D, = R fy(d)= sup F(d,,d,)

d,eB(d;)
f,:D, >R f,(d;)= inf F(d,,d,).

d,eB(d;)

Theorem 2.1. The following results occur:
1) If F ish.s.c., g iscontinuous( asan univocal application in the

topology generated by dp, 5, ), B(dl) is closed in the metric space
[P(Dz), aj,le e D, (d isthe Haussdorf metric drawn with the help of the dp,

metric) and B is closed( as amultivocal application), then thereis d, € D, sothe
following equality takes place:

bl )= e g F 0w )

2) If F ish.s.c.( asan univocal application in the topology generated
by lexDz ), B is continuous( as a multivocal application in the
topology generated by the Hauswsdorf metric d drawn with the
help of dj, metric), then there is d,” € D, so the following
equality occurs:

£,(d;")=max_inf F(d,.d,)

d,eD; d,eB(dy;)
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Pr oof
1)We first prove that if g is continuous, then B is h.s.c.(as a multivoca
application). Let us consider:

(d2), < DL.d3 >, (d2) e B(d} a2 a2,
Because g is continuous, we obtain that g(df,d ) Ilmg(d1 d ) As g( ;,df)z 0,

vne N, it means that g(d,l,,drf)zo, therefore d? e B(d,) and consequentely B is
h.s.c..
If d,(e D,)—d?, from the fact that Fish.s.c. and B(d,) isclosed Vne N, it
n

follows that thereis d’ e B(dl) so that the following conditions occur:

LoR)- s, Flon )= ma Fidh d,)- Fldy o)

d,eBl\d

From the fact that B is h.sc. it follows that there is d? e B(d?) so that d2 =limd?.
n

As
F ish.s.c. we shadl have:

lim f,(d2 )= im F(d?, d2)< F(d?,d?)< max F(a?,d, )= f,(d?)

nen d,eB(dy)

From I|mf (d )< f (d ) it follows that f, ish.sc.; as D, is compact it means that

thereis d3 e D, so that the below equality is verified:
f(d2)= max max F(d,,d,).

d,eD;- d,eB(dy)
2).In order to demonstrate the existence of dl** it issufficient to provethat f,

is h.s.c;let us consider any dl e D,. Also, let us consider any sufficiently small
e>0.As

f,(d?)= it F F(a?,d,)

d,eBldy

thereis dj e B(dlo) so that F(dlo,dg)g fz(d1 )+g. F beeing h.s.c. for the closen &
there will be 6 so that:
F(d?,d2)> F(dy.d,) -4, 9(d).d,) € DxD,. dp, (. 0, ) (02, d2)) < 6.
As B iscontinuous, thereis y > 0 so that d(B(d, ),B(d,))< & . Let us consider

V., =1{d, €D, :dy (d;,d?)< min(s,7)}.
For any d, evdlo, thereisa d, B(dlo) with dDz(dz,dS)s o . Henceforth, for any
d, eleo we have the equalities:
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f(dP)+ 24 > F(dP,d)> F(d,,d,)- &4 > f,(d,) -2/
and s0 1,(d°)> f,(d,)-¢,vd, eV, . This means that f, is hsc. and so there is

d,” e D, so that the following equalities occur:

fa (df ) = Tgl( dzieglzdl) F (d1! d, ) :
Remark 2.2 Theorem 2.1 specifies the existence of the strategies where the boarders
of the interval in which decider 1 will obtain his maximum profit can be reached( and
which is the maximum of the probability of realization of the target set in the state
Xn+l)'
Theorem 2.2 If B ish.s.c. and closed(as a multivocal application), F ish.s.c.(asan
univocal application) and B(d) is compact for every d € d,, then thereis d. € D, so
that the following equality occurs:

fi(d.) = max max F(dy,d)

Proof In order to prove the existence of d’ having the required property it is
sufficient to show that f is h.sc. Let us consider(d}])n c D,,limd} = d!. From the

fact that F ish.s.c. and B(D) is compact, it follows that thereis d° e B(d? ) so that:
f(02)= sup Flad,d2)= mex F(d:d2)=F(a:,d?) (1)

d2eBd) d2<B[D})

From the fact that Bis h.s.c. (as multivocal application) we obtain that there is

d?eB(d:) so that d?=limd?. Because B is also closed( as a multivocal

application), we get that d? e B(d*l). F ishsc. so:
limF(d},d?)< F(d},df)sdzr?Ba((d})F(d},dz)= f,(d?) @

n»=n

which means that f, is h.s.c. and consequently there is d. € D, so that the below

equalities occur:
f,(d.)=max max F(d,,d,) ©)

d,eD; d,eB(d;)
Remark 2.3 From the etheorem 2.2 it follows when the conditions from the
enunciation of the theorem are satisfied, decider 1 has the possibility of knowing the
maximum profit he can obtain which is a very important result for concrete problems.
In cases when this result doesn’t satisfy these conditions,it is p-ossible for decider 1 to
change his strategic behavior( he changes the criterion ofr optimality or he may try to
form a coalition etc.).
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Corollary 1 1f F is continuous, B is continuous and B(D) is compact, Vd e D_,

then there are d;,d," so that for every d, e B(d,) we have:

) g i U0 0= . g g i) )
There are the following two cases:

a) The partial co-operative case. It corresponds with the situation when
P > fl(di ) In this case the decider 1 must give up the coalition idea (because in the

next stage X,,, is led through an inferior gain to the gain p; according to the X,
stage).

Remark 2.4 The term "partial co-operative” comes from the fact that the deciders of
the set M \ {1} can form a coalition in this case( forming the total coalition or distinct

coalitions), even though the decider 1 might not belong to any coalition.
The decider 1 has the following alternatives:
i) The deciders of the set M \{l} adopt a prudent strategic behavior(

whichmeans that they adopt maxmin or minmax strategies). In this case, according to

"the equalization criterion” [4], the decider 1 owns a strategy d,’ which, if he adopts

n+l

it, he will obtain p/™ > p;'( that means that the maximum probability criterion is

equivalent with the equalization criterion).
ii) The decider 1 has no information regarding to the strategic behaviorof the
other deciders. In this case, if the following conditions are fulfilled:

a) thetarget sets X_J-,j € M , redize un unfolding of )2;

b) the strategy sets D} are compact setsin R*,Vne N;
c) application F iscontinuousin both arguments and convex in the

second, there is a finite subset D < D, so that a necessary condition for solving the
problem (Pl”) isthe solving of the following problem:

(Fi”} : maX(H gﬂl + Ir?,nn+l)

d,eD,

where

n

d, _ d d

H i1 = _z pn,rj1 In Pn,rj1
i=1
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represents the undeterminancy( Shannon entropy) provided the choice of the
strategy:

d, €D, _DleD P Xd){iei:uj(i)zaj}=Pn‘f?

d

n+l ]
n n+1 z n+l ]

represents the mean mformatlon profit( in the Renyi sense) obtained through
passing on form the state X, to the state X, ,, asaresult of the adoption of the strategy

d

n+1
n-

Remark 2.5 Let us consider d’ the solution of (P"). Not always Pn‘ﬁ‘ > p;-In[3]
is proved that if the inequality:

Hity+ 1 > —p} In pl ~Infu- p})
holds, then Pn‘f'i > p; ( which means that the reached probability in the state X, of

the target set )21 is greater than the reached probability of the target set )Zl by the
decider 1).

b). The total co-operative case. It corresponds with the situation when
p; < fl(dl* ).Therefore, forming a coalition and adopting the strategy d, , at the state
X, the decider 1 increases his own reached probability of the fixed target set

X, (thatis P% > pl).
It appears the natural problem of finding what are the conditions for the
decider 1 to obtain limp,' =1. That is, if the decider 1 forms a coalition with the
n

other deciders and it is formed the total coalition, which are the conditions for this
coalition to reach the target set at the end of the decisional process. In order to do this,
we first introduce some important notations and notions.

The sequence of multivocal applications (Bn)
The sequence is defined as follows:

B, X — P(X),By(%) = {X € X 1% = fo( do).do € Do
B,: X, —> P(X), Bn(xo): {Xn €XiX, = fn—l(xn 1:0p 1)’dn 1€Dn4, X5 €B 1(X0)}
n>1

The set B,(x,) represents the set of the states which can be reached in n

stages starting from theinitial stage X, € X,. Let us consider the functionals:

is defined through reccurence.

n
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F™: XoX(X\ Xg) = RF"(Xg,X)= PXEBH(XO){XE X 1u, (X) am}

R": X, > RR"(X,)= sup F"(x,,x)neN
x<By (%)

(we wrote u, =Y Uu,ay =>a). We denote T"(x,)=|JB.(%)

ieM ieM k=1

T(XO)=UT”(XO),VXOEXO. The sets T"(x,),T(x,) represent the sets of
n=1

trajectories of n duration that start from X, and the sets of tragjectories that start
from X, , respectively.
The transition functions f_ are supposed to be Lipschitzian with the same

Lipschitz constant M, Vn e N .We further on attempt to prove that the problem
of sequencial decision under consideration there are convergent trajectories and
optimum trajectories.
Theorem 2.3 We have the next results:

1) If for every ne N,F" ish.s.c., thenthere are x," € B, (XO”) so that:

P70 )= max max F"(x,x).

2) If F" ishsc. and x;" = X,,Vne N (i.e. al of the optimum trajectories
start from the same end), then all of the optimum trajectories converge towards

X, .
3) Let us take (xr’,“)n’mcT(xo),x{,“zxo,x0 fixed. There is aways

(xr’f“ )n’k c (x;“)n’m and (x, ), € T(x,) so that ”[n XM —x, y =0.

Remark 2.6 1) From the teorem 2.3 it results that for any ne N there is
%" € X, X, €B, (xg’“) so that whatever the trajectories from T“(xg'”) of ends

X", X;, ,» maximum profit is guaranteed in theend x;,.

2) The conditions in which the existence of the optimum trajectories has been
demonstrated, in the case of the finite horizon and infinite horizon (theorem 2.3
and 2.4), are very hard. If these conditions are loosen , it is only the existence of
convergent trajectories that can be demonstrated ( without securing their
conditions of optimality) on the basis of the following theorem:

Conclusions Theorems 2.4 and 2.5 shows that if the deciders form a coalition,
achieve the total coalition and theinitial state is the same for all the deciders, then:
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1) thereisatrgectory which convergesin the target set XfM ;
2) thereisasequence of trgjectories which converge at this trgjectory.

3. APPLICATION IN A RUINING PROBLEM

Below it will be given an market competitional problem which leads at the
end to aruin problem
Let us consider a sequencia decision problem in which the deciders are

formed a coalition in two coalition C,,C, having the final state sets >Zl,x_2 which

formapartitionfor X : X = X,u X,, X;n X, =0

We aso consider the model of the following market phenomen:in their
struggle for supremacy in taking hold of a certain commodity market, the deciders
from C,, intending to eliminate the deciders from C, which control the market, want
in a first stage to take hold of at least one strategic point of the existing k in this
market. Having one penetrated the commodity market, the decidersin C,; will try the
complete elimination of the decidersin C, by ruining them.

We interpret the decision process of first stage as a game made up of k-
simultaneous periods. We assume that in this stage the capitals of the two coalitions
from A and B, each banking unit of a decider from C,can ruin m; monetary units of
the A capital inthegame j,j =1...,k.

Let D/,DJ be the set of the strategies of C,and C, respectively, in the

game i, =21...,k for any
d, =(d11,d12,...,d1k)eﬂDlj,d2 =(d;,d§,...,d§)eﬂog . We shdl have

j=1 j=1

k
d),dl>0,j=1..k > d/ :Azdg -B.

j= j=1

=~

=

k
Weintroduce the utility function u: ] [ D/xD} - R,
i1

k
u(dt,d?,...,df,d3,d2,...dk )= > min(m,d} - d/ 0).

J
i1
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Let us calculate the guaranteed optimum strategy for C, (maxmin strategy) as well as

the maxmin value of the noncooperative game between C, and C,. We will use the
result ([3]):

K o L& o _ _
V, = rrzi(z\xn?jiln(izzl:min(md'2 —di,o)] = rrl?xrryln;md'z -d, = nl(:lxn?jlln(mid'2 - A)
By introducing the partial utility function u, : Di — R, L;,(d'z)z md) — A

we shall have lji(O)z—Az Jl(o) and hence it results (from equalization principle)
that among the optimum strategy will be strategies of the form (dz’ ,0,...,0)30 that

V, = u~j (dzl) (where j is determinated from the condition: m;d} — A= FLQISII‘(I(I‘I] d) - A).
It will results directly that the guaranteed optimum (simple) strategy for C, will be:
B

dj-—2
1

m_ -
2m

the maximum value beeing:

V, =min %,O :
> =-A
i M
For the determining of the guaranteed optimum for C, (minmax strategy) as well as og
the minmax value we shall first observe that the u efficiency function is concave in
d, = (d;,dz2 ..... d;) and so the V; maxmin value for C, will be equal to the value V
of the game ([3],[4]):V =V,. The minmax valueis:
V, =min min(m B- A),O}.

<i<k !
The minmax (mixed) strategy will be:
i 1 .
dlj :T,J :J.,...,k

k
asforany d, e [ [ D; we have:

i=1
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Remark 3.1 As a result of the concavity of the u functional in relation to
d, = (dédz2 dX ) the value of the game between the two coalitions will be equal to
V, and consequently a decision-making behavior for C, which is based on keeping
decisions does not favor this coalition. It is very important for C, to obtain additional
informations on the strategic behavior of C,.

Remark 3.2 The optimum solution of C, consists in the concentration of the forcesin

a single game (in the j, game in which the condition m; :Ew_irkl{mj} is realized),
<j<

keeping the secret about the game in which it concentrates its forces. If C,has no
information on C,, it hasto distribute its forces uniformly.

After the first stage, the remaining capital reserves beeing A,, B, € N, the
second stage, the ruining stage proper, takes place as a particular sequencial process.

X ={a,bhabeN,a+b=A +B;X, ={A,B } X = {A +B,0lU{0,A +B,}.
If x, e X,x, = {a;,a;}, we will have:
Xz = 00,0707 = (0", 23

where:

(art,apt)e far + 1.0 —1) & ~1,a) +1} v(d!, d} )< DPxDJ
Remark 3.3 The sequencial process described before consists on a series of null sum
games, the loss of the game in the state X, by a coalition means its having to concede
to the winning colaition a monetary unit aut of the available capital.

At this stage ,there arises the problem of determining the mean duration of
thje decision-making process as well as the probabilities of getting ruined for the two

coalition if it is known that the probability of winning the game for the C, coalition in
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the state X, is p=constant, ne N . It results that (aln )n is a homogeneous Markov

chain with the state 0,1,2

...,C = A + B, and with the passing matrix:

100 ..000
00 p..000

- 1q:1_p

o]
o
o
o
o

000 ..00TPp
000 . 0gq0O

i i A-i
HEGNE
1 q q
A - [ T C-i j-i ,p;tz
Qe E R AT
q \q \a q
2 [ilc-i), j<i 1
A li(c-j), j>i 2
The mean duration D, of the decision-making process will be:
c By
&3
1 q q
c-1 C _Al
D, =Y r(AN={2P7Y (P} _; pxt
=1 q 2
1
B,, ==
AB, p 5

The ruining probability of the C, coalition isgiven by P<, where:
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| =

A
-2 p=
c' P72

and the runing probability of the C, coalition will be:

R =1-R%
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