
ACTA UNIVERSITATIS APULENSIS 
 

 

TESTING ON THE RECURRENCE OF  COEFFICIENTS  
IN THE LINEAR REGRESSIONAL MODEL 

 
by 

Nicoleta Breaz and Daniel Breaz  
 
 

Abstract. The statistical tests on the coefficients of the linear regressional model are well 
known. In this paper, we make three new tests, by means of which one can verify if the 
coefficients are terms of a sequence given by a recurrencial relation namely geometrical and 
aritmetical progression and a general linear reccurence of specified order. 
 
Introduction. 
Let the multiple linear regressional model   
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Denoting ( )∈= p

T αααα ,...,, 21 p, ( )∈= n
T εεεε ,...,, 21 n, from (1) we obtain the 

matriceal form   
εα += xy  (2) 

The principle of least squares leads to the fitting model  
exay +=   

with ( )p
T aaaa ,...,, 21= ∈p, ( )∈= n

T eeee ,...,, 21 n and    
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If  ( ) pxrang =  then  the fitted coefficients are   

( ) yxxxa TT 1−
=   

We call the clasical regressional linear model the model (2) that satisfies the following 
conditions. 
i) ( ) ( )  0,0,...,0 , T ∈== θθεE n 
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ii) ( )  ,2 IVar σε =        

iii)ε − N     (3)  
which can be written  as   

y− ( )IxN 2,σα   
The following statistical tests  are well known. 
 
A. F-test on equality between the coefficients 
 
It is testing  the null hypothesis 

qH αα == ...: 10   
versus the alternative  false":" 01 −HH . For a fixed leavel ϕ , we find the value  

ϕ−−−= 1;;1 pnqff   
of a Fisher-Snedecor statistics with 1−q  and pn −  degree of freedom, such that 

( ) ϕ−=< 10HfFP   
The null hypothesis is rejected if   ffc >   where   
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Here and elsewhere in this paper,we use the denotations 
 2

0S - the sum of squared residuals in the reduced model, obtained under  0H  
2
1S -the sum of squared residuals in the full model, obtained under   1H  

 
B. F-test on signifiance of the coefficients  
 
It is testing  the null hypothesis  

0...: 10 === qH αα    
versus the alternative { } "0such that  ,...,2,1 from   exists there:"

001 ≠iqiH α . 

For a fixed level ϕ  the test rejects the null hypothesis if ffc >  where  
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and ϕ−−= 1;; pnqff  is  deduced from  

( ) ϕ−=< 10HfFP   
Remark. The statistical tests presented above are based on a lemma which provides a 
Fisher-Snedecor (F) statistics. Using this lemma we make new tests that verifies some 
recurrential  connection between the coefficients. 
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Lemma.  Let be the random vector ( )n
T εεε ,...,1=   as   

ε − ( )IN 2;σθ    
and the matrix npMx∈ (), pqMA∈ () , 

nqMxAx ∈=0 ()  
If   

( ) TT xxxxIQ
1−

−=  and  ( ) TT xxxxIQ 0
1

0000
−

−=   
then the statistics  

( ) ( ) ( )Qrank
Q

QrankQrank
QQ

F
TTT εεεεεε

−
−

=
0

0    

has a Fisher-Snedecor distribution with ( ) ( )QrankQrank −0  and ( )Qrank  degrees of 
freedom . 
 
 
MAIN RESULTS 
 
The following results are obtained on the classical regressional model defined by  (3). 
 
The aritmetical progression test 
 
We consider the null hypothesis  

( ) 2  ,1 ,...,2 ,: 113120 >−+=+=+= prprrH p αααααα   

versus the alternative 1H : ” 0H false “ 
Denoting   

( )( )pp
T
H xpxxxxxx 1...2,... 32210

−++++++=  
          

( ) ( )1211 ,,
0

ααααα −== rT
H  

we have the full model  
εα += xy  (under 1H )  

and a reduced one  
εα +=

00 HHxy  (under 0H )   

We note that for 0=r  is obtained the classical test A. 
It can be proved the following proposition: 
1.Proposition 
We have 

  ,
0

xAxH =   
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where 2, pMA∈  
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2.Proposition 
Let be the matrix  

( ) TT xxxxIQ
1−

−=  and ( ) T
HH

T
HH xxxxIQ
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and the random variable  
2

00
2
0 eQS T == εε  and 22

1 eQS T == εε    
The random variable given by   
 

pn
S

p
SS

F
−−

−
=

2
1

2
1

2
0

2
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has a Fisher-Snedecor distribution with 2−p  and pn −  degrees of freedom. 
Proof. 
If in lemma we use 2=q  and  matrix A from proposition 1., we obtain  

( ) ( ) ( )Qrank
Q

QrankQrank
QQ

F
TTT εεεεεε

−
−

=
0

0  − ( ) ( ) ( )( ),,0 QrankQrankQrankF −  

Moreover  
( ) 20 −= nQrank  

        
( ) ( ) 220 −=+−−=− ppnnQrankQrank  

so the result holds. 
 
Testing 
• f→ϕ ϕ−−−= 1;;2 pnpff : ( ) ϕ−=< 10HfFP    

•
pn

S
p

SS
fc −−

−
=
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2
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2
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• if ffc >  then  the 0H  is rejected. 
 
The geometrical progression test 
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We consider the null hypothesis  
1

1
2

13120 ,...,  ,: −=== p
p rrrH αααααα , 1>p   

versus the alternative 1H : ” 0H false “ 
Denoting   

( )
2

31
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0 α
α

=+++= − rxrrxxx p
pT

H  

        

10
αα =T

H . 
          

we have the full model  
εα += xy  (under 1H )  

and a reduced one  
εα +=

00 HHxy  (under 0H )   

We note that for 0=r  is obtained the classical test B and for 1=r  is obtained the 
clasical test A. 
It can be proved the following proposition: 
3.Proposition 
We have 
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where 1, pMA∈  
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4.Proposition 
With simillar notations we have   
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Proof. 
In lemma we use 1=q  and  matrix A from proposition 3. 
Moreover  

( ) 10 −= nQrang  
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( ) ( ) 110 −=+−−=− ppnnQrangQrang  
so the result holds. 
 
Testing 
• f→ϕ ϕ−−−= 1;;1 pnpff : ( ) ϕ−=< 10HfFP    

•
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S
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• if ffc >  then  the 0H  is rejected. 
 
Testing on the linear recurrence of 2−p  order, 2>p  
We consider the null hypothesis  

"...namely   

order 2-p of recurencelinear  aby given  sequence a of  termsare  ,...,:"

1321212

10

−−+−+−+ ++++= ppnpnnpn
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H αα
        

versus the alternative 1H : ” 0H false “ 
The hypothesis  0H  can be written as  
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we have the full model  

εα += xy  (under 1H )  
and a reduced one  

εα +=
00 HHxy  (under 0H )   

It can be proved the following proposition: 
5.Proposition 
We have 

  ,
0

xAxH =   
where 1, −∈ ppMA  
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6.Proposition 
With simillar notations we have   
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Proof. 
In lemma we use 1−= pq  and  matrix A from  proposition 5. 
Moreover  

( ) 10 +−= pnQrang  
        

( ) ( ) 110 =+−+−=− pnpnQrangQrang  
so the result holds. 
 
Testing 
• f→ϕ ϕ−−= 1;;1 pnff : ( ) ϕ−=< 10HfFP    

•
pn

SSS
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• if ffc >  then  the 0H  is rejected. 
 
7.Remark 
The last test can be generalised for a linear recurrence of  l order, 21 −≤≤ pl . 
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