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Abstract. One of the most challenging problems encountered when analysing
multidimensional datasets is overabundance of features. In order to remove irrele-
vant, redundant, and noisy information from the data, some feature selection algo-
rithms are used. The two-level feature selection analysed method contains Wrapper
and Filter based feature search and evaluation. The experiments were performed
on a database with 257 attributes and 593 instances, containing the UAB graduates
answers to a questionnaire. The results showed that the two-level feature selection
improved the time taken for build the classification models for multidimensional
datasets, and, in some cases, improved also accuracy rates.
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1. Introduction

The large amounts of data are collected and persistent stored in databases, increasing
the need for efficient and effective analysis methods in order to use the information
data. There could be a lot of patterns in a huge multidimensional database, and a
lot of efficient data mining methods had been proposed to discover these models.

The main problem that appears in analysing multidimensional datasets is the
decreased efficiency of mining algorithms in terms of time taken to build and evaluate
models. To overcome this problem, pre-processing methods have been developed,
especially feature selection methods.

2. Feature selection approach

The problem of feature selection involves finding a good set of attributes under some
objective function that assigns some numeric measure of quality to the patterns
discovered by the data mining algorithm [1], [2].

167
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The objective of a data mining algorithm A is to take a training set T and
discover a set of patterns P such that P optimizes some objective function F(P) that
assigns some real-value measure of goodness to P. The output of A is determined by
which attributes are present in the training set. We can parameterize the attributes
used as a Boolean vector b, where bi = 0 means attribute i is not used and bi = 1
indicates that it is used [3], [4].

In general, the achievement of the optimal subset is impossible for two reasons.
First, most objective functions cannot be accurate calculated, and can only be ap-
proximated. Even if it would be exact, there is the practical problem that if there
are m attributes, there are 2m possible values for b, a number of choices typically
too large to search exhaustively, [3], [4]. Since we cannot always hope to find the
optimal subset, we will try to find an approximating subset that will improve pre-
diction accuracy [5]. An optimal feature subset is not necessary unique because it
may be possible to achieve the same accuracy with different subsets of features (if
two features are perfectly correlated, one can be replaced by the other) [2].

There are some important approaches for feature selection: Filter approach,
Wrapper approach, and Embedded approach [2]. While Filter selection methods do
not incorporate learning methods (Figure 1), Wrapper selection methods involves
a learning algorithm to evaluate the quality of each feature subset (Figure 2). By
including the learning algorithm they aim at improving accuracy. An Embedded
model (Figure 3) embeds feature selection in the training process of the classifier
and are usually specific to given learning machines [6].

Figure 1: The Wrapper approach

The search methods that are part of Wrapper selection, most commonly include:
best first search, simulated annealing, genetic algorithms, greedy stepwise forward
selection, and greedy stepwise backward elimination. In this paper, best first search
is used. This method performs greedy hill climbing with backtracking and it gen-
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erates the successors of the best unexpanded node at each step (the node with the
highest estimated accuracy). The termination condition is a number of consecutive
non-improved nodes. The initial node determines the general direction of the search
[7].

Figure 2: The Filter approach

Figure 3: The Embedded approach

There are several approaches proposed in literature, that compare Filter and
Wrapper feature selection results [8], [9], or use a hybrid filter-wrapper system [6],
[10], in order to improve the time taken for building classification methods, and
for testing these methods. In this work, we used the combined evaluation method,
in order to improve the data mining process and to faster classify the proposed
multidimensional dataset. In our case, for some classifiers, we have also improved
the accuracy levels.

3. Feature selection methods and results

5.1. The dataset description

The UAB graduates’ responses dataset contains the answers of 593 graduates of
1 Decembrie 1918 University of Alba Iulia to a questionnaire with 91 questions. The
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purpose of applying this questionnaire was to evaluate if knowledge, competencies
and skills obtained during the studies were sufficient to enable university graduates,
promotion 2008-2009, to engage in the labour market. The dataset used for the
experiments has 256 attributes (both numeric and nominal ones) and the environ-
ment that we chose to implement the experiments was the data mining tool named
Weka [11]. A sample of attribute declaration in the .arff file is presented in Figure
4. The answers to this monitoring questionnaire were stored into a database and
then pre-processed and saved as an .arff (Attribute Relation File Format) file (Fig-
ure 5). The “I don’t know” answer was codified with the value -9, and the “I don’t
answer” affirmation was codified with -7. A question can have multiple choices, so
the corresponding attributes have similar names (for instance STU1 1, STU1 2).

Figure 4: A sample of attribute declaration in the .arff file

Figure 5: The preprocessed answers of the graduate students

5.2. First-level feature selection

In the first-level we chose Information Gain attribute evaluation for filtering
features leading to reduce dimensionality of the feature space. The Weka implemen-
tation (InfoGainAttributeEval) evaluates attributes by measuring their information
gain with respect to the class. It discretizes numeric attributes first using the Mini-
mum Descriptive Length (MDL)-based discretization method [12], being very useful
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in our case, because a large number of attributes were numeric attributes. After
running the evaluator (Figure 6), we decided to keep for the next level the features
with average merit and average of their ranking throughout the Cross Validation
higher than 0.5, meaning 75 out of 257 attributes.

Figure 6: InfoGain feature selection results

5.3. Second-level feature selection

We used Wrapper methods only in the second level because these algorithms are
too expensive for large dimensional database in terms of computational complexity
and time taken since each feature set considered must be evaluated with the classifier
algorithm used [13].
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Figure 7: Wrapper Subset feature selection results
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A dataset containing 76 attributes (including the class attribute) was received
from the previous level and was used as input for WrapperSubsetEval evaluator. On
this stage we used Bayesian Network classifier and 10-fold-cross-validation and we
discovered and evaluated 858 feature subsets. The optimum chosen subset was com-
posed by 5 attributes: R32 4 (ability to quickly gain new knowledge after graduation
of study programme), R32 9 (ability to effectively manage work time after gradua-
tion of study programme), R31 18 (the possibility of participating in international
internships), R31 1 (organization and structure of the graduated study program) and
R30 13 (ability to exercise their authority to develop their own skill level), with a
merit (importance) of 0.995 (Figure 7).

In the final returned dataset (Figure 8) we observed that 78.6% of considered
graduates succeded in their career (cluster0 ), while only 21.4% were not able to find
a job, or they were not satisfied by their current job (cluster1 ).

Figure 8: Sample of final dataset

4. Classification results

After we found the optimum feature subset in the second level, we tested different
classifiers from Weka software in order to compare the classification accuracy and
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time with the ones found on the first-level of selection and on initial dataset. The
obtained results are given in the table below.

Classifier Init. acc. Init. time F-l acc. F-l time S-l acc. S-l time

Ibk (lazy) 99.32 0 99.49 0 99.15 0

J48 (trees) 98.31 0.11 98.98 0.03 98.98 0

Jrip (rules) 98.31 0.2 97.97 0.05 98.48 0.03

PART (rules) 98.48 0.09 98.48 0.02 98.48 0

SGD (functions) 98.31 1.14 98.14 0.34 99.15 0.08

SMO PukKernel 93.25 0.83 97.3 0.2 99.32 0.05

SMO PolyKernel 99.83 0.13 99.15 0.05 98.81 0.02

Table 1. Accuracy and time results

In the classification step of first-level Filter selection, we observed that the ac-
curacy was kept constant (and in the case of SMO Puk Kernel was even improved),
while the time taken to build and evaluate models was reduced for all the classifiers
used in the experiments. In the second-level Wrapper based selection, we obtained a
dataset with better accuracy rates in for three classifiers (JRip, SGD and SMO Puk
Kernel), and also a better classification time than the one found in the first-level for
all the proposed scenarios (Figure 9 and Figure 10).

Figure 9: Classification accuracy results with respect to dataset and classifier change
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Figure 10: Classification time results with respect to dataset and classifier change

5. Conclusions

In this paper, two-level feature selection method was used in order to improve the
classification time of multidimensional datasets. The data to be classified contained
answers of 593 graduates of 1 Decembrie 1918 University of Alba Iulia to a question-
naire with 91 questions (the questions being pre-processed as 257 attributes). The
analysed method helped us to faster classify the multidimensional proposed dataset,
and, in some cases, returned higher accuracy values. A future research direction is
to investigate the use of the feature selection methods on ”yes/no” questionnaires,
in which case special learning algorithms for pairwise data will have to be considered
[14].
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M. Muntean, H. Vălean, L. Căbulea – Feature selection methods . . .

Maria Muntean
Exact Sciences and Engineering Department,
1 Decembrie 1918 University of Alba Iulia,
Alba Iulia, Romania
email: mmuntean@uab.ro

Honoriu Vălean
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