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Introduction

Let R =
⊕

g∈GRg be a G-graded ring. It is well known (see e.g. [D], [M1], [N],
[NRV], [NV]) that in the study of the connections that may be established between

the categories R-gr of graded R-modules and R1-mod (1 is the unit element of G),
an important role is played by the following system of functors :
(−)1 : R-gr → R1-mod given by M 7→ M1, where M =

⊕
g∈GMg is a graded left

R-module,
the induced functor, Ind : R1-mod→ R-gr, which is defined as follows : if N ∈ R1-
mod, then Ind(N) = R⊗R1N which has the G-grading given by (R ⊗R1 N)g =
Rg ⊗R1 N, ∀g ∈ G,

and the coinduced functor, Coind : R1-mod→ R-gr, which is defined in the following
way : if N ∈ R1-mod, then Coind(N) =

⊕
g∈GCoind(N)g , where

Coind(N)g = {f ∈ HomR1(R1RR, N) | f(Rh) = 0, ∀ h 6= g−1} .

(Note that if G is finite, then Coind(N) = HomR1(R1RR, N)).

It was shown in [N] that the functor Ind is a left adjoint of the functor (−)1 and the
unity of the adjunction σ : 1

R1-mod → (−)1 ◦ Ind is a functorial isomorphism, and
that Coind is a right adjoint of the functor (−)1 and the counity of this adjunction

τ : (−)1 ◦ Coind→ 1
R1-mod is a functorial isomorphism.

If the ring R is a G-strongly graded ring (i.e. RgRh = Rgh ∀g, h ∈ G) then
the functors Ind and Coind are isomorphic. Thus the following question naturally
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arises : “if the functors Ind and Coind are isomorphic, does it follow that the
ring R is strongly graded ?” A simple example (see Remark 3.3) shows that the

answer to this question is negative. So we may ask this other question : “if R
is a graded ring and the functors Ind and Coind are isomorphic, then how close
is R to being strongly graded ?” The study of this problem is done in §3. The
main results of this section are contained in Theorems 3.4, 3.5, 3.6, 3.9, 3.11, 3.12,

etc. In particular Theorems 3.9, 3.11 and 3.12 provide the following answer to
the above question : if R =

⊕
g∈GRg is a G-graded ring and if Ind'Coind then

H = Supp(R) = {g ∈ G | Rg 6= 0} is a subgroup of G and R =
⊕
h∈H Rh is an

H-strongly graded ring whenever one of the following conditions is satisfied : 1) the
category R1-mod has only one type of simple modules (in particular this holds if
R1 is a local ring), or more generally if 2) every finitely generated and projective
module in R1-mod is faithful, 3) R1 has only two idempotents 0 and 1 (in particular

if R1 is a domain).

It is obvious that the problem of when the functors Ind and Coind are isomorphic

may be considered in the non graded case too. More exactly, if ψ : R→ S is a ring
morphism, we can define the Induced functor S ⊗R − : R-mod → S-mod and the
Coinduced functor HomR(RSS,−) : R-mod→ S-mod which are respectively the left
and the right adjoint of the restriction of scalar functors ψ∗ : S-mod→ R-mod.

These two functors are isomorphic if and only if (see Theorem 3.15) ψ : R→ S is a
(left) Frobenius morphism in the sense of KASCH [K] (see also [NT]). In particular

we get that these “left” functors are isomorphic if and only if the corresponding
“right” functors are isomorphic. Using results of graded ring theory, we get in 3.18
new examples of Frobenius morphisms.

Although there is a great similarity between the definitions of the functors Ind and
Coind in the graded and non graded cases, the problems discussed in Section 3 seem

to require different treatments for the two cases. The unification of the two cases
may be done using a category which is more general then the categories R-gr and
R-mod, namely the category (G,A,R)-gr, where A is a G-set. This is what we do
in Section 2. More exactly, if f : G→ G′ is a group morphism, A is a G-set, A′ is a

G′-set and ϕ : A→ A′ is a map such that ϕ(ga) = f(g)ϕ(a) for every g ∈ G, a ∈ A,
and R is a G-graded ring, R′ is a G′-graded ring and ψ : R→ R′ is a ring morphism
such that ψ(Rg) ⊆ R′f(g), for every g ∈ G, the system T = (f, ϕ, ψ) allows us to
define the functors

T∗ : (G′, A′, R′)-gr→ (G,A,R)-gr ,

T ∗ : (G,A,R)-gr → (G′, A′, R′)-gr ,

and

T̃ : (G,A,R)-gr → (G′, A′, R′)-gr .

The functor T∗ is exact, T ∗ is a left adjoint of T∗ and T̃ is a right adjoint of T∗. Since

T ∗ (resp. T̃ ) is a left adjoint (resp. right adjoint) of the functor T∗, we can consider
the unity σ : 1(G,A,R)-gr → T∗ ◦ T ∗ (resp. the counity τ : T∗ ◦ T̃ → 1(G,A,R)-gr ) of
this adjunction.

In §2 we investigate when the morphism σ is an isomorphism. In this case τ is an
isomorphism too (Theorem 2.6). The main results are contained in Theorems 2.6,
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2.9, 2.18, 2.21, 2.24, 2.27, 2.38. We remark that Theorem 2.24 is a generalization of
a well-known result of Dade ([D], Theorem 2.8).

The situations studied in §2 and §3 may be considered in a more general context,

namely for functors between Grothendieck categories. This is what we do in the
first section. The results of §1 are then used in the other two sections.

Let us add some final remarks concerning section 3. If we have a graded ring

R =
⊕
g∈GRg such that the group G is finite, then the induced and coinduced

functors in the graded and non graded cases are R ⊗R1 − : R1-mod → R-gr
and HomR1(R1RR,−) : R1-mod → R-gr , and R ⊗R1 − : R1-mod → R-mod and

HomR1(R1RR,−) : R1-mod→ R-mod, respectively.

Clearly if the functors Ind and Coind, in the graded case, are isomorphic, then the
corresponding non graded functors are also isomorphic. Example 3.21 shows that
the converse does not hold.

0 Notations and Preliminaries

All rings are associative, with identity 1 6= 0 and all modules are unital. Let

R be a ring. R-mod (resp. mod-R) will denote the category of left (resp. right)
R-modules.

Let G be a multiplicative group with identity element “1”. A G-graded ring is a ring
together with a direct sum decomposition R =

⊕
g∈GRg (as additive subgroups)

such that RgRh ⊆ Rgh for all g, h ∈ G. The set Supp(R) = {g ∈ G | Rg 6= 0} is
called the support of R.

R is called a strongly graded ring if RgRh = Rgh for all g, h ∈ G. It is well known
(see [NV]) that R is a strongly graded ring ⇐⇒ RgRg−1 = R1 for every g ∈ G .

A (left) G-set is a non-empty set A together with a left action of G on A given by
G× A→ A , (g, a) 7→ ga , such that 1a = a for all a ∈ A and (gg′)a = g(g′a) for

all g, g′ ∈ G , a ∈ A.
If H is a subgroup of G then the set of left cosets G/H = {gH ; g ∈ G} with
G-action given by g(g′H) = gg′H for g, g′ ∈ G, is a G-set. Given a G-graded ring
R, we set R(H) =

⊕
g∈HRg. Then R(H) is an H-graded ring.

Given a leftG-set A, a left graded R-module of type A is a leftR-module M such that
M =

⊕
a∈AMa where each Ma is an additive subgroup of M and for all g ∈ G, a ∈ A

it is RgMa ⊆ Mga .

If M =
⊕
a∈AMa and N =

⊕
a∈ANa are left graded R-modules of type A, then a

graded morphism f : M → N is an R-linear map such that f(Ma) ⊆ Na for all
a ∈ A. If f : M → N is a graded morphism we will denote by fa : Ma → Na the
corestriction to Na of the restriction of f to Ma, a ∈ A, and we will call it the

a-component of f.

(G,A,R)-gr will denote the category of left graded R-modules of type A and graded
morphisms. (G,A,R)-gr is a Grothendieck category (see [NRV]).

If G = A with the natural left action of G on itself, then (G,G,R)-gr is just the
category R-gr of left graded R-modules.
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Let A be a G-set. For each a ∈ A the a-suspension R(a) of R is the object
of (G,A,R)-gr which coincides with R as an R-module, but with the graduation

defined by
R(a)b =

⊕{Rg | g ∈ G, ga = b} for b ∈ A .

The family (R(a))a∈A is a system of projective generators of (G,A,R)-gr (see [NRV]).

1 General results on adjoint functors

1.1. Let A and B be Grothendieck categories. Throughout this section we will
assume that U : B → A is a covariant functor having a left adjoint T : A → B and

a right adjoint H : A→ B. Note that U is exact and that T is right exact, while H
is left exact.
Let

α−,− : HomB(T, 1B)→ HomA(1A, U)

and
γ−,− : HomA(U, 1A)→ HomB(1B, H)

be the adjunction isomorphisms. Let

σ : 1A → U ◦ T , ζ : 1B → H ◦ U

be the unities of these adjunctions and let

ρ : T ◦ U → 1B , τ : U ◦H → 1A

be the counities of these adjunctions. For every L ∈ A and M ∈ B we have :

σL = αL,T (L)(1T (L)) : L→ U(T (L)) ,

ρM = α−1
U (M ),M(1U (M )) : T (U(M))→ M ,

ζM = γM,U (M )(1U (M )) : M → H(U(M)) ,

τL = γ−1
H(L),L(1H(L)) : U(H(L)) → L .

It is well known that :
1) αL,M(f) = U(f) ◦ σL for every f ∈ HomB(T (L),M)

2) α−1
L,M(h) = ρM ◦ T (h) for every h ∈ HomA(L,U(M))

3) γM,L(g) = H(g) ◦ ζM for every g ∈ HomA(U(M), L)
4) γ−1

M,L(`) = τL ◦ U(`) for every ` ∈ HomB(M,H(L))
It follows that :

a) U(ρM ) ◦ σU (M ) = 1U (M )

b) ρT (L) ◦ T (σL) = 1T (L)

c) H(τL) ◦ ζH(L) = 1H(L)

d) τU (M ) ◦ U(ζM ) = 1U (M ) .

1.2. Assume that σ is a functorial isomorphism. For every L ∈ A let ηL =
γT (L),L(σ−1

L ). Then ηL = H(σ−1
L ) ◦ ζT (L) : T (L) → H(L) and the ηL’s, L ∈ A,

define a functorial morphism η : T → H .
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Similarly, whenever τ is a functorial isomorphism, we set λL = α−1
L,H(L)(τ

−1
L ), for

every L ∈ A. Then λL = ρH(L) ◦ T (τ−1
L ) and the λL’s, L ∈ A, define a functorial

morphism λ : T → H.

Theorem 1.3 Assume that σ and τ are functorial isomorphisms and that T (L) '
H(L) in B, for every L ∈ A. Then η and λ are functorial isomorphisms.

Proof. For every L ∈ A, let θL : T (L)→ H(L) be an isomorphism in B. In view of
3) and 4) of 1.1 we get :

H(τU (T (L)) ◦ U(H(σL) ◦ θL)) ◦ ζT (L) =

= γT (L),U (T (L))(γ
−1
T (L),U (T (L))(H(σL) ◦ θL)) = H(σL) ◦ θL .

As τU (T (L)), σL and θL are isomorphisms it follows that ζT (L) and hence also ηL =
H(σ−1

L ) ◦ ζT (L) are isomorphisms.

Similarly in view of 1) and 2) of 1.1 we get

ρH(L) ◦ T (U(T (τL) ◦ θL) ◦ σU (H(L))) =

= α−1
U (H(L)),H(L)(αU (H(L)),H(L)(T (τL) ◦ θL)) = T (τL) ◦ θL

so that ρH(L) and hence also λL = ρH(L) ◦ T (τ−1
L ) are isomorphisms.

1.4. Let

C = {M ∈ B | U(M) = 0}

It is well known that C is a localizing subcategory of B i.e. C is closed under
subobjects, quotient objects, extensions and under arbitrary direct sums.

Let t be the radical associated to C. For every M ∈ B, t(M) is the largest subobject
of M belonging to C. We will say that M is C-torsion if t(M) = M and that M is
C-torsion free if t(M) = 0.

Lemma 1.5 For every M ∈ B, we have:

1) t(M) ≤ Ker(ζM ) ;

2) Im(ρM ) ≤ N for every N ≤M such that M/N ∈ C.

Proof. 1) Let i : t(M)→ M be the canonical injection. Then, from the commuta-
tive diagram

t(M)
i → M

ζt(M )

y yζM
H(U(t(M)))

(H◦U )(i) → H(U(M))

as U(t(M)) = 0, we get ζM ◦ i = 0 i.e. t(M) ≤ Ker(ζM ) .
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2) Consider now an exact sequence

0→ N
j→ M

π→ M/N → 0

and assume that M/N ∈ C. Then U(j) : U(N) → U(M) is an isomorphism so that,
from the commutative diagram

(T ◦ U)(N)
(T◦U)(j)
∼ → (T ◦ U)(M)

ρN

y yρM
N

j → M

we get Im(ρM ) = Im(j ◦ ρN ) so that N = Im(j) ⊇ Im(ρM ) .

Proposition 1.6 Let M ∈ B.
1) If σ is a functorial isomorphism, then Ker(ρM) and Coker(ρM ) belong to C

and Im(ρM ) is the smallest subobject N of M such that M/N belongs to C.
2) If τ is a functorial isomorphism, then Ker(ζM ) and Coker(ζM ) belong to C

and Ker(ζM ) = t(M).

Proof.

1) In view of a) of 1.1 we have

U(ρM ) ◦ σU (M ) = 1U (M ) .

Therefore, as σU (M ) is an isomorphism, U(ρM ) is an isomorphism too. Since U is an
exact functor we get that Ker(ρM ) and Coker(ρM) belong to C. Apply now Lemma
1.5.

2) In view of d) of 1.1 we have :

τU (M ) ◦ U(ζM ) = 1U (M ) .

The conclusion follows from this fact in a way analogous as in 1).

Proposition 1.7 1) For every L ∈ A, H(L) is C-torsion free. Moreover it has the
following property : for any diagram in B of the form

0 −→ X ′
u → X → Coker(u) −→ 0

f↓

H(L)

with Coker(u) ∈ C, there exists a unique morphism in B, g : X → H(L), such that

g ◦ u = f (i.e. H(L) is C-closed in the sense of Gabriel).
2) If τ is a functorial isomorphism, for every M ∈ B, Im(ζM) is an essential

subobject of H(U(M)).
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Proof.
1) In view of [G], Lemma 1 page 370, it is enough to show that for every map

u : X ′ → X such that Ker(u) and Coker(u) belong to C, the map Hom(u,H(L)) is
an isomorphism. We have the commutative diagram

HomA(U(X), L)
γX,L → HomB(X,H(L))

HomA(U (u),L)

y yHomB(u,H(L))

HomA(U(X ′), L)
γX′ ,L → HomB(X ′, H(L))

As U(u) is an isomorphism, Hom(u,H(L)) is an isomorphism too.

2) Let H(U(M))
f→ Y be a morphism such that M

ζM→ H(U(M))
f→ Y is a monomor-

phism. We have to prove that f is a monomorphism. As U is a left exact functor,
we have that U(f ◦ ζM ) = U(f) ◦ U(ζM ) is a monomorphism. Since τU (M ) is an

isomorphism, by d) of 1.1 we get that U(ζM ) is an isomorphism. Thus U(f) turns
out to be a monomorphism and hence Ker(f) ∈ C. By 1), H(U(M)) is C-torsion
free and therefore Ker(f) = 0.

Proposition 1.8 Assume that σ and τ are functorial isomorphisms. Let L ∈ A.
Then :
1) Ker(ηL) and Coker(ηL) belong to C ;
2) Ker(λL) and Coker(λL) belong to C.

Moreover Ker(ηL) = t(T (L)) =Ker(λL) and Im(ηL) is essential in H(L).

Proof. As ηL = H(σ−1
L ) ◦ ζT (L) and λL = ρH(L) ◦ T (τ−1

L ), by Proposition 1.6 we get

1) and 2). By 1) of Proposition 1.6, H(L) is C-torsion free and hence T (L)/Ker(ηL)
and T (L)/Ker(λL) are C-torsion free so that Ker(ηL) = t(T (L)) = Ker(λL).
Finally, by 2) in Proposition 1.7, Im(ηL) is essential in H(L).

Proposition 1.9 Assume that σ is a functorial isomorphism and that, for every
M ∈ B, T (U(M)) ' H(U(M)). Then, for every M ∈ B, we have

M ' t(M)⊕M/t(M) .

Moreover M/t(M) is C-closed.

Proof. Let M ∈ B. By 1) of Proposition 1.6, the kernel of ρM : T (U(M)) → M

belongs to C. As T (U(M)) ' H(U(M)) and as, by Proposition 1.7, H(U(M)) is
C-torsion free, we get that Ker(ρM) = 0 .
Consider now the diagram

0 −→ T (U(M))
ρM → M

1T (U(M))

y
T (U(M))
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Again by 1) of Proposition 1.6, Coker(ρM) ∈ C so that, being T (U(M)) ' H(U(M))
C-closed we have a morphism δM : M → T (U(M)) such that δM ◦ ρM = 1T (U (M )).

Hence M = Im(ρM )⊕X for some object X ∈ B where X ' Coker(ρM) ∈ C. Hence
X ⊆ t(M). Since M/X ' Im(ρM), then M/X is C-torsion free and therefore we get
X = t(M). Hence M ' t(M)⊕M/t(M) .

Lemma 1.10 Let F : A → B be a left adjoint of a functor G : B → A. Then F is
a category equivalence iff G is a category equivalence. In this case F ◦ G ' 1B and
G ◦ F ' 1A .

Proof. Assume that F is a category equivalence and let G′ : B → A be a functor

such that G′ ◦ F ' 1A and F ◦ G′ ' 1B. Then G′ is a right adjoint of F so that
G ' G′. It follows that F ◦G ' 1B and G ◦ F ' 1A. In particular, we get that G is
a category equivalence. The converse follows by duality.

Proposition 1.11 The following assertions are equivalent :
(a) T is a category equivalence ;
(b) U is a category equivalence ;
(c) H is a category equivalence.

Moreover, if one of these conditions is satisfied, T ' H.

Proof. The equivalence among (a),(b) and (c) follows from Lemma 1.10. The last
statement follows by the uniqueness of the left (or right) adjoint.

Proposition 1.12 If σ : 1A → U ◦ T (resp. τ : U ◦ H → 1B) is a functorial
isomorphism, then U is a category equivalence ⇐⇒ ρ : T ◦U → 1B (resp. ζ : 1B →
H ◦ U) is a functorial isomorphism.

Proof. Assume that U is a category equivalence. Then, by Lemma 1.10, there is a

functorial isomorphism ρ′ : T ◦ U → 1B.
Let M be an object in B. Then we have, by 1) and 2) of 1.1,

ρ′M = α−1
U (M ),M(αU (M ),M(ρ′M )) = ρM ◦ T (U(ρ′M ) ◦ σU (M )) .

As ρ′M and σU (M ) are isomorphisms we get that ρM is an isomorphism.
The converse is trivial.

The proof for τ instead of σ is analogous.

Corollary 1.13 Assume that σ : 1A → U ◦ T and τ : U ◦ H → 1B are natural
equivalences.
Then the following statements are equivalent :

(a) ρ : T ◦ U → 1B is a functorial isomorphism;
(b) ζ : 1B → H ◦ U is a functorial isomorphism;
(c) T is a category equivalence;
(d) U is a category equivalence;

(e) H is a category equivalence.
Moreover, if one of these conditions is satisfied, η : T → H and λ : T → H are
functorial isomorphisms.
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Proof. It follows from Propositions 1.11, 1.12 and Theorem 1.3.

We end up this section with some general facts that will be useful in the sequel.

Lemma 1.14 Let C be a Grothendieck category, ξ : C1 → C2 be a morphism in C.
Then ξ is an isomorphism iff HomC(ξ, ·) : HomC(C2, ·)→ HomC(C1, ·) is a functorial
isomorphism.

Proof. Assume that HomC(ξ, ·) is a functorial isomorphism and let K be a cogener-
ator of C. Then HomC(ξ,K) : HomC(C2, K)→ HomC(C1, K) is an isomorphism. As

the functor HomC(−, K) is faithful, it is easy to get that ξ is both an epimorphism
and a monomorphism in C.

Proposition 1.15 Let C and D be Grothendieck categories and let F,G : C → D
be rightexact covariant functors that commute with arbitrary direct sums. Assume
that (Li)i∈I is a family of generators of C and that, for every i ∈ I, an isomorphism
θLi : F (Li) → G(Li) is given such that, for every morphism α : Li → Lj in C,
i, j ∈ I, it is θLj ◦ F (α) = G(α) ◦ θLi .

Then, for every L ∈ C, there is an isomorphism θL : F (L)→ G(L) . Moreover if
the Li’s are projective, the θL’s, L ∈ C, define a functorial isomorphism θ : F → G.

Proof. Assume that L =
⊕
t∈TΛt where Λt ∈ {Li | i ∈ I} for every t. Let εt : Λt → L

and πt : L→ Λt, t ∈ T, be resp. the t-th canonical injection and projection. As F
and G commute with direct sums there is a (unique) morphism θL : F (L) → G(L)

such that θL◦F (εt) = G(εt)◦θΛt for every t ∈ T. It follows that G(πt)◦θL = θΛt◦F (πt)
for every t ∈ T.
Let now L′ =

⊕
t′∈T ′Λt′ where Λt′ ∈ {Li | i ∈ I} for every t′ and let α : L → L′ be

a morphism in C. Then θL′ ◦ F (α) = G(α) ◦ θL. In fact, in view of our assumptions,

for every t ∈ T and t′ ∈ T ′ we have :

G(πt′) ◦ (θL′ ◦ F (α)) ◦ F (εt) = θΛt′ ◦ F (πt′ ◦ α ◦ εt) = G(πt′ ◦ α ◦ εt) ◦ θΛt =

= G(πt′) ◦G(α) ◦G(εt) ◦ θΛt = G(πt′) ◦ (G(α) ◦ θL) ◦ F (εt) .

Let now L be an arbitrary object of C. Then, in C, we have an exact sequence of the
form :

L1
α→ L2

β→ L→ 0

where L1 and L2 are direct sums of objects belonging to {Li | i ∈ I}. By the
foregoing, we have the commutative diagram with exact rows :

F (L1)
F (α) → F (L2)

F (β) → F (L) −→ 0

θL1

y θL2

y
G(L1)

G(α) → G(L2)
G(β) → G(L) −→ 0

where θL1 and θL2 are isomorphisms. It follows that there is a unique morphism
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θL : F (L)→ G(L) such that θL◦F (β) = G(β)◦θL2. Moreover θL is an isomorphism.
Assume now that the Li’s, i ∈ I , are projective and let f : L → L′ be a morphism

in C. We have to prove that

θL′ ◦ F (f) = G(f) ◦ θL (1)

As before, for L′ we have an exact sequence in C :

L′1
α′→ L′2

β′→ L′ → 0

where L′1 and L′2 are direct sums of objects belonging to {Li | i ∈ I} and θL′◦F (β ′) =
G(β ′) ◦ θL′2 .
Since L2 is projective, there exists a morphism g : L2 → L′2 such that f ◦β = β ′◦g :

L2
β−→ L

g↓ ↓f

L′2
β′−→ L′ → 0

As F (β) is an epimorphism, to prove (1) is equivalent to prove :

θL′ ◦ F (f) ◦ F (β) = G(f) ◦ θL ◦ F (β) (2)

We have :

θL′ ◦ F (f) ◦ F (β) = θL′ ◦ F (β ′) ◦ F (g) = G(β ′) ◦ θL′2 ◦ F (g) =

= G(β ′) ◦G(g) ◦ θL2 = G(f) ◦G(β) ◦ θL2 = G(f) ◦ θL ◦ F (β)

where θL′2 ◦ F (g) = G(g) ◦ θL2, in view of the foregoing results concerning direct
sums of Li’s.

Lemma 1.16 Let (Li)i∈I be a family of generators of a Grothendieck category C.
Let F,G : C → D be right exact covariant functors that commute with arbitrary
direct sums.

Let ε : F → G be a functorial morphism. If εLi : F (Li)→ G(Li) is an isomorphism
for every i ∈ I, then ε is a functorial isomorphism.

Proof. For every L ∈ C we have an exact sequence of the form

L1
α→ L2

β→ L→ 0

where L1 and L2 are direct sums of objects belonging to {Li | i ∈ I}. By our
assumptions, we have a commutative diagram with exact rows :

F (L1)
F (α) → F (L2)

F (β) → F (L) −→ 0

εL1

y εL2

y εL

y
G(L1)

G(α) → G(L2)
G(β) → G(L) −→ 0

Since εL1 and εL2 are isomorphisms, εL is an isomorphism too.
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2 Applications

2.1. Let f : G→ G′ be a morphism of groups, let A be a left G-set, A′ a left G′-set

and assume that a map ϕ : A→ A′ is given such that

ϕ(ga) = f(g)ϕ(a) for every g ∈ G, a ∈ A .

Let R and R′ be graded rings over the groups G and G′ respectively and let ψ :
R→ R′ be a ring morphism such that

ψ(Rg) ⊆ R′f(g) for every g ∈ G .

Set T = (f, ϕ, ψ).
Let T∗ : (G′, A′, R′)-gr → (G,A,R)-gr be the functor defined by setting, for every

M ∈ (G′, A′, R′)-gr

T∗(M) =
⊕
a∈A

aMϕ(a)

where aMϕ(a) = Mϕ(a) for every a ∈ A.
For every m ∈ Mϕ(a) let am denote the element of aMϕ(a) which coincides with m.
The multiplication by the elements of R on T∗(M) is defined by setting

ragm = ga(ψ(rg)m)

for every g ∈ G, a ∈ A, rg ∈ Rg, m ∈Mϕ(a) .
For every a ∈ A, we have

(T∗(M))a ' Hom(G′,A′,R′)-gr(R′(ϕ(a)),M)

so that

T∗(M) '
⊕
a∈A

Hom(G′,A′,R′)-gr(R′(ϕ(a)),M) .

The functor T∗ is a covariant exact functor.

Let T ∗ : (G,A,R)-gr → (G′, A′, R′)-gr be the functor defined by setting, for every
L ∈ (G,A,R)-gr ,

T ∗(L) = R′ ⊗R L

endowed with the A′-gradation defined in the following way :

(T ∗(L))a′ = subgroup of R′⊗RL spanned by the elements of the form r′λ⊗ `a, where
λ ∈ G′, a ∈ A, λϕ(a) = a′, r′λ ∈ R′λ, `a ∈ La , for every a′ ∈ A′.
The functor T ∗ is a covariant right exact functor and it is a left adjoint of the functor
T∗ (see [M2]).
The adjunction isomorphism

α : Hom(G′,A′,R′)-gr(T ∗, 1(G′,A′,R′)-gr)→ Hom(G,A,R)-gr(1(G,A,R)-gr, T∗)

is defined as follows : for every L ∈ (G,A,R)-gr, M ∈ (G′, A′, R′)-gr

αL,M : Hom(G′,A′,R′)-gr(T ∗(L),M)→ Hom(G,A,R)-gr(L, T∗(M))
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is defined by
(αL,M(u))(`a) = u(1⊗ `a) ∈Mϕ(a) = (T∗(M))a

for every u : T ∗(L)→M morphism in (G′, A′, R′)-gr, a ∈ A, `a ∈ La, and extending
it by linearity.
Moreover, we have :

α−1
L,M : Hom(G,A,R)-gr(L, T∗(M)) → Hom(G′,A′,R′)-gr(T ∗(L),M)

is defined by

(α−1
L,M(v))(r′ ⊗ `a) = r′v(`a)

for every v : L → T∗(M) morphism in (G,A,R)-gr, a ∈ A, r′ ∈ R′, `a ∈ La, and
extending it by linearity.
Consider now the functor T̃ : (G,A,R)-gr → (G′, A′, R′)-gr defined by

T̃ (L) =
⊕
a′∈A′

(T̃ (L))a′ L ∈ (G,A,R)-gr

where
(T̃ (L))a′ = Hom(G,A,R)-gr(T∗(R

′(a′)), L)

for every a′ ∈ A′, and given g′ ∈ G′, r′g′ ∈ R′g′, a′ ∈ A′, ξ ∈ (T̃ (L))a′

r′g′ξ : T∗(R
′(g′a′))→ L

is defined by setting
r′g′ξ = ξ ◦ T∗(µr′

g′
)

where µr′
g′

: R′(g′a′)→ R′(a′) is the right multiplication by r′g′ on R′.

The functor T̃ is left exact and it is a right adjoint of the functor T∗ (see [M2]).
The adjunction isomorphism

γ : Hom(G,A,R)-gr(T∗, 1(G,A,R)-gr)→ Hom(G′,A′,R′)-gr(1(G′,A′,R′)-gr, T̃ )

is defined as follows : for every M ∈ (G′, A′, R′)-gr, L ∈ (G,A,R)-gr

γM,L : Hom(G,A,R)-gr(T∗(M), L)→ Hom(G′,A′,R′)-gr(M, T̃ (L))

is defined by

(γM,L(u))(ma′) = u ◦ T∗(µma′ ) ,
where µma′ : R′(a′) → M is the right multiplication by ma′ on M , for every
u : T∗(M) → L morphism in (G,A,R)-gr, a′ ∈ A′, ma′ ∈ Ma′, and extending it by

linearity.
Moreover we have :

γ−1
M,L : Hom(G′,A′,R′)-gr(M, T̃ (L))→ Hom(G,A,R)-gr(T∗(M), L)

is defined by
(γ−1
M,L(v))(mϕ(a)) = v(mϕ(a))(1)
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for every v : M → T̃ (L) morphism in (G′, A′, R′)-gr, a ∈ A, mϕ(a) ∈ (T∗(M))a =

Mϕ(a) and extending it by linearity.
Let L ∈ (G,A,R)-gr. We have :

σL = αL,T ∗(L)(1T ∗(L)) : L→ T∗(T
∗(L))

σL(`a) = 1⊗ `a ∈ T∗(T ∗(L))a = (R′ ⊗R L)ϕ(a)

for every a ∈ A, `a ∈ La ,

τL = γ−1
T̃ (L),L

(1T̃ (L)) : T∗(T̃ (L))→ L

τL(ξ) = ξ(1), for every ξ : T∗(R
′(ϕ(a))→ L morphism in (G,A,R)-gr, a ∈ A.

Let M ∈ (G′, A′, R′)-gr. We have :

ρM = α−1
T∗(M ),M(1T∗(M )) : T ∗(T∗(M))→ M

ρM(r′ ⊗ xϕ(a)) = r′xϕ(a) ,

for every a ∈ A, r′ ∈ R′, xϕ(a) ∈Mϕ(a) = (T∗(M))a

ζM = γM,T∗(M )(1T∗(M )) : M → T̃ (T∗(M))

ζM (xa′) = T∗(µxa′ )

where a′ ∈ A′, xa′ ∈Ma′ and µxa′ : R′(a′)→ M is the right multiplication by xa′ on
M.

2.2 Examples

1. Let A be a left G-set, H a subgroup of G, B a subset of A such that hB ⊆ B for
every h ∈ H. Set T = (f, ϕ, ψ) where f : H → G, ϕ : B ↪→ A, ψ : R(H) → R are
the canonical injections. Then the left and right adjoints of the functor

T∗ = TB : (G,A,R)-gr → (H,B,R(H))-gr

M 7→ M (B) =
⊕
x∈BMx

are the functors T ∗ = SB and T̃ = SB as introduced in [NRV].

Given L ∈ (H,B,R(H))-gr, one has :

SB(L) = R ⊗R(H) L

equipped with the A-grading : (SB(L))a = subgroup of R ⊗R(H) L spanned by the
elements of the form rg ⊗ `b , g ∈ G, b ∈ B , gb = a , rg ∈ Rg , `b ∈ Lb .
SB(L) =

⊕
a∈A(SB(L))a , where, for each a ∈ A ,

(SB(L))a = Hom(H,B,R(H))-gr(TB(R(a)), L) = {f ∈ HomR(H)(R,L) | f(Rg) = 0

if ga 6∈ B and f(Rg) ⊆ Lga if ga ∈ B}
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In particular if A = G, B = H = {1}, then the left and right adjoints of the functor
T {1} = (−)1 : R-gr → R1-mod, M 7→ M1, are those defined in [N]. Following the

terminology in [N], the functor SB will be denoted in this case by Ind and called
the (left) induced functor, while the functor SB will be denoted by Coind and called
the (left) coinduced functor.
Note that, given L ∈ R1-mod and g ∈ G, one has :

(Coind(L))g = {f ∈ HomR1(R,L) | f(Rh) = 0 ∀h 6= g−1} .

2. In the situation of 2.1 assume that G = G′, R = R′ and T = (1G, ϕ, 1R). Then
the left adjoint of the functor

T∗ = Sϕ : (G,A′, R)-gr → (G,A,R)-gr

M 7→ ⊕
a∈A

aMϕ(a)

where aMϕ(a) = Mϕ(a), is the functor T ∗ = Tϕ as introduced in [NRV]. Given
L ∈ (G,A,R)-gr Tϕ(L) is the R-module L with the A′-gradation defined by

(Tϕ(L))a′ =
⊕{La | a ∈ A, ϕ(a) = a′} for a′ ∈ A′ .

Moreover one has, in this case,

(T̃ (L))a′ =
∏
{La | a ∈ A, ϕ(a) = a′} for a′ ∈ A′ .

Given g ∈ G, rg ∈ Rg, x̄
a′ = (xa) a∈A

ϕ(a)=a′
it is

rgx̄
a′ = ȳga

′

where
ȳga

′
= (yb) b∈A

ϕ(b)=ga′
and yb = rgxg−1b .

In particular if A′ is a singleton with G acting trivially on it, then (G,A′, R)-gr =
R-mod, and T ∗ = U, the “ forgetful functor”

U : (G,A,R)-gr → R-mod .

T∗ is its right adjoint, usually denoted by F ,

F : R-mod → (G,A,R)-gr .

Given M ∈ R-mod, F (M) =
⊕
a∈A

aM where aM = M for every a ∈ A.
For g ∈ G, a ∈ A, rg ∈ Rg, m ∈M we have :

ragm = ga(rgm) .
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3. In the situation of 2.1, assume that G = G′ = A = A′ = {1} and T = (1G, 1A, ψ).
Then (G,A,R)-gr=R-mod, (G′, A′, R′) = R′-mod, and ψ : R → R′ is just a ring

morphism. In this case T∗ is the restriction of scalars functor ψ∗ : R′-mod→ R-mod,
where if M ∈ R′-mod, ψ∗(M) = M and the structure of left R-module is given by
r ∗m = ψ(r)m for any r ∈ R . Moreover T ∗ = R′ ⊗R − : R-mod → R′-mod, where
here R′R

′
R is considered as an R′-R-bimodule and also T̃ = HomR(RR

′
R′,−) : R-mod

→ R′-mod, where here RR
′
R′ is considered as an R-R′-bimodule.

The functor R′ ⊗R − (resp. HomR(RR
′
R′,−) ) is called the (left) Induction (resp.

(left) Coinduction) functor.

2.3. Our present aim is to apply the foregoing results in §1 to the functors T∗, T
∗, T̃ .

For this purpose we investigate whenever σ and τ are isomorphisms. In the following

we will use the notations and hypotheses of 2.1.

Lemma 2.4 Let ω : R′ ⊗R R→ R′ be the map defined by

ω(r′ ⊗ r) = r′ψ(r) r′ ∈ R, r ∈ R .

Then, for every a ∈ A, ω can be regarded as an isomorphism in (G′, A′, R′)-gr,

ωa : T ∗(R(a))
∼→ R′(ϕ(a)) .

Proof. It is well known that ω is an isomorphism of left R′-modules. Let a′ ∈
A′, λ ∈ G′, α ∈ A such that λϕ(α) = a′ and let r′λ ∈ R′λ, g ∈ G such that ga = α
and rg ∈ Rg. Then r′λψ(rg) ∈ R′λf(g) and

λf(g)ϕ(a) = λϕ(ga) = λϕ(α) = a′ .

Therefore ωa
(
(T ∗(R(a)))a′

)
⊆ (R′(ϕ(a)))a′ and ωa is a morphism in (G′, A′, R′)-gr.

Lemma 2.5 For every a ∈ A let νa : Hom(G,A,R)-gr(R(a), ·)→ ( )a be the functorial

isomorphism which evaluates the morphisms in 1R ∈ R(a)a . Then

νa ◦ Hom(G,A,R)-gr(T∗(ωa) ◦ σR(a), · )

is the restriction of τ to Hom(G,A,R)-gr(T∗(R
′(ϕ(a)), · ) = (T∗ ◦ T̃ )a .

Proof. Let L ∈ (G,A,R)-gr and ξ ∈ Hom(G,A,R)-gr(T∗(R
′(ϕ(a))), L) . Then

(
νa ◦ Hom(G,A,R)-gr(T∗(ωa) ◦ σR(a), L)

)
(ξ) = (ξ ◦ T∗(ωa) ◦ σR(a))(1R) =

= ξ(T∗(ωa)(1R′ ⊗ 1R)) = ξ(1R′ψ(1R)) = ξ(1R′ ) = τL(ξ) .

Theorem 2.6 σ : 1(G,A,R)-gr → T∗ ◦ T ∗ is a functorial isomorphism if and only if

τ : T∗ ◦ T̃ → 1(G,A,R)-gr is a functorial isomorphism.
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Proof. In view of Lemma 2.5, τ is a functorial isomorphism whenever σ is.
Conversely, assume that τ is a functorial isomorphism. Then, always by Lemma

2.5, for each a ∈ A, Hom(G,A,R)-gr(T∗(ωa) ◦ σR(a), · ) is a functorial isomorphism, so
that, in view of Lemma 1.14, T∗(ωa) ◦ σR(a) is an isomorphism in (G,A,R)-gr. As,
by Lemma 2.4, T∗(ωa) is an isomorphism, we get that σR(a) is an isomorphism in
(G,A,R)-gr. Therefore, by Lemma 1.16, σ is a functorial isomorphism.

2.7. Given a left G-set A, for every a, α ∈ A we set

Ca
α = {g ∈ G | ga = α} .

Clearly, given g ∈ Ca
α, f(g)ϕ(a) = ϕ(ga) = ϕ(α) i.e. f(g) ∈ Cϕ(a)

ϕ(α) . Therefore

ψ
(⊕{Rg | g ∈ Ca

α}
)
⊆⊕{R′g′ | g′ ∈ Cϕ(a)

ϕ(α)} .

We denote by ψaα the corestriction to
⊕{R′g′ | g′ ∈ Cϕ(a)

ϕ(α)} of the restriction of ψ to⊕{Rg | g ∈ Ca
α} .

Moreover we set

χa = T∗(ωa) ◦ σR(a) : R(a)→ T∗(R
′(ϕ(a))) .

Lemma 2.8 For every a, α ∈ A the α-component, χaα of χa coincides with ψaα .

Proof. We have

χaα : R(a)α =
⊕{Rg | g ∈ Ca

α} → T∗(R
′(ϕ(a)))α = R′(ϕ(a))ϕ(α)

=
⊕{R′g′ | g′ ∈ Cϕ(a)

ϕ(α)}

and, for every r ∈ R(a)α, it is :

χaα(r) = χa(r) = (T∗(ωa) ◦ σR(a))(r) = T∗(ωa)(1⊗ r) = ωa(1⊗ r)
= 1 · ψ(r) = ψ(r) = ψaα(r) .

Theorem 2.9 σ : 1(G,A,R)-gr → T∗ ◦ T ∗ is a functorial isomorphism if and only if,

for every a, α ∈ A,

ψaα :
⊕{Rg | g ∈ Ca

α} →
⊕{R′g′ | g′ ∈ Cϕ(a)

ϕ(α)}

is bijective.

Proof. In view of Lemma 1.16, σ is a functorial isomorphism if and only if, for every
a ∈ A, σR(a) : R(a) → T∗(T

∗(a)) is an isomorphism in (G,A,R)-gr. By Lemma 2.4
this holds if and only if, for every a ∈ A, χa = T∗(ωa) ◦ σR(a) : R(a)→ T∗(R

′(ϕ(a)))
is an isomorphism in (G,A,R)-gr. Given a ∈ A, as χa is a morphism in (G,A,R)-gr,

it is an isomorphism iff, for every α ∈ A, its α-component χaα is bijective. By Lemma
2.8, for every a, α ∈ A, χaα = ψaα and we conclude.
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Corollary 2.10 If σ : 1(G,A,R)-gr → T∗ ◦ T ∗ is an isomorphism, then
1) for every g ∈ G, ψ|Rg is injective ;

2) for every a ∈ A, if g′ ∈ Supp(R′) and g′ϕ(a) ∈ Im(ϕ), then g′ ∈ Im(f) ;

3) ψ : R→ R′(Im(f)) is surjective.

Proof.
1) Let g ∈ G. Given a ∈ A, then g ∈ Ca

α for α = ga so that, by Theorem 2.9, ψ|Rg
is injective.
Note now that, as ψ(Rg) ⊆ R′f(g) for every g ∈ G, given a, α ∈ A, ψaα is surjective

iff, for every g′ ∈ Cϕ(a)
ϕ(α), we have

R′g′ =
∑
{ψ(Rg) | g ∈ Ca

α ∩ f−1(g′)} .

2) Let g′ ∈ Supp(R′) and assume that, for a certain a ∈ A, g′ϕ(a) ∈ Im(ϕ). Then

g′ϕ(a) = ϕ(α) for a suitable α ∈ A i.e. g′ ∈ Cϕ(a)
ϕ(α) . As R′g′ 6= 0, by the foregoing we

get f−1(g′) 6= ∅ .
3) Let g′ ∈ Im(f) , g′ = f(g) for a suitable g ∈ G. Given a ∈ A set α = ga. Then

ϕ(α) = f(g)ϕ(a) so that g′ ∈ Cϕ(a)
ϕ(α) and hence

R′g′ =
∑
{ψ(Rg) | g ∈ Ca

α ∩ f−1(g′)} ⊆ Im(ψ) .

2.11 Example Let f : G→ G′ be a group morphism and let K be any ring. Then
f induces, in a natural way, a ring homomorphism

ψ = ψf : K[G]→ K[G′] ,

where K[G] and K[G′] are the usual group rings over G and G′ respectively, such
that ψ|K = 1K and ψ(g) = f(g) for every g ∈ G. Let A = G, A′ = G′, ϕ = ψ.

Then, given a, α ∈ G we have Ca
α = {αa−1} and C

ϕ(a)
ϕ(α) = {f(aα−1)} . Since for every

g ∈ G and k ∈ K it is
ψ(kg) = kf(g) ,

we conclude that ψaα is bijective. Therefore, by Theorem 2.9 σ is an isomorphism.
Note that ψ is not injective if f is not injective.

2.12. Given a′ ∈ A′, we set

∇a′ :
⊕{R(b) | b ∈ ϕ−1(a′)} → T∗(R

′(a′))

the codiagonal morphism of the family of morphisms {χb | b ∈ ϕ−1(a′)}. Clearly, if
ϕ−1(a′) = ∅, ∇a′ = 0 .

Proposition 2.13 1) If ψ : R → R′ is injective, then, for every a′ ∈ A′, ∇a′ is

injective.
2) If ψ : R → R′(Im(f)) is surjective and a′ ∈ A′ is such that g′a′ ∈ Im(ϕ), with

g′ ∈ Supp(R′), implies g′ ∈ Im(f), then ∇a′ is surjective.
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Proof. Let a′ ∈ A′. As ∇a′ is a morphism in (G,A,R)-gr it is injective (resp.

surjective) if and only if, for every α ∈ A, its α-component ∇a′
α is injective (resp.

surjective). By definition of ∇a′, given α ∈ A, ∇a′
α is the codiagonal morphism of

the family of morphisms {χbα | b ∈ ϕ−1(a′)}. By Lemma 2.8, χbα = ψbα, α, b ∈ A.
Moreover (⊕{R(b) | b ∈ ϕ−1(a′)}

)
α

=
⊕{Rg | g ∈ Cb

α , b ∈ ϕ−1(a′)} ≤ R

and ⊕{R′g′ | g′ ∈ Ca′
ϕ(α)} ≤ R′ .

It follows that ∇a′
α coincides with the corestriction ψa

′
to
⊕{R′g′ | g′ ∈ Ca′

ϕ(α)} of

the restriction of ψ to
(⊕{Rg | g ∈ Cb

α , b ∈ ϕ−1(a′)}
)
. Therefore ∇a′ is injective

whenever ψ is and 1) is proved.
2) Let α ∈ A, g′ ∈ Ca′

ϕ(α) ∩ Supp(R′). Then, in view of our assumptions, g′ ∈ Im(f)

so that R′g′ ⊆ Im(ψ). By the foregoing, we get that ∇a′
α = ψa

′
is surjective. Hence

∇a′ is surjective.

Corollary 2.14 Assume that ψ : R → R′(Im(f)) is a ring isomorphism and that,
for every g′ ∈ Supp(R′) and a ∈ A, g′ϕ(a) ∈ Im(ϕ) implies g′ ∈ Im(f), then, for
every a ∈ A,

∇ϕ(a) :
⊕{R(b) | b ∈ ϕ−1(ϕ(a))} → T∗(R

′(ϕ(a))

is an isomorphism in (G,A,R)-gr.

Proposition 2.15 Assume that σ : 1(G,A,R)-gr → T∗ ◦ T ∗ is a functional isomor-
phism. Then ψ : R→ R′ is injective if and only if ϕ : A→ A′ is injective. Moreover,
in this case, ∇ϕ(a) : R(a)→ T∗(R

′(ϕ(a))) is an isomorphism in (G,A,R)-gr.

Proof. Assume that ψ : R → R′ is injective. Then, in view of Corollary 2.10, the

hypotheses of Corollary 2.14 are fulfilled and hence⊕{R(b) | b ∈ ϕ−1(ϕ(a))} ∼= T∗(R
′(ϕ(a))) ,

for every a ∈ A. On the other hand, given a ∈ A,

χa = T∗(ωa) ◦ σR(a) : R(a)→ T∗(R
′(ϕ(a)))

is an isomorphism and hence we get :

R(a) ∼=
⊕{R(b) | b ∈ ϕ−1(ϕ(a))} .

Hence |ϕ−1(ϕ(a))| = 1 for every a ∈ A, i.e. ϕ is injective.
Assume now that ϕ : A→ A′ is injective. Then, given a ∈ A, we have

T∗(R
′(ϕ(a))) =

⊕
α∈A

R′(ϕ(a))ϕ(α) ≤ R′(ϕ(a))

and hence χa : R(a)→ T∗(R
′(ϕ(a))) coincides, in view of Lemma 2.8, with ψ.
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Proposition 2.16 Assume that σ : 1(G,A,R)-gr → T∗ ◦ T ∗ is a functorial isomor-
phism. If f|Supp(R)

is injective, then also ψ : R→ R′ and ϕ : A→ A′ are injective.

Proof. By Corollary 2.10, ψ|Rg is injective, for every g ∈ G.

Let r ∈ R, r 6= 0. Write r =
n∑
i=1

rgi where gi 6= gj for i 6= j, gi, gj ∈ G, and

0 6= rgi ∈ Rgi, for every i. Then 0 6= ψ(rgi) ∈ R′f(gi)
. As f is injective, the f(gi)’s

are all distincts so that we get 0 6=
n∑
i=1

ψ(rgi) = ψ(r). Therefore ψ is injective and

hence, by Proposition 2.15, also ϕ : A→ A′ is injective.

Remark 2.17 The converse of Proposition 2.16 does not hold. In fact let N 6= {1}
be a normal subgroup of a group G and let A = A′ = G′ = G/N. Let R = R′ be
any graded ring over G such that G = Supp(R). Let f : G→ G/N be the canonical
projection and T = (f, 1A, 1R). Then (G,A,R)-gr = (G′, A′, R′)-gr, σ is obviously

a functorial isomorphism, ψ = 1R and ϕ = 1A are isomorphisms, but f is not
injective.

Theorem 2.18 Assume that

1) ϕ : A→ A′ is injective;

2) ψ : R→ R′(Im(f)) is a ring isomorphism;

3) for every a ∈ A, if g′ ∈ Supp(R′) and g′ϕ(a) ∈ Im(ϕ), then g′ ∈ Im(f).

Then σ : 1(G,A,R)-gr → T∗ ◦ T ∗ and τ : T∗ ◦ T̃ → 1(G,A,R)-gr are functorial isomor-
phisms.

Proof. Let a, α ∈ A, g′ ∈ C
ϕ(a)
ϕ(α) ∩ Supp(R′). By assumption 3), g′ ∈ Im(f).

Therefore, by 2), R′g′ ⊆ Im(ψ) and hence R′g′ =
∑{ψ(Rg) | g ∈ f−1(g′)}. Let

g ∈ f−1(g′). Then ϕ(ga) = f(g)ϕ(a) = g′ϕ(a) = ϕ(α) and hence, as ϕ is injective,
ga = α. It follows that R′g′ =

∑{ψ(Rg) | g ∈ Ca
α∩f−1(g′)} and hence ψaα is surjective.

By 1) ψaα is injective. The conclusion now follows by Theorem 2.9 and Theorem 2.6.

Remark 2.19 Note that the assumptions of Theorem 2.18 are, in practice, those of
Theorem 3.7 in [NRV]. For a list of examples fulfilling these assumptions see [NRV]

Remarks 3.9.

2.20. Assume that σ : 1(G,A,R)-gr → T∗ ◦ T ∗ is a functorial isomorphism. Then,

by Theorem 2.6, also τ : T∗ ◦ T̃ → 1(G,A,R)-gr is a functorial isomorphism and it is

straightforward to check that, in this case, η = λ : T ∗ → T̃ . Given L ∈ (G,A,R)-gr,

ηL : T ∗(L) = R′ ⊗R L→
⊕
a′∈A′

Hom(G,A,R)-gr(T∗(R
′(a′)), L)

is defined by

(ηL(r′ ⊗ `))(s′) =
(
(ψaα)−1(s′r′)

)
`
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for every g′ ∈ G′, a ∈ A, a′ = g′ϕ(a), r′ ∈ R′g′ , ` ∈ La, α ∈ A ,

s′ ∈ (T∗(R
′(a′)))α = R′(a′)ϕ(α) =

⊕{R′t′ | t′ ∈ Ca′
ϕ(α)} .

Note that this makes sense as, given t′ ∈ Ca′
ϕ(α), t

′g′ϕ(a) = t′a′ = ϕ(α) so that

t′g′ ∈ Cϕ(a)
ϕ(α) and s′r′ ∈ ∑{R′v′ | v′ ∈ Cϕ(a)

ϕ(α)}. Moreover, by Theorem 2.9,

ψaα :
⊕{Rg | g ∈ Ca

α} →
∑
{R′v′ | v′ ∈ C

ϕ(a)
ϕ(α)}

is bijective.

Theorem 2.21 Assume that σ : 1(G,A,R)-gr → T∗ ◦ T ∗ is an isomorphism. Then
the following conditions are equivalent :
(a) T∗ is a category equivalence;
(b) T ∗ is a category equivalence;

(c) T̃ is a category equivalence;
(d) ζ : 1(G′,A′,R′)-gr → T̃ ◦ T∗ is a functorial isomorphism;
(e) ρ : T ∗ ◦ T∗ → 1(G′,A′,R′)-gr is a functorial isomorphism;
(f) for every a′ ∈ A′, ρR(a′) : (T ∗ ◦ T∗)(R(a′))→ R(a′) is surjective;

(g) for every M ∈ (G′, A′, R′)-gr, ρM : (T ∗ ◦ T∗)(M)→ M is surjective.
Moreover, if one of this conditions is satisfied η : T ∗ → T̃ is a functorial isomor-
phism.

Proof. (a) ⇐⇒ (b) ⇐⇒ (c) ⇐⇒ (d) ⇐⇒ (e) and the last assertion follow from

Corollary 1.13, in view of Theorem 2.6.
(e)⇒ (f) is trivial.
(f)⇒(g) Let M ∈ (G′, A′, R′)-gr. Then we have an exact sequence of the form

F1 =
⊕
i∈I

R′(a′i)→ F2 =
⊕
j∈J

R′(a′j)→M → 0 .

As T ∗ ◦ T∗ is right exact and commutes with direct sums we get the commutative
diagram with exact rows :

(T ∗ ◦ T∗)(F1) → (T ∗ ◦ T∗)(F2) → (T ∗ ◦ T∗)(M) −→ 0

ρF1

y ρF2

y ρM

y
F1 → F2 → M −→ 0

where the first two arrows are surjective. As ρF2 is surjective, also ρM is surjective.
(g)⇒(e) In view of Lemma 1.16, ρ is a functorial isomorphism iff, for every a′ ∈
A′, ρR′(a′) is an isomorphism. By our assumption, ρR′(a′) is surjective. Let K =

Ker(ρR′(a′)). In view of Proposition 1.6, T∗(K) = 0. On the other hand, by our
assumption, ρK : (T ∗ ◦ T∗)(K)→ K is surjective. Therefore K = 0.
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Proposition 2.22 Let a′ ∈ A′. Then ρR′(a′) is surjective iff there exist n ∈ N, α1, ...,

αn ∈ A, g′i ∈ C
ϕ(αi)
a′ , mi ∈ N, γi

1, ..., γ
i
mi
∈ Ca′

ϕ(αi)
, zi ∈ R′g′, ω

i
j ∈ R′

γi
j

such that

n∑
i=1

(
zi

mi∑
j=1

ωij
)

=
n∑
i=1

mi∑
j=1

ziω
i
j = 1

Proof. As R′(a′) is a left R′-module spanned by 1 and ρR′(a′) is a morphism of
R′-modules, ρR′(a′) is surjective iff 1 ∈ Im(ρR′(a′)) i.e. iff there exists an element

t ∈ T ∗(T∗(R
′(a′))) such that ρR′(a′)(t) = 1. As 1 ∈ R′(a′)a′, we must have t ∈

T ∗(T∗(R
′(a′)))a′. Therefore there exist n ∈ N, α1, ..., αn ∈ A and, for every i =

1, ..., n, g′i ∈ C
ϕ(αi)
a′ , zi ∈ R′g′i, ωi ∈ R

′(a′)ϕ(αi), such that

t =
n∑
i=1

zi ⊗ ωi.

For every i = 1, ..., n, there exist mi ∈ N, γ′1, ..., γ
′
mi
∈ Ca′

ϕ(αi)
, ωi

j ∈ R′
γi
j

such that

ωi =
mi∑
j=1

ωij .

Therefore

t =
n∑
i=1

mi∑
j=1

zi ⊗ ωij and 1 = ρ(t) =
n∑
i=1

mi∑
j=1

ziω
i
j .

Corollary 2.23 Assume that G′Im(ϕ) = A′ and R′ is strongly graded. Then, for
every a′ ∈ A′, ρR′(a′) is surjective.

Proof. Let a′ ∈ A′. There exist g′ ∈ G′, α ∈ A such that a′ = g′ϕ(α). As R′ is

strongly graded we have 1 =
n∑
i=1

ziωi where n ∈ N, zi ∈ R′g′ and ωi ∈ R′(g′)−1.

Set α1 = ... = αn = α, g′1 = ... = g′n = g′, m1 = ... = mn = 1 , γ1
1 = ... = γn1 =

(g′)−1, ωi1 = ωi. As g′ϕ(α) = a′ we have (g′)−1a′ = ϕ(α) so that γ1
1 , ..., γ

n
1 ∈ Ca′

ϕ(α),

ωi1 ∈ R′γi1 and

n∑
i=1

mi∑
j=1

ziω
i
j =

n∑
i=1

ziωi = 1 .

Theorem 2.24 Assume that
1) ϕ is injective;

2) ψ : R→ R′(Im(f)) is an isomorphism;
3) for every a ∈ A, if g′ ∈ Supp(R′) and g′ϕ(a) ∈ Im(ϕ), then g′ ∈ Im(f);
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4) R′ is strongly graded;

5) G′Im(ϕ) = A′ .

Then σ : 1(G,A,R)-gr → T∗ ◦ T ∗ , ρ : T ∗ ◦ T∗ → 1(G′,A′,R′)-gr and λ : T ∗ → T̃ are
functorial isomorphisms.

Proof. It follows by Theorem 2.18, Theorem 2.21 and Corollary 2.23.

Corollary 2.25 Let H be a subgroup of a group G, let A be a G-set and let B be a
subset of A such that hB ⊆ B, for all h ∈ H. Assume that :

1) gb ∈ B, for g ∈ G and b ∈ B, implies g ∈ H ;

2) GB = A .

Let R be a strongly G-graded ring and let T = (f, ϕ, ψ) where f = canonical injection

H ↪→ G, ϕ = canonical injection B ↪→ A, ψ = canonical injection R(H) ↪→ R.

Then the categories (G,A,R)-gr and (H,B,R(H))-gr are equivalent, and this equiv-
alence is given by the functors T ∗ and T∗. Moreover λ : T ∗ → T̃ is a functorial

isomorphism.

Remark 2.26 The hypotheses of Corollary 2.25 are, in particular, fulfilled when

B = {x}, H = Gx, the stabilizer subgroup of x. Therefore Proposition 3.10 and
Corollary 3.11 in [NRV] can be derived from this result.

Theorem 2.27 Let T = (f, ϕ, ψ) be as in 2.1. Then the functors T ∗ and T̃ are
isomorphic if and only if the following conditions are satisfied :

1) for every a′ ∈ A′, T∗(R′(a′)) is finitely generated and projective in R-mod;

2) for every a ∈ A, there exists an isomorphism in (G′, A′, R′)-gr

θa : R′(ϕ(a))
∼→ T̃ (R(a))

such that, given a1, a2, α ∈ A, r ∈ R(a2)a1, s ∈ R′(ϕ(a1))ϕ(α) it is

(
(θa1(1))(s)

)
· r = (θa2(1))(s · ψ(r)) (∗)

Proof. First of all note that, as T̃ =
⊕
a′∈A′Hom(G,A,R)-gr(T∗(R

′(a′)),−), T̃ is right

exact and commute with direct limits if and only if, for every a′ ∈ A′, the functor

Hom(G,A,R)-gr(T∗(R
′(a′)),−) is right exact and commute with direct limits. Let

a′ ∈ A′. Then the functor Hom(G,A,R)-gr(T∗(R
′(a′)),−) is right exact if and only if

T∗(R
′(a′)) is projective in (G,A,R)-gr, if and only if - by Corollary 2.9 in [NRV] -

it is projective in R-mod. On the other hand, by slightly changing the usual proof

in R-mod, it is easy to show that the functor Hom(G,A,R)-gr(T∗(R
′(a′)),−) commute

with direct limits iff T∗(R
′(a′)) is finitely generated.

Now assume that T̃ is right exact and commute with direct limits. Then, by
Proposition 1.15, there is a functorial isomorphism θ : T ∗ → T̃ if and only if for
every a ∈ A, there is an isomorphism

θR(a) : T ∗(R(a))→ T̃ (R(a))
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such that, for every morphism µ : R(a1)→ R(a2) in (G,A,R)-gr, a1, a2 ∈ A, it is

θRa2
◦ T ∗(µ) = T̃ (µ) ◦ θRa1

. (∗∗)

Given a family of isomorphisms satisfying (**), set

θa = θRa ◦ ω−1
a a ∈ A

where ωa is as in 2.4. Then θa : R′(ϕ(a))→ T̃ (R(a)) is an isomorphism.

Let a1, a2 ∈ A, r ∈ R(a2)a1, and let µ = µr : R(a1) → R(a2) be the right multipli-
cation by r. Then, from (**), we get

θRa2
◦ T ∗(µ) ◦ ω−1

a1
= T̃ ◦ θRa1

◦ ω−1
a1

and hence
θa2 ◦ ωa2 ◦ T ∗(µ) ◦ ω−1

a1
= T̃ ◦ θa1 .

It follows that

µ ◦ (θa1(1)) = (T̃ (µ) ◦ θa1)(1) = (θa2 ◦ ωa2 ◦ T ∗(µ) ◦ ω−1
a1

)(1) =

= (θa2 ◦ ωa2 ◦ T ∗(µ))(1⊗ 1) = (θa2 ◦ ωa2)(1⊗ r) = θa2(ψ(r)) .

Hence µr ◦ (θa1(1)) = θa2(ψ(r)) .

Given α ∈ A, s ∈ R′(ϕ(a1))ϕ(α) we get :

(
(θa1(1))(s)

)
· r = (µr ◦ θa1(1))(s) = (θa2(ψ(r)))(s) =

= (ψ(r)θa2(1))(s) = θa2(1)(sψ(r))

and hence (*) is satisfied.
Conversely let θa : R′(ϕ(a))

∼→ T̃ (R(a)), a ∈ A, be a family of isomorphisms

satisfying (*). For every a ∈ A, set θR(a) = θa◦ωa. Then θR(a) : T ∗(R(a))→ T̃ (R(a))
is an isomorphism.
Let µ : R(a1) → R(a2) be a morphism in (G,A,R)-gr. Set r = µ(1). Then r ∈
R(a2)a1 and µ = µr , the right multiplication by r. Given α ∈ A, s ∈ R′(ϕ(a1))ϕ(α),

we have
[(θR(a2) ◦ T ∗(µr))(1⊗ 1)](s) = [(θa2 ◦ ωa2)(1⊗ r)](s) =

= (θa2(ψ(r)))(s) = (θa2(1))(s · ψ(r)) =
(
(θa1(1))(s)

)
· r =

=
(
(T̃ (µr) ◦ θa1)(1)

)
(s) = [(T̃ (µr) ◦ θR(a1))(1⊗ 1)](s) .

Therefore
(θR(a2) ◦ T ∗(µr))(1⊗ 1) = (T̃ (µr) ◦ θR(a1))(1⊗ 1) .

As T ∗(R(a)) is a cyclic module spanned by 1⊗ 1, we get

θR(a2) ◦ T ∗(µr) = T̃ (µr) ◦ θR(a1)

and hence (**) is satisfied.
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2.28. Assume that A = {a} is a singleton with G acting trivially on it. Then, for
each a′ ∈ A,

Hom(G,A,R)-gr(T∗(R
′(a′)), R(a))

is a right R-module with respect to

(ξr)(x) = ξ(x) · r ,

ξ : T∗(R
′(a′)) → R(a) morphism in (G,A,R)-gr, r ∈ R, x ∈ T∗(R′(a′)). It follows

that T̃ (R(a)) has a natural structure of R-module.

On the other hand T∗(R
′(a′)) = R′(a′)⊗R R is also a right R-module.

Corollary 2.29 Assume that A = {a} is a singleton. Then the functors T ∗ and T̃
are isomorphic if and only if the following conditions are satisfied :

1) for every a′ ∈ A′, R′(a′)ϕ(a) is finitely generated and projective in R-mod;

2) there exists an isomorphism in (G′, A′, R′)-gr

θ : R′(ϕ(a))
∼→ T̃ (R(a))

that is also an isomorphism of right R-modules.

2.30. Assume that G = G′, f = 1G, R = R′ and ψ = 1R. Then T = (1G, ϕ, 1R)

and, in view of Proposition 2.16 and Theorem 2.18, σ is a functorial isomorphism
iff ϕ : A → A′ is injective. The following proposition shows that, even if ϕ is not
injective, the functors T ∗ and T̃ can be isomorphic.

Proposition 2.31 Let T = (1G, ϕ, 1R) be as in 2.29. Then we have :

1) for every a′ ∈ A′ the morphism

∇a′ :
⊕{R(b) | b ∈ ϕ−1(a′)} → T∗(R(a′))

defined in 2.12, is an isomorphism in (G,A,R)-gr;

2) the functors T ∗ and T̃ are isomorphic iff, for every a′ ∈ A′, the set ϕ−1(a′) is

finite.

Proof. 1) follows directly by Proposition 2.13.

In the sequel of the proof, for each a′ ∈ A′, we identify, through the isomorphism
∇a′, the direct sum

⊕{R(b) | b ∈ ϕ−1(a′)} with T∗(R(a′)).

2) From 1) we get that, given a′ ∈ A′, T∗(R
′(a′)) is always projective in R-mod,

while it is finitely generated iff the set ϕ−1(a′) is finite. Assume that this holds for

every a′ ∈ A′. Given a ∈ A, we define

θa : R(ϕ(a))→ T̃ (R(a)) =
⊕
a′∈A′

Hom(G,A,R)-gr(
⊕{R(b) | b ∈ ϕ−1(a′)}, R(a))

by setting, for every a′ ∈ A′, g ∈ G such that gϕ(a) = a′ and rg ∈ Rg ⊆ R(ϕ(a))a′

θa(rg) :
⊕{R(b) | b ∈ ϕ−1(a′)} → R(a)
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to be the morphism which is the right multiplication by rg on R(ga) and 0 elsewhere.
Note that, since ϕ(ga) = gϕ(a) = a′, ga ∈ ϕ−1(a′). Clearly θa(rg) is a morphism in

(G,A,R)-gr.
A routine checking shows that θa is an isomorphism in (G,A′, R)-gr and that con-
dition (*) of theorem 2.27 is fulfilled so that T ∗ ' T̃ .

Corollary 2.32 Let U : (G,A,R)-gr → R-mod be the forgetful functor. The right
adjoint functor F of U , F : R-mod → (G,A,R)-gr is also a left adjoint functor of
U iff A is finite.

Proof. It follows by Proposition 2.31 after the Remarks in 2.2.2.

Remark 2.33 1) Part of Proposition 2.31 and Corollary 2.32 can be found in

[NRV].
2) The proof of 2) in Proposition 2.31 can be also done directly using the Remarks

in 2.2.2.

2.34. For every M ∈ (G,A,R)-gr, let

Supp(M) = {a ∈ A | Ma 6= 0} .

Supp(M) will be called the support of M.

Proposition 2.35 Let T = (f, ϕ, ψ) be as in 2.1. For every L ∈ (G,A,R)-gr,
Supp(T ∗(L)) and Supp(T̃ (L)) are contained in G′Im(ϕ) .

Proof. Let L ∈ (G,A,R)-gr. Recall that, given a′ ∈ A′, (T ∗(L))a′ = subgroup of
R′⊗RL spanned by the elements of the form r′λ⊗ `a, where λ ∈ G′, a ∈ A, λϕ(a) =

a′, r′λ ∈ R′λ, `a ∈ La . It follows that a′ ∈ G′Im(ϕ) whenever (T ∗(L))a′ 6= 0 .
Assume now that 0 6= (T̃ (L))a′ = Hom(G,A,R)-gr(T∗(R

′(a′)), L) . Then T∗(R
′(a′)) 6= 0

so that there is an α ∈ A such that

0 6= (T∗(R
′(a′))α = R′(a′)ϕ(α) =

⊕
g′∈Ca′

ϕ(α)

R′g′ .

Hence Ca′
ϕ(α) 6= ∅ and therefore a′ ∈ G′Im(ϕ).

Corollary 2.36 Assume that σ : 1(G,A,R)-gr → T∗ ◦T ∗ is a functorial isomorphism.
Then, for every L ∈ (G,A,R)-gr, Supp(Ker(ηL)) and Supp(Coker(ηL)) are contained
in G′Im(ϕ).

Proof. Given L ∈ (G,A,R)-gr, we have ηL : T ∗(L)→ T̃ (L) .
Hence Supp(Ker(ηL)) ⊆ Supp(T ∗(L)) and Supp(Coker(ηL)) ⊆ Supp(T̃ (L)) .

Proposition 2.37 Let T = (f, ϕ, ψ) be as in 2.1. Assume that R′ is a strongly
graded ring and let M ∈ (G′, A′, R′)-gr be such that Supp(M) ⊆ G′Im(ϕ) . Then, if
M 6= 0, T∗(M) 6= 0.
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Proof. Assume that M 6= 0. Let a′ ∈ Supp(M), 0 6= ma′ ∈ Ma′ . Then we
have a′ = g′ϕ(a) for suitable g′ ∈ G′, a ∈ A . As R′ is strongly graded there are

n ∈ N, r1, ..., rn ∈ Rg′, s1, ..., sn ∈ R(g′)−1 such that 1 =
n∑
i=1

risi . Then

0 6= ma′ = 1 ·ma′ =
n∑
i=1

risima′

and hence we get 0 6= sima′ for some i, 1 ≤ i ≤ n. Then

0 6= sima′ ∈M(g′)−1a′ = Mϕ(a) = (T∗(M))a

and hence T∗(M) 6= 0 .

Theorem 2.38 Let T = (f, ϕ, ψ) be as in 2.1. Assume that σ : 1(G,A,R)-gr → T∗◦T ∗

is a functorial isomorphism and that R′ is a strongly graded ring. Then η : T ∗ → T̃
is a functorial isomorphism.

Proof. By Theorem 2.6 and Proposition 1.8, for every L ∈ (G,A,R)-gr, Ker(ηL)
and Coker(ηL) belong to C = {M ∈ (G′, A′, R′)-gr | T∗(M) = 0}.
By Corollary 2.36, Supp(Ker(ηL)) and Supp(Coker(ηL)) are contained in G′Im(ϕ),
so that, by Proposition 2.37 we get Ker(ηL) = 0 and Coker(ηL) = 0 .

Corollary 2.39 ([NRV] Proposition 3.10)
Assume that

1) ϕ : A→ A′ is injective;

2) ψ : R→ R′(Im(f)) is a ring isomorphism;
3) for every a ∈ A, if g′ ∈ Supp(R′) and g′ϕ(a) ∈ Im(ϕ), then g′ ∈ Im(f).
Then, if R′ is a strongly graded ring, η : T ∗ → T̃ is a functorial isomorphism.

Proof. Follows by Theorems 2.18 and 2.38.

2.40 Example Let T = (f, ϕ, ψ) be as in Example 2.11. Then, as we remarked in
2.11, σ is a functorial isomorphism. Since R′ = K[G′] is a strongly graded ring, by
Theorem 2.38 η : T ∗ → T̃ is a functorial isomorphism.

3 Two particular cases

3.1. Let R be a G-graded ring. Set ϕ = f = canonical injection : {1} ↪→ G , ψ =
canonical injection R1 ↪→ R. Let T = (f, ϕ, ψ). Then, in this case, T∗ = (−)1 :

R-gr → R1-mod, M 7→ M1, while T ∗ = Ind : R1-mod → R-gr, the (left) induced
functor, and T̃ = Coind : R1-mod→ R-gr, the (left) coinduced functor.
Recall that, given N ∈ R1-mod, Ind(N) is the graded left R-module M = R ⊗R1

N, where M has the grading Mg = Rg ⊗R1 N , g ∈ G, and Coind(N) = {f ∈
HomR1(R,N) | f(Rg) = 0 for almost every g ∈ G} with the grading :

(Coind(N))g = {f ∈ HomR1(R,N) | f(Rh) = 0 ∀h 6= g−1} .
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The right induced functor and the right coinduced functor from mod-R1 into gr-R,
are defined in an analogous way.

From the foregoimg results we know that Ind is a left adjoint of (−)1 and that
Coind is a right adjoint of (−)1. Hence (−)1 is an exact functor, Ind is right exact
and Coind is left exact. These facts were firstly proved in [N1].
The adjunction and coadjunction morphisms have, in this case, the following form

(we use the notations of 2.1). Given N ∈ R1-mod, we have : σN : N → (Ind(N))1 =
(R ⊗R1 N)1 , x 7→ 1⊗ x, for every x ∈ N, τN : (Coind(N1))1 ' HomR1(R1, N) →
N, ξ 7→ ξ(1) .

Given M ∈ R-gr, we have ζM : M → Coind(M1), ζM (xg) = (µxg )1 : (R(g))1 → M1,
where g ∈ G, xg ∈ Mg and µxg : R(g) → M is the right multiplication by xg on
M. Therefore (ζM (xg))(a) = ag−1xg, for every a =

∑
g∈G

ag ∈ R . It follows that, given

x ∈M, x =
∑
g∈G

xg, we have

(ζM (x))(a) =
∑
g∈G

ag−1xg for every a =
∑
g∈G

ag ∈ R .

Moreover ρM : Ind(M1) = R ⊗R1 M1 → M is defined by setting

ρM (r ⊗ x1) = rx1 for every r ∈ R, x1 ∈M1 .

By Theorem 2.18, σ and τ are, in this case, functorial isomorphisms. Hence, from
2.20, we learn that η = λ : T ∗ = Ind → T̃ = Coind has the following form. For
every N ∈ R1-mod,

ηN : Ind(N)→ Coind(N)

is defined by
(ηN (r ⊗ x))(s) =

∑
g∈G

(sg−1rg)x

for every r ∈ R, s ∈ R, x ∈ N.
Let

C = {M ∈ R-gr | M1 = 0}
and let t be the radical associated to C. Then, by Proposition 1.8, we have that

Ker(ηN) and Coker(ηN) belong to C. Moreover Ker(ηN) = t(Ind(N)) and Im(ηN )
is essential in Coind(N). Still, by Proposition 1.6, we have that, for every M ∈
B, Ker(ρM ), Coker(ρM), Ker(ζM ), Coker(ζM) belong to C, Ker(ζM) = t(M) and
Im(ρM ) is the smallest subobject L of M sucht that M/L belongs to C.

From Theorem 2.21 and Theorem 2.24 we deduce the following form of a classical
result due to Dade (see [D] Theorem 2.8).

Theorem 3.2 Let R =
⊕
g∈GRg be a G-graded ring. Then the following assertions

are equivalent :
(a) R is strongly graded;
(b) (−)1 is a category equivalence;
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(c) Ind is a category equivalence;

(d) Coind is category equivalence;

(e) ζ : 1R-gr → Coind ◦ (−)1 is a functorial isomorphism;

(f) ρ : Ind ◦ (−)1 → 1R-gr is a functorial isomorphism;

(g) for every g ∈ G, ρR(g) : Ind(Rg−1)→ R(g) is surjective.

Moreover, if one of these conditions is satisfied, η : Ind → Coind is a functorial
isomorphism.

Proof. By Theorems 2.21 and 2.24, it remains to prove that (g)⇒(a). Given
g ∈ G, there exists an element a ∈ (Ind(Rg−1))g such that ρR(g)(a) = 1. Write

a =
∑n
i=1 ri ⊗ si where n ∈ N, ri ∈ Rg, si ∈ Rg−1. Then we get

n∑
i=1

risi =

ρR(g)(a) = 1 .

Remark 3.3 Let G be a non trivial group i.e. G 6= {1} and let R be an arbitrary
ring. Then R can be considered as a G-graded ring with the trivial grading : R1 = R
and Rg = 0 for every g 6= 1 . Obviously, in this case we have Ind ' Coind but R is

not strongly graded.

Thus, in this case, we may ask the following question :

“If R is a graded ring and the functors Ind and Coind are isomorphic, how much
does R approach a strongly graded ring ?”

From the foregoing, we deduce the following :

Theorem 3.4 Let R be a G-graded ring. The following assertions are equivalent :

(a) the functors Ind and Coind are isomorphic;

(b) η : Ind→ Coind is a functorial isomorphism;

(c) η̂ = ηR1 ◦ ω−1 : R → Coind(R1) , (η̂(r))(s) =
∑
g∈G

sg−1rg , r, s ∈ R is an

isomorphism and for every g ∈ G, Rg is projective and finitely generated in R1-mod;

(d) there exists an isomorphism θ : R → Coind(R1) in R-gr that is also a
morphism in mod-R1 and for every g ∈ G, Rg is finitely generated and projective in
R1-mod.

Proof. As σ and τ are functorial isomorphisms (see 3.1), (a) ⇒ (b) follows by
Theorem 1.3.

(b) ⇒ (c) is trivial.

(c) ⇒ (d) It is easy to check that η̂ is also a morphism in mod-R1.

(d) ⇒ (a) follows by Corollary 2.29.

Next theorem outlines a nice symmetry we have in this case.

Theorem 3.5 Let R be a G-graded ring. Then the left functors Ind and Coind are
isomorphic if and only if the right functors Ind and Coind are isomorphic.
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Proof. In the following we will denote the “right version” of whatever we introduced
before by using the same letter and ′ . Assume that the left functors Ind and Coind

are isomorphic.
Let g ∈ G. As Rg−1 is finitely generated and projective in R1-mod, the evaluation
morphism, ν : Rg−1 → Hommod-R1

(Hom
R1-mod(Rg−1, R1), R1), is an isomorphism

in R1-mod (see [AF] Prop. 20.17).

On the other hand η̂ : R→ Coind(R1) is an isomorphism in R-gr and, moreover, it
is a morphism in mod-R1. Therefore

Hom(η̂g, R1) ◦ ν : Rg−1 → Hommod-R1
(Rg, R1)

is an isomorphism. Given sg−1 ∈ Rg−1 and rg ∈ Rg we have :

[(Hom(η̂g, R1) ◦ ν)(sg−1)](rg) = (ν(sg−1) ◦ η̂g)(rg) =

= ν(sg−1)(η̂(rg)) = η̂(rg)(sg−1) = sg−1rg = [η̂′g−1(sg−1)](rg) .

Therefore η̂′g−1 is an isomorphism. It follows that η̂′ is an isomorphism.
As η̂g : Rg → Hom

R1-mod(Rg−1 , R1) is an isomorphism in mod-R1, and as Rg−1 is
finitely generated and projective in R1-mod, we get that Rg is finitely generated and

projective in mod-R1 (see [AF] Prop. 20.17). By Theorem 3.4′, the right functors
Ind′ and Coind′ are isomorphic.

Theorem 3.6 Let R be a G-graded ring. Assume that Ind ' Coind and let g ∈
Supp(R). Then there exist elements ai ∈ Rg, bi ∈ Rg−1, 1 ≤ i ≤ n, such that for

every a ∈ Rg, b ∈ Rg−1 we have:

a =
( n∑
i=1

aibi
)
a , b = b

( n∑
i=1

aibi
)

Proof. By Theorem 3.5, η̂g : Rg → Hom
R1-mod(Rg−1, R1), (η̂g(rg))(sg−1) = sg−1rg ,

rg ∈ Rg, sg−1 ∈ Rg−1 , is an isomorphism. By the same theorem, Rg−1 is finitely
generated and projective in R1-mod. Thus, by the Dual Basis Lemma, there exist

b1, b2, ..., bn ∈ Rg−1 and f1, ..., fn ∈ HomR1(Rg−1 , R1) such that for each b ∈ Rg−1 we
have

b =
n∑
i=1

fi(b)bi .

For every i = 1, ..., n, there is an ai ∈ Rg such that fi = η̂g(ai) . Hence

b =
n∑
i=1

(η̂g(ai))(b)bi =
n∑
i=1

baibi = b
( n∑
i=1

aibi
)
.

Let c =
n∑
i=1

aibi. Then b = bc for every b ∈ Rg−1 and thus Rg−1(1 − c) = 0. It

follows that Rg−1(1− c)Rg = 0 so that η̂g((1− c)Rg) = 0. As η̂g is injective, we get

(1− c)Rg = 0 and hence a =
( n∑
i=1

aibi
)
a for every a ∈ Rg .
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Lemma 3.7 Let R =
⊕
g∈GRg be a G-graded ring. If RgRg−1 = R1 for every

g ∈ Supp(R) then H = Supp(R) is a subgroup of G and R =
⊕
h∈HRh is an H-

strongly graded ring.

Proof. Let g, h ∈ Supp(R) and assume that gh 6∈ Supp(R) . Then 0 = RghRh−1 ⊇
RgRhRh−1 = Rg. Contradiction.

Proposition 3.8 Let R =
⊕
g∈GRg be a G-graded ring. Assume that Ind ' Coind.

If every Rg, g ∈ Supp(R) is faithful as a left R1-module, then H = Supp(R) is a
subgroup of G and R =

⊕
h∈HRh is an H-strongly graded ring.

Proof. Let g ∈ Supp(R). By Theorem 3.6 there exist elements ai ∈ Rg, bi ∈

Rg−1 (1 ≤ i ≤ n) such that we have a =
( n∑
i=1

aibi
)
a for every a ∈ Rg. Set c =

1−
n∑
i=1

aibi. Then cRg = 0 and hence, in view of our assumption, c = 0 i.e. 1 =
n∑
i=1

aibi.

Therefore RgRg−1 = R1 for every g ∈ Supp(R). Apply now Lemma 3.7.

Theorem 3.9 Let R =
⊕
g∈GRg be a G-graded ring. Assume that Ind ' Coind.

If every finitely generated and projective module in R1-mod is faithful, then H =
Supp(R) is a subgroup of G and R =

⊕
h∈HRh is an H-strongly graded ring.

Proof. Let g ∈ Supp(R). Then, by Theorem 3.4 Rg is finitely generated and
projective in R1-mod. It follows, by our assumption, that Rg is faithful. The

conclusion now follows by Proposition 3.8.

3.10. If A is a ring, we denote by ΩA the set of all isomorphism classes of simple

objects in A-mod, i.e.

ΩA = {[S] | S is a simple left A-module}

and [S] = {S ′ ∈ A-mod | S ′ ' S} .
The ring A is called local if A/J(A) is a simple artinian ring (J(A) is the Jacobson
radical).

Clearly if A is local, then |ΩA| = 1 (in general the converse is not true).

Now we can give one of the main results of this section.

Theorem 3.11 Let R =
⊕
g∈GRg be a G-graded ring and assume that Ind ' Coind.

If- |ΩR1| = 1 (in particular if R1 is a local ring) then H = Supp(R) is a subgroup of
G and R =

⊕
h∈H Rh is an H-strongly graded ring.

Proof. Since |ΩR1| = 1 every finitely generated and projective module in R1-mod
is a generator (see [AF] Theorem 10.4 and Proposition 17.9) and hence it is faithful.

Apply now Theorem 3.9.



Some remarks on generalized Cohen-MacAulay rings 551

Theorem 3.12 Let R =
⊕
g∈GRg be a G-graded ring with the property that R1 has

only two idempotents 0 and 1 (in particular when R1 is a domain). Assume that

Ind ' Coind.
Then H = Supp(R) is a subgroup of G and R =

⊕
h∈HRh is an H-strongly graded

ring.

Proof. By Theorem 3.6 if g ∈ Supp(R), there exist elements ai ∈ Rg, bi ∈ Rg−1 , 1 ≤
i ≤ n such that for every a ∈ Rg we have

a =
( n∑
i=1

aibi
)
a .

In particular we have that, for every 1 ≤ k ≤ n , ak =
( n∑
i=1

aibi
)
ak so that

akbk =
( n∑
i=1

aibi
)
(akbk) .

Therefore e =
n∑
i=1

aibi is an idempotent of R1 . Since g ∈ Supp(R), Rg 6= 0 and

hence e 6= 0. It follows that e = 1 and so RgRg−1 = R1. Apply now Lemma 3.7.

3.13 Example Let A be a ring and let AMA be an A-A-bimodule. Assume that
ϕ = [−,−] : M ⊗AM → A is an A-A-morphism satisfying [m1, m2]m3 = m1[m2, m3]

for all m1, m2, m3 ∈M. We define a multiplication on the abelian group A×M by
setting

(a,m)(a′, m′) = (aa′ + [m,m′], am′ +ma′) .

In this way A×M becomes a ring which is called the semi-trivial extension of A by
M and ϕ and will be denoted by A×ϕM. The ring R = A×ϕM can be considered
as a graded ring of type Z2 = Z/2Z by putting R0 = A× {0}, R1 = {0} ×M. We
have :

η̂0 : R0 → HomR0(R0, R0) is an isomorphism and η̂1 : R1 = M → HomA(M,A),
where η̂1(m)(m′) = [m′, m], m′, m ∈ M. The map [−,−] : M ⊗AM → A is called
left non degenerate if m = 0 if and only if [m′, m] = 0 for every m′ ∈ M. The map

[−,−] : M ⊗AM → A is called left onto if for any f ∈ HomA(AM,A) there exists
an m ∈M such that f = [−, m] (i.e. f(m′) = [m′, m] for every m′ ∈M). Therefore
we get :

Proposition 3.13.1. Within the above notations the functors Ind and Coind are
isomorphic if and only if the map [−,−] is left non degenerate and left onto and AM
is finitely generated and projective.

3.13.2. A particular case. Let K be a field, A = K ×K, e = (1, 0), M = Ae =
K × {0}. We define ϕ = [−,−] : M ⊗M → A by setting [m,m′] = mm′, where
m,m′ ∈ Ae = M. If [m,m′] = 0 for every m ∈ M then we have mm′ = 0 for
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every m ∈ Ae. Thus, for m = e we get em′ = m′ = 0. Therefore the map [−,−]
is non degenerate. Let now f ∈ HomA(M,A). If we put f(e) = m, then we have

f(e) = f(e · e) = ef(e) = em = me and therefore m = me ∈ Ae = M. On the other
hand f(λe) = λf(e) = λm = (λe)m for every λ ∈ A and thus f = [−, m]. Hence for
the semitrivial extension A×ϕ M we have Ind ' Coind. We observe that this ring
is not strongly graded (as R1R1 = Ae 6= A), also Supp(R) = Z2 6= {0}. Moreover

the ring A is not local.

3.14. Let ψ : R→ S be a morphism of rings. Set G = G′ = A = A′, R′ = S, T =
(1G, 1A, ψ). Then, as we remarked in 2.2.3, (G,A,R)-gr=R-mod, (G′, A′, R′)-gr=S-

mod, T∗ is the restriction of scalar functors ψ∗ : S-mod → R-mod, T ∗ is the (left)
Induction functor S ⊗R − : R-mod → S-mod, T̃ is the (left) Coinduction functor
HomR(RSS ,−) :

R-mod → S-mod.

Part of the following theorem can be found in [NT].

Theorem 3.15 Let ψ : R→ S be a ring homomorphism. The following assertions
are equivalent :

(a) The functors S ⊗R − and HomR(RSS,−) are isomorphic;

(b) 1) RS is finitely generated and projective in R-mod;

2) there exists an isomorphism of S-R-bimodules

θ : SSR → HomR(RSS, RRR)

(c) 1) RS is finitely generated and projective in R-mod;

2) there exists an R-R-morphism :

[−,−] : S ⊗R S → R

which is left non degenerate and left onto. Also [−,−] is associative in the sense
that

[ss′, s′′] = [s, s′s′′] for all s, s′, s′′ ∈ S .

Proof. (a) ⇐⇒ (b) by Corollary 2.29.

(b) ⇒ (c) Define [−,−] : S ⊗R S → R by setting

[s, s′] = θ(s′)(s) for every s, s′ ∈ S .

As θ is an S-R-bimodule morphism, it is easy to prove that [−,−] is an R-R-

morphism. As θ is bijective, [−,−] is left non degenerate and left onto. Let us prove
that [−,−] is associative. Let s, s′, s′′ ∈ S. We have :

[s, s′s′′] = (θ(s′s′′))(s) = (s′θ(s′′))(s) = θ(s′′)(ss′) = [ss′, s′′] .

(c)⇒ (b) Define θ : S → HomR(RSS , RRR) by setting θ(s′)(s) = [s, s′] for every
s, s′ ∈ S. It is straightforward to show that θ is an isomorphism of S-R-bimodules.
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3.16. Following Kasch [K], (see also [NT]) we say that a ring morphism ψ : R→ S
is a left Frobenius morphism if it fulfills one of the equivalent conditions of Theorem

3.15.

Let ψ : R → S be a left Frobenius morphism and θ : SSR → HomR(RSS, RRR) be
an isomorphism of S-R-bimodules. Denote by

ν : RS → HomR(HomR(RS, RRR), RRR)

the evaluation morphism and let

θ′ = HomR(θ, R) ◦ ν : RSS → HomR(RSR, RRR) .

Then it is easy to prove (see [NT] Proposition 1) that ν is an isomorphism so
that θ′ is an isomorphism of R-S-bimodules. Moreover SR, being isomorphic to
HomR(RS, RRR), is projective and finitely generated. Thus ψ : R → S is also a

right Frobenius morphism.

By symmetry, the converse also holds so that one can simply consider Frobenius
morphisms without any regard for the side. Moreover it is important to note (see

[NT] §2) that if [[−,−]] : S ⊗R S → R is the R-R-morphism associated to θ′, then
for every a, b ∈ S

[[a, b]] = θ′(a)(b) = [HomR(θ, R)(ν(a))](b) = ν(a)(θ(b)) = θ(b)(a) = [a, b] .

Hence [[−,−]] = [−,−].

From these considerations and by Theorem 3.14 we get :

Corollary 3.17 Let ψ : R → S be a ring morphism. Then the “left” functors

Induction and Coinduction are isomorphic if and only if the “right” functors In-
duction and Coinduction are isomorphic. Moreover, in this case, every associative
R-R-morphism

[−,−] : S ⊗R S → R

which is left non degenerate and left onto is also right non degenerate and right onto.
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3.18 Example

• 1. If R =
⊕
g∈GRg is a G-strongly graded ring and H ≤ G is a subgroup of

finite index then the canonical injection i : R(H) → R is a Frobenius morphism.
Indeed let T = (f, ϕ, ψ) where f : H → G, ϕ : {H} ↪→ G/H , ψ = i : R(H) →
R are the canonical injections. Then the categories R(H)-mod and (G/H,R)-
gr are equivalent and this equivalence is given by the functors T ∗ and T∗.

Moreover λ : T ∗ → T̃ is a functorial isomorphism(see Corollary 2.25).

• Let F : (G/H,R)-gr → R-mod be the forgetful functor. Then F ◦ T ∗ =

R ⊗R(H) − and F ◦ T̃ = HomR(H)(R,−) as H has finite index.

• 2. Let R =
⊕
g∈GRg be a G-graded ring and let A be a finite G-set. We can

define the smash product R#A associated to R and to the G-set A.

• R#A is defined as follows. It is the free R-module with basis {px, x ∈ A}
where the multiplication is defined by

(agpx)(bhpy) =
{
agbhpy if hy = x

0 if hy 6= x

• for any g, h ∈ G, ag ∈ Rg, bh ∈ Rh, x, y ∈ A. This may be extended by

Z-bilinearity to a product on all of R#A =
⊕{Rgpx | g ∈ G, x ∈ A}. It turns

out that R#A is a ring with identity 1 =
∑
x∈A

px and {px | x ∈ A} is a set of

orthogonal idempotents. The map η : R→ R#A, η(a) = a · 1 =
∑
x∈A

apx is an

injective ring morphism (for details see the Proposition 2.11 in [NRV]). This
morphism is a Frobenius morphism. In fact let (−)# : (G,A,R)-gr → R#A-
mod be the functor which assignes to each M ∈ (G,A,R)-gr the abelian group

M endowed with the structure of left R#A-module defined by setting

(agpx)m = agmx for g ∈ G, ag ∈ Rg, x ∈ A, m =
∑
x∈A

mx ∈M .

Then (−)# is a category equivalence (see Theorem 2.13 in [NRV]). Its inverse
is the functor (−)gr : R#A-mod → (G,A,R)-gr which assignes to each M ∈
R#A-mod the left R-module obtained from M by restriction of scalars via

the morphism η and with A-gradation defined by setting Mx = pxM for every
x ∈ A .

• Let U : (G,A,R)-gr → R-mod be the forgetful functor and let F : R-mod
→ (G,A,R)- gr be its right adjoint (see 2.2.2). Since A is finite F is also a
left adjoint of U (see Corollary 2.32).

• It follows that the functor

(−)# ◦ F : R-mod→ R#A-mod
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is a right and left adjoint of the functor

U ◦ (−)gr : R#A-mod→ R-mod .

Since the functor U ◦ (−)gr is the restriction of scalar functor η∗ : R#A-

mod → R- mod, by the uniqueness of the left adjoint we get that (−)# ◦
F ' R#A ⊗R − while by the uniqueness of the right adjoint we get that
(−)#◦F ' HomR(R#A,−).Therefore the Induction and Coinduction functors

are isomorphic.

• In particular if R is an arbitrary ring, |G| = 1 and A is a set with |A| = n,
we can consider A as a G set. In this case R#A = Rn (the cartesian product)

and η : R→ Rn is the diagonal map η(a) = (a, a, ..., a) .

• 3. Let K be a field. Then a ring morphism ψ : K → A is a Frobenius
morphism iff A is a Frobenius K-algebra as defined in the book by Curtis and

Reiner [CR] page 413. Note that every semisimple algebra over a field is a
Frobenius algebra.

Proposition 3.19 If ψ : R → S and ϕ : S → T are two Frobenius morphisms,
then ϕ ◦ ψ : R→ T is a Frobenius morphism.

Proof. Let M ∈ R-mod. Since

T ⊗S (S ⊗RM) ' T ⊗RM

the Induction functor associated to ϕ◦ψ is the composition of the induction functors
associated to ψ and to ϕ. On the other hand since

HomS(STT ,HomR(RSS,M)) ' HomR(RSS⊗SSTT ,M) ' HomR(RTT ,M)

we get that the coinduction functor associated to ϕ ◦ ψ is the composition of the
coinduced functors associated to ψ and to ϕ. From these facts, the conclusion follows.

3.20. Let now R =
⊕
g∈GRg be a G-graded ring. Assume that the group G is finite.

Since G is finite, the graded functors induction and coinduction are the functors :

R ⊗R1 − : R1-mod→ R-gr

HomR1(R1RR,−) : R1-mod→ R-gr .

We can consider also the non graded functors Induction and Coinduction :

R ⊗R1 − : R1-mod→ R-mod

HomR1(R1RR) : R1-mod→ R-mod .

Clearly if the graded functors induction and coinduction are isomorphic, also the
non graded functors Induction and Coinduction are isomorphic. Therefore, it is
natural to wonder if the converse is true, namely to ask the following question :
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“If the non graded functors Induction and Coinduction are isomorphic, is it true
that graded functors induction and coinduction are isomorphic ?”

The following example shows that, in general, the answer is no.

3.21 Example Let A be an arbitrary ring and let R = A[X] be the polynomial
ring over A. This ring is a Z-graded ring with the natural grading

Rn =
{
AXn if n ≥ 0
0 if n < 0

If d > 0 is a natural number, then R has a natural Zd = Z/dZ-grading. Indeed, if

Zd = {0̂, 1̂, ..., ̂d− 1}, then for any k ∈ {0, 1, ..., d− 1} we have Rk̂ = A[Xd]Xk. We
have R0̂ = A[Xd] and R =

⊕
k̂∈Zd

Rk̂. Note that

R1̂Rd̂−1
= A[Xd]X A[Xd]Xd−1 = A[Xd]Xd 6= A[Xd]R0̂

and therefore R is not a strongly graded ring.
Consider the canonical morphism η̂ : R→ Coind(R0̂) = HomR0̂

(R,R0̂). We have

(η̂(r))(s) =
d−1∑
k=0

sk̂rd̂−k.

It is easy to see that η̂ is injective. Nevertheless, η̂ is not surjective.
In fact, consider f : R→ R0̂ defined by setting

f(α) = αd−1

for every α = α0 + α1X + ...+ αd−1X
d−1 ∈ R, αi ∈ R0̂.

Then 0 6= f ∈ (HomR̂0
(R,R0̂))1̂. If η̂ is surjective, we have f = η̂(r) for a suitable

r ∈ R1̂. Then we get :

1 = f(Xd−1) = (η̂(r))(Xd−1) = rXd−1 , contradiction .

Therefore, in view of Theorem 3.4, the graded functors Induction and Coinduction
are not isomorphic. Note that each Rk̂ is a free R0̂-module with basis Xk.

Now we consider the particular case when A = K is a field. Then R = K[X] and

η̂ : K[X]→ HomK[Xd](K[X], K[Xd]) d > 0 .

By Prop. 1.8, Im(η̂) is an essentialK[X]-submodule of L = HomK[Xd](K[X], K[Xd]).
Therefore L is K[X]-torsion free. On the other hand, K[X], as K[Xd]-module,

is free with rankK[Xd]K[X] = d. It follows that also L is free over K[Xd] and
rankK[Xd]K[X] = d. Hence L, as K[X]-module, is finitely generated. Since K[X]
is a principal ideal domain, then L, as K[X]-module, is free with finite basis. Let
s = rankK[X ]L. Then sd = rankK[Xd]L = d. Thus s = 1 and hence there is an

isomorphism
θ : K[X]→ HomK[Xd](K[X], K[Xd])
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as K[X]-modules. Since the ring K[X] is commutative, it follows, by Theorem
3.15, that the non graded functors Induction and Coinduction are isomorphic. In

particular, if d = 2 it is easy to show that the map

θ : K[X]→ HomK[X2](K[X], K[X2])

defined by setting
(θ(r))(s) = r0s1 + r1s0

where r = r0+r1X, s = s0+s1X, r0, r1, s0, s1 ∈ K[X2], is an isomorphism in K[X]-

mod. Note that, using these notations, the K[X]-K[X]-bilinear map associated to
θ is

[−,−] : K[X]⊗K[X2] K[X] → K[X2]

r ⊗ s 7→ r0s1 + r1s0

It follows that the restriction of θ to M⊗K[X2]M, where M = K[X2]X, is the 0-map.
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