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1 Introduction

Impulsive differential equations have been studied extensively in recent years. The theory
of impulsive differential equations describes processes which experience a sudden change of their
state at certain moments. Processes with such a character arise naturally and often, especially
in phenomena studied in physics, chemical technology, population dynamics, biotechnology and
economics. Second order impulsive differential equations have been studied by many authors with
much of the attention given to positive solutions. For a small sample of such work, we refer
the reader to works [1-11]. The results of these papers are based on Schauder fixed point theorem,
Leggett-Williams theorem, fixed point index theorems in cones, Krasnoselskii’s fixed point theorem,
the method of upper-lower solutions, fixed point theorems in cones and so on. In this paper,we
consider the existence and uniqueness of positive solutions for the following Neumann boundary

value problems of second order impulsive differential equations:

—u"(t) + y2u(t) = f(t,ut)),t # tr,k=1,2,---m,
Au |t:tk: Ik(u(tk))’k =12---m, (11)
' (0) = /(1) =0,
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where v is a positive constant,f € C[J x R,R],J =[0,1],0 < t1 <ta < -+ <t < 1, AU |p—y,=
u' () — ' (t,), ' (), v/ (t;,) denote the right limit (left limit)of u/(t) at t = ty, respectively. Iy, €
CR,R,k=1,2,---m.

Neumann boundary value problem for the ordinary differential equations and elliptic equations
is an important kind of boundary value problems. During the last two decades, Neumann boundary
value problems have deserved the attention of many researchers [12-21]. However, few papers can be
found in the literature on the existence of positive solutions for Neumann boundary value problems
for second-order impulsive differential equations. In this paper, we shall study the problem (1.1) and
not suppose the existence of upper-lower solutions. Different from the above works mentioned, in
this paper we will use a fixed point theorem of generalized concave operators to show the existence

and uniqueness of positive solutions for the problem (1.1).

2 Preliminaries

Suppose that E is a real Banach space which is partially ordered by a cone P C F,i.e.,x <y
if and only if y — z € P. By 6 we denote the zero element of E. A non-empty closed convex set
P C E is called a cone if it satisfies (i) x € PA>0= Xz € P; (ii) z € P,—x € P=z =0.

Moreover, P is called normal if there exists a constant N > 0 such that, forz,y € F, 6 <z <y
implies ||z|| < Nly||; in this case N is called the normality constant of P. We say that an operator
A: E — F is increasing(decreasing) if x < y implies Az < Ay(Az > Ay).

For z,y € F, the notation x ~ y means that there exist A > 0 and g > 0 such that Ax <y < px.
Clearly, ~ is an equivalence relation. Given h > 0(i.e.,h > 6 and h # 0), we denote by P}, the set
P, ={x € E| x ~ h}. Clearly, P, C P is convex and AP, = P, for A\ > 0.

We now present a fixed point theorem of generalized concave operators which will be used in
the latter proof. See [22] for further information.

Theorem 2.1(from the Lemma 2.1 and Theorem 2.1 in [22]). Let A > 6 and P be a normal cone.
Assume that: (D;) A: P — P is increasing and Ah € Py,; (D2) For any x € P and t € (0,1), there
exists a(t) € (t,1] such that A(tz) > «(t)Az. Then (i) there are ug,vo € Py and r € (0,1) such
that rvg < up < vg, up < Aug < Avg < vp; (ii) operator equation z = Az has a unique solution in
P,

Remark 2.2. An operator A is said to be generalized concave if A satisfies condition (Ds).

In what follows, for the sake of convenience, let J' = J\{t1,t2, -, tm}, C[J,R]={uju:J —- R
is continuous}, PC![J,R] = {u € C[J,R]|u/(t) is continuous at ¢ # t, and left continuous at
t =tg, W/ (t]) exists, k = 1,2,---,m}. Evidently, C[J, R] is a Banach space with the norm |ul|c =
sup{|u(t)| : t € J} and PC'[J,R] is a Banach space with the norm |u||pc1 = sup{|jul|c, ||v'l|c}
Definition 2.3. A function u € PC![J,R] N C?[J',R] is called a solution of the problem (1.1), if
it satisfies the problem (1.1).

Lemma 2.4. u € PCYJ,R] N C?J',R] is a solution of the problem (1.1) if only and if u €
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PC'[J,R] is the solution of the following integral equation:

m

/Gts s,u(s))ds — Z (t, i) I (u(ty)), (2.1)
k=1
where
G(t,s):l{w(s (1-1),0<s<t<1, (2.2)
P T/J(tw(l_saO_ _Sgla
with ) )
p= 32— (0) = 5+,

Proof. First suppose that u € PC[J,R] N C?[J',R] is a solution of the problem (1.1). Then
—u"(t) + Yu(t) = f(t,u(t)),t # tg.
That is, (e~ 2 (e"u(t))") = —f(t,u(t))e ", t # ty. Let
y(t) = e (M u(t) = e (u' () + yu(t)). (2.3)
Then
y'(t) = —ft,u(t)e ™t # ty. (2.4)

It is easy to see by integration of (2.4) that
t1
u(t2) = y(0) = = [ (s u(s))e s

y(t) —y(tF) = —/tf(s,u(s))e'ysds,tl <t <t

t1

y(t) = y(0) — /Ot f(s,u(s))e P ds +y(t]) —y(t1),t1 <t < to.

In the same way,we can show that

y(t) = /f (s,u(s))e %ds + Z e I (u(ty)). (2.5)
0<trp<t
In view of (2.3),we have
(eMu(t)) = e*(y / f(s,u(s))e” " ds + Z e M (u(ty))).
0<trp<t

Let

2(t) = eMu(t), 1(t) 262% / f(s,u(s))e "ds + Z e T I (u(ty))). (2.6)

O<tp<t
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Then z(t) = 2(0) + [y I(s)ds,t € J. Further,

u(t) = z(t)e " = e M (u —i—/ ).t e J.
By calculation,we can get
1

/Otl(s)ds = 27{ (e — —i—/ e f(s,u(s))ds —ez“/t/ote_“/sf(s,u(s))ds

+ ) (- 62%'“)6_%“11@(“(%))} :

0<trp<t
Substituting (2.8) into (2.7),we obtain
1

ut) = o {OuO) — )+ (uO) + )+ e [ (s, u(s))ds

— e“/(fg‘“f(s,u(S))dS—i— > L (u(ty)

0<tp<t

- > e—“t—tk)Ik(u(tk))},teJ,

0<tp<t

u'(t) = % {—('yu(O) — ' (0))e™ " + (yu(0) + u'(0))e —e "t /Ot e f(s,u(s))ds

— et /t e f(s,uls))ds + D (7T 4 eV(ttk))I’f(u(tk))} el

0 O<tp<t
In view of u/(0) = /(1) = 0, we have

w0 = e { [ 00 s

_ i(e’y(lf%) + e'Y(lt’“))Ik(u(tk))} :

k=1
Substituting (2.11) into (2.9) and making use of the fact that

doL(u(te) = Y In(u(te) = Y In(u(te)+ Y In(u(ty)),
P

0<trp<1 0<tp<t t<tp<1

we obtain

eVt et mn

2y(er —e™

2.7)

(2.8)

(2.9)

(2.10)

(2.11)

u(t) = =5 {/Ol(e—w(l—S) 4 rd-s )) Z ev(l i) 4 (1= tk))Ik( (tk))}

=1

1 1

t
o [0 - D uds £ 5 T (@ - ) i)
v ’70<tk<t

_ /¢ O(L— £)f (s, u(s))ds + /¢ $(1— 5)f(s,u(s))ds
1

- Z p?/) Y1 —t) e (ulte)) + > > () — e I I (u(ty))
k=1 0<tr<t

= /Gts s,u(s))ds — Z (t, ti) I (u(ty)).

k=1
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That is, u(t) is a solution of the equation (2.1).
Conversely,assume that u € C[J,R] is a solution of the equation (2.1). Direct differentiation of
(2.1) implies, for t # ¢,

m

u'(t) = /Gtts s,u(s))ds — Z (b, te) I (u(ty))

_ ;{ w(1— 1) /w u(s))ds + /(¢ /wl—sf(su( ))ds
— l Z (1 — tg) I (u(t ))Jr% Z (ev(t—tk)+e—w(t—tk))[k(u(tk))’
p k=1 0<tp<t
d(t) = [ B(1 — 1)) / (5 f (s, u(s))ds + (@(1— 1) () F (£, u(t))

+ () / $(1 = 5) f(s,u(s))ds — &' ()p(1 — 1) F (£, u(t))
= Lo e — ) + 1Y (@ - e ().

k=1 O<tp<t

Making use of the facts

V(1= 1) =721 = 1), (1) = V9 (t), (1 = 1) ¥(t) =¥ ()1 — 1) = —p,

we can easily obtain u”(t) = ~v2u(t) — f(t,u(t)),t # t. Moreover,
AU o= ' (4) — 0 (t;) = Ti(u(ty))-

So u € C?[J',R] and it is easy to verify that v/(0) = /(1) = 0 and the lemma is proved. O
Remark 2.5. To the best of our knowledge, the expression (2.1) is new for the Neumann problem.
Similar expressions have been obtained for periodic problems of first order and for higher order
ordinary differential equations with impulses, see Theorem 2.2 in [23] and Lemma 2.1 in [24,25].
Lemma 2.6. (i) 0 < G(t,s) < G(t,t),G(t,s) < G(s,s), 0<t,s<1,

(ii) G(t,5) > Cp(t)w(1 — t)G(to,s), t,to,s € [0,1], where C' = 1/1)(1).(See [20])

3 Existence and uniqueness of positive solutions for problem (1.1)

In this section, we apply Theorem 2.1 to study the problem (1.1) and we obtain a new result on
the existence and uniqueness of positive solutions. The method used here is new to the literature
and so is the existence and uniqueness result to the second-order impulsive differential equations.

Set P = {x € C[J,R]|z(t) >0, t € J}, the standard cone. It is clear that P is a normal cone in
C[J,R] and the normality constant is 1. Our main result is summarized in the following theorem.
Theorem 3.1. Assume that
(Hy) f(t,0) >0, f(t,a) > 0,t € [0,1] and f(t,z) is increasing in x € [0, 00) for each t € [0, 1], where
a= (" +e 7 +2);
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(H2) I;(0) < 0 and Iy(x) is decreasing in x € [0,00),k =1,2,---,m;
(H3) for any X\ € (0,1) and x > 0, there exist a(A),aa(A) € (A, 1] such that

ft, x) > aa(N) f(t, ), I(Ax) < ag(AN)Ik(x),k=1,2,--- m.

3

(Ha)
Then

G(ty, ti)Ix(b) < 0, where b= 2(e? +e77).

1
i) there exist ug, vy € P, such that

AR‘

0= [ 609 uolo)ds — 3 Gt ) uluo(B0). €
0 k=1

o(0)2 [ Gt ) (s, wo(s))ds — 3 Gt vo(t) 1 €

(ii) the problem (1.1) has a unique positive solution z* in P, () PC'[J, R], where

h(t) = v()p(1 — 1), € [0, 1].

Remark 3.2. Some examples of a;()),7 = 1,2 which satisfy the condition (H3) are:

(1) ai(A) = X%,i =1,2,¥ X € (0,1), where 6; € (0,1).

(2) ai(A) = A1 +n;(N) with 0 < m;(A) <+ =1,V A € (0,1),i = 1,2.

Remark 3.3. It is easy to check that a = min{h(t) : t € [0,1]},b = max{h(t) : t € [0, 1]}, where
a,b are given as in (Hy), (Hy).

Proof of Theorem 3.1 Define an operator A : C[J,R] — C[J,R] by

m

Au( /Gts s,u(s))ds — Z (t, te) I (u(ty)).

Then from Lemma 2.4, u € PC'[J,R]( C?[J',R] is a solution of the problem (1.1) if and only if
u € PC[J,R] is a fixed point of the operator A. Firstly, we show that A : P — P is increasing,
generalized concave. For any u € P, from (H,), (Hs), we obtain Au(t) > 0, t € [0,1]. Further, also
from (H), (Hs), we can easily prove that A : P — P is increasing. For any X € (0,1) and u € P,
from (H;) — (H3), we have

m

AQw)(t) = /Gtsfs)\u ))ds — Z (t,ti) Iy (ul(ty))

m

> /0 G(t,s)a1(N) 1;1 (t, tr) o2 (M) I (u(t))-
Set a(A) = min{ag (), aa(A)}, A € (0,1). Then a(A) € (A, 1]. We have
AQw)(t) > U Gt 5) F(s,u(s))ds — 3 Gt ) Iu(u(te)) | = a(N) Au(h).

k=1

That is, A(Au) > a(N)Au,u € P, X € (0,1). So A: P — P is generalized concave.
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Secondly, we prove Ah € P,,. To illuminate this, set

T = trer[lér}]f(t ,a), T2 = m[g>1<]f(t ).

Then from (H;), we have 7o > 11 > 0. Further, from (H;), (H2) and Lemma 2.6,

Ah(t) = / G(t,s)f(s,h(s))ds — ZG (t, ti) I (h(tk))

v

/ G(t,s)f(s,h(s ds>/ Cy(t)(1 —t)G(to, s)f(s,a)ds
> O / Glto, s)ds - h(t).
0
Note that

P Jto v’

1 [to 1 1 1
/ (to, s) ;/0 Y(s)Y(1 —to)ds + = | P(to)y(1 = s)ds = —
> C;—h( ). It follows from Lemma 2.6 and (H,4) that

we have Ah(t)
An(t) = /Gts f(s,h(s))ds = G(t, te) Ip(h(t))
k=1

< /Gtt f(s,b)ds = Gty te) I (b)
k=1

9 4 m
< St - o (e t) I (
P () eV+e*’v+2 g ko L) (b
2 4
= |—=—=—————= ) Gtk tx)Ix(b)| h(t).
[p 674—6_7—1—2]; (k’ k)k()‘| ()
Hence,
CTl 9 4
—ph=Ah< |- Gt ti) k(D) | b
72 - “p eY +e 7+QZ (k‘7 k)k()]

That is, Ah € P,. Finally, an application of Theorem 2.1 implies that (i) there are ug, vy € Pj, such
that ug < Aug, Avy < vp; (ii) operator equation u = Au has a unique solution z* in P,. That is,

/GtSfSUQ dS ttkaUth)),tEJ,

(t, tx) Ix(vo(tr)), t € J;

m
m
/ G(t,s)f(s,v9(s))ds — Z
and the problem (1.1) has a unique solution z* in P,. Moreover, from Lemma 2.4 we know that
r* € PC'[J,R]. Evidently, z* is a positive solution of the problem (1.1).0
Remark 3.4. For the case of I, = 0,k = 1,2,...,m, the problem(1.1) reduces to the following

Neumann boundary value problem for ordinary differential equations:

{ —u(t) +Y2u(t) = f(t,ut), 0 <t <1,
u' (0

o (3.1)
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We can establish the existence and uniqueness of positive solutions for the problem (3.1) by using
the same method used in this paper, which is new to the literature. So the method used in this

paper is different from previous ones in literature and the result obtained in this paper is new.

4 An example

To illustrate how our main result can be used in practice we present an example.

Example 4.1. Consider the following boundary value problem

—u"(t) + (In2)%u(t) = uP(t) + q(t), t € J,t # 3,
A1 = —{u(3), (4.1)

2
o' (0) = /(1) =0,
where 5 € (0,1) and ¢ : [0,1] — [0, +00) is a continuous function.

Conclusion. The impulsive problem (4.1) has a unique positive solution in P, () PC'[.J,R], where

1
h(t) = g + 1(21—% + 2271 ¢ € [0, 1].

Proof. The problem (4.1) can be regarded as a boundary value problem of the form (1.1), where

vy=I2, t; =1 f(t,2) =2P +q(t),(z) == —x%. After a simple calculation, we geta=2,b=2
and )
9 11 ) ec+1 5.1
t = (=)’ t t1,t1) (b)) =G(=z,2)1(5) = ———=(5)1 .
F(t.0) = (9 +a(t) > 0.G(010)1 (1) = G5 )0 (D) =~ () <0

It is not difficult to see that the conditions (Hi),(H2) and (Hy) hold. In addition, let aj(\) =
M as(N) = AT. Then, the condition (Hs) of Theorem 3.1 holds. Hence, by Theorem 3.1, the
conclusion follows, and the proof is complete.

Remark 4.1. Example 4.1 implies that there is a large number of functions that satisfy the

conditions of Theorem 3.1. In addition, the conditions of Theorem 3.1 are also easy to check.
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