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On integral operators of meromorphic functions *

Alina Totoi

Abstract

Let p € N*,®,0 € H[1,p], ®(2)p(z) # 0, z € U, o, 3,7,6 € C with
B8 # 0, and let X, denote the class of meromorphic functions of the form

a .
Q(Z)ZTPPJFCLOﬂL(hZJr-“,zEU, a—p # 0.

We consider the integral operator Jiﬁﬁmﬁ : K C ¥, — %, defined by

@, _ Y=pB [7 . 5—1 4,7 K .
Isns @) = |25 [ et ] ge ke

The first result of this paper gives us the conditions for which J;I: ;)f@ "y

has some important properties. Furthermore, we study the image of the

set 37 (a, §) through the operator J, 5, = Jz}:é,ﬁm'v and the image of the

sets XKp(a,6), XCp (e, d; ) through the operator Jp, = Jp 1.4

2010 Mathematics Subject Classification: 30C45
Key words and phrases: Meromorphic functions, Integral operators.

1 Introduction and preliminaries

Let U = {z € C: |z| < 1} be the unit disc in the complex plane, U = U \ {0},
HWU) ={f:U — C: fisholomorphicin U}, N = {0,1,2,...} and N* =
N\ {0}.
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92 A. Totoi
For p € N*, let X, denote the class of meromorphic functions of the form
a_ )
9(z) = Z—,f+ao+alz+--~, 2eU,a_p#0.

We will also use the following notations:
Ypo={9€X,:a,=1}, Y ={g€%,0:9(2) #0, z€ U},

Sy = fo e 5y me[-22E)

]>a,z€U},wherea<p,

; 29'(2)

Yp(a,6) =qg €3y a<Re _g(z) <4,z€ U, where a < p < 9,
1

YK, (a) = {geZP:Re [14— zgg,(ié)] < —a, z € U}, where o < p,

YEKpo(a) = BKy(a) N Xp,
YKp(a,0) = {g €Y,:a<Re [—1 -
YKpo(e,6) = BKp(a,6) N30,

ECpo(a,d;9) = {9 €Xp0:a<Re [

(NS ZKP’O(Q, (5)
We remark that ¥i(a), 0 < a < 1, is the classes of meromorphic starlike

}<5,z€U},wherea<p<5,

g'(2)
¢'(2)

}<6,26U},Whereoz<1§p<6,

functions of order av and XK () N Xy is the classes of meromorphic convex
functions of order . These classes are classes of univalent functions.

Hla,n] = {f € HU) : f(2) = a+ apz" + apt12"™ + ...} for a € C,
n € N*,
Ay ={f € HU) : f(2) = 2+ ant12"™ + ap02"2 + ...}, n € N*, and for
n = 1 we denote A; by A and this set is called the class of analytic functions
normalized at the origin.

Definition 1. [3, p.4/, [4, p.45] Let f,g € H(U). We say that the function f
is subordinate to the function g, and we denote this by f(z) < g(z), if there is
a function w € H(U), with w(0) =0 and |w(z)| < 1, z € U, such that

f(2) = glw(z)], z € U.
Remark 1. If f(z) < g(2), then f(0) = ¢g(0) and f(U) C g(U).

Theorem 1. [3, p.4], [4, p.46] Let f,g € H(U) and let g be a univalent
function in U. Then f(z) < g(z) if and only if f(0) = g(0) and f(U) C g(U).
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Theorem 2. [3, Theorem 2.4f.], [4, p.212] Let p € H[a,n] with Rea > 0 and
let P:U — C be a function with Re P(z) >0, z € U. If

Re[p(2) + P(2)a0/(:)] > 0, z € T,
then Rep(z) >0,z € U.
Definition 2. [3, p.46], [4, p.228] Let ¢ € C with Rec > 0 and n € N*. We

consider

n 2Rec
Cn=Cylc)= Roe le[\/1 4+ +Ime
. . L Qan
If the univalent function R : U — C is given by R(z) = - , then we

will denote by R, the "Open Door” function, defined as

BN (z+b)(1 4 b2)
Ren(2) —R<1+52> - 20"(1+Ez)2 — (z+b)?

where b= R™1(c).
Lemma 1. /3, p.35], [{, pg. 209] Let ¢ : C?> x U — C be a function that

satisfies the condition
Rev(pi,o;2) <0,
when p,o € R0 < —%(1+p2), zeU,n>1.
Ifpe H[1,n] and

Rev(p(z), 2p'(2);2) >0, z€U,

then
Rep(z) >0, =ze€U.

Theorem 3. [3, Theorem 2.5c.] Let ®,p € H[1,n] with ®(z) # 0,¢(z) # 0,
for z € U. Let a,3,7,0 € C with  # 0, a+6 = 3+ and Re (a + ) > 0.
Let the function f(2) = z 4+ any12" +--- € A, and suppose that

2f'(2) | 2¢'(2)
“IE) el
IfF=1%7 (f) is defined by

a,3,7,0
W RO =106 = | e [ el

-+ (5 =< Ra+57n(2).

Wl




94 A. Toto:

F
then F € A, with ﬁ #£0,z€U, and
z

2F'(z)  29(2)
Flz) | a(2)

All powers in (1) are principal ones.

Re[ﬂ +~v| >0, zeU.

Theorem 4. [3, Lemma 1.2¢c.] Let n > 0 be an integer and let v € C, with
Rey > —n. If f(z) = Z amz™ 1s analytic in U and F is defined by

m>n

z 1
FE) =106 = 5 [ foeac= [ seeta

m
then F(z) = E amj is analytic in U.
m+y

m>n

2 Main results

Theorem 5. Let p € N*, &, 0 € H[L,p|] with ®(z)p(z) # 0,z € U. Let
a,B,v,0 € Cwith 3 #0,0+pB =~v+pa and Re(y —pB) > 0. Let g € £,
and suppose that

2d(2) | 20(2)
o) Tl

IfG = JEe (g) is defined by

+0 < Rs—pap(z), z€U.

p,0,8,7,0
1
@ @)=, 06 = | L [ @i a
P,0,3,7,6 Z’Y@(z) 0 )
then G € ¥, with 2PG(z) #0, z € U, and
2G'(z)  2P(2)
R 0 U.
e [ﬁ Gl + () +v| >0, z¢€
All powers in (2) are principal ones.
Proof. Let g € ¥, be of the form g(z) = % + apz®, z e U, a_p #0.It’s
k=0
PHg(2)

easy to see that the function f(z) = belongs to the class A,.

-p
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After a simple computation we have

) ) ) )
5 I P R o R P

G )

f(z)  e(z)

By denoting § — a(p+1) = §; and v — B(p+ 1) = 71, after using the fact that

5+ pB = v+ pa and Re (v — pB) > 0, we obtain that a + §; = 8+ 71 and
Re (8 +71) > 0.

Now we remark that the conditions of Theorem 3 are satisfied for the

+a(p+1),

hence

+o0—alp+1) < Rs_pap(2).

functions f, ®, ¢ and the numbers «, (3,71, d1, S0, we obtain that

1

F(z)sz,’g,w,al(f)( = [ﬂJr% / )t 1dt} € Ay,

2N d

F
with % #0, z € U, and

(3) Re [ﬁzggg) Zg);z) + 71] >0,z¢eU.
It’s not difficult to see that

(4) FO(2)(a-p)* = GO ()74,
where

=

6(2) = 5250 = | 152 [ oo

F
Since iz) # 0, z € U, we have from (4), z2PG(z) #0, z € U.
Using the logharitmic differential and the multiplying with z for (4), we obtain
2F'(2) 2G'(2)
F(z) G(2)

B =p +B8(p+1),z€U.

From this last equality and (3), we get

2G'(2)  29/(2)
Re ﬁG(z) + () +v(>0,zeU.

Taking o = 3 and v = J in the above theorem and using the notation

(I>7 ) 1 .
g, 5“07 instead of J [fﬁ .+ We obtain the next corollary:
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Corollary 1. Let p € N*, &, o € H[L,p] with ®(z)p(z) # 0,z € U. Let
B,v € C with 3 # 0 and Re (y —pB) > 0. If g € £, and

2g'(2) | 2¥(2)
9(z)  #(2)

+7 < Ry—ppp(2),

then

@l

6 =0t = | 255 [ Foeoral e,

with 2PG(z) # 0, z € U, and

2G'(z)  2P(2)
R 0 U.
|5 B | >0
Considering ® = ¢ = 1 in Corollary 1, and using the notation J,, g , instead
of JI}%ﬁV’Y’ we obtain:

Corollary 2. Letp € N*, 8,7 € C with 3 # 0 and Re (y—pp) > 0. If g € ¥,
and

5 by < R palo),

then

|-

6() = Jpaao)e) = | 222 [Cpr ] e,

with zPG(z) # 0, z € U, and

2G'(2)
R 0 U.
e [ﬁ Gl2) —I—’y] >0, z¢€
Let p e N*, 8,y € C with 3 #0, g € £,, G = J, 3,(9) and let us denote
/
P(z) = —%(Z)), z € U. If we suppose that P € H(U), we obtain from
z

@l

Glz) = [7%5 /Ozﬂ—lgﬁ(t)dt] el

that P2) (2)
Pz) _ z9(2) .
®) PO ToPe) T e P

Theorem 6. Let p € N*, A € C with ReA > p. If g € ¥, then Jyx(9) € ¥y,
A—1 [# _
where Jp x(9)(2) = Jpar(9)(2) = o) /0 g(t)t)‘ 1t
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Proof. Let g be of the form g(z) = a;pp +ay+arz+---,zeU, a—p # 0.
Since g € ¥, we have 2Pg € H[a_p,p].z Let us denote f(z) = 2Pg(z), z € U,
and vy =\ —p.

We know that Re A > p, so, Rey > 0, and using Theorem 4 for f and
we get that

F(z) = z% /Ozf(t)ﬂ—ldt

a—
is analyticin U, so F' € H [—p,p] . It’s easy to see that
8

1 # _ 1
P = o5 [ 908 = 25 (0) ),

therefore Jp A(g) € Ep.

Remark 2. Let p € N*, A € C with Re A > p. From the above theorem, it’s
easy to see that we have J, \(g) € ¥po, when g € ¥y, p.

For the next results we need the following lemmas:

Lemma 2. Let n € N*, o, € R, v € C with Re[y —af] > 0. If P €
H[P(0),n] with P(0) € R and P(0) > «, then we have

2P'(2)

Re [P(z) + TGP 5P(2)

]>04:>ReP(z)>a,z€U.

— 04, we have R(z) € H[1,1] and from

Proof. If we take R(z) = W
-«

2P'(2)

Re [P(z) + AP

]>0z,z€U,

since P(0) — a > 0, we obtain

. 2R/ (2)
v = Ba— B(P(0) — a)R(2)

Re [R(z) ] >0,z€U.

Now let us put

zR'(2)
v — Ba— B(P(0) — a)R(z)

We have Re)(R(z),zR'(z);z) > 0, z € U.

Y(R(2), 2R/ (2); 2) = R(z) +
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To apply Lemma 1 we need to show that Rev(pi,o;z) < 0, when p €

1 2
R, o< -~ .U We have

(o2 o

C Y —Ba—B(P0)—a)pi

Ret(pi, 0;2) =R; T Ba—APO)—a)pi

O'(")/l—,@a) 1+p2
OB+ (= BPO) —a)p)? = " FEU P E =T

Applying now Lemma 1 we obtain Re R(z) > 0, z € U, hence Re P(z) > a.

, 1=Rey>ap.

Lemma 3. Letn € N*, §,8 € R, v € C withRe [y—03] > 0. If P € H[P(0),n]
with P(0) € R and P(0) < 6, then we have

2P'(z)
7 —BP(2)

Proof. Let us denote R(z) = —P(z), « = =4, /1 = —f. It is easy to see
that the conditions from Lemma 2 holds for the function R and the numbers
a, f1,7, so we obtain Re R(z) > «, z € U, which is equivalent to Re P(z) <
0, z € U.

Next we will study the properties of the image of a function g € Z;(a, 0)

Re |P(z) + <d=ReP(z) <6, zeU.

through the integral operator J, g defined by

Wl

©) Do) = | T2 [ po0-a

Re~
6

Theorem 7. Letpe N*, >0,y Canda<p<d <
If g € X3(,9), then G = Jp 5.,(9) € Xj(c,6).

Proof. We know that g € ¥7(«,d) is equivalent to

zg'(2)
9(2)

(7) a<Re[— :|<(5,Z€U,

SO,

z9'(2)
Rev — 86 < Re 'y—i—ﬁg(z) <Revy—pa, z€ U, when f>0.
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zg'(2)
9(2)
2, we obtain that G = Jp g ~(g9) € Xp, 2PG(2) #0, z € U, and Re [v-i—ﬁ

>0, zeU.
From (5) we know that

Because § < % , we have Re [’y +0

} > 0, z € U, and using Corollary

2

2P'(z) z2d'(2) where 2) = _2G(e) is analytic in
P(z)+7_ﬁp(z) =0 here  P(z) G0 lytic in U.
Using (7) we get
B2 PP
(8) a<map@+ﬁ—ﬁﬂﬁ <d,zeU.

Since a« < P(0) =p < § and 0 < Rey — 36 < Rey — fBa, we obtain from (8),
after applying Lemma 2 and Lemma 3, that

a<ReP(z)<d, zeU,

which is equivalent to

2G'(2)
G(2)

9) a<Re[ ]<&zeU

Since G € ¥, we get from (9) that G € ¥5(a, 6).
We remark that for p = 1 all members of the class ¥j(«, d) are univalent
functions, when 0 < a <1 < 0, so G = J1 3,(g) is an univalent function when

gEE’{(a,5)ame§a<1<5§%,B>O.

Taking 3 = 1 in the above theorem and using the notation J), , instead of
Jp,1,y, we obtain:

Corollary 3. Letpe N*, vy € C and a <p < d < Revy. If g € ¥5(a,6), then

—p N — *
G = Jul) =2 [ 0 lgl0)at € 5500,

The properties of the integral operator Ji ., were studied by many authors
in different papers, from which we remember [1], [2], [5], [6], [7].
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Re~

Theorem 8. LetpEN*,ﬂ>0,'y€Canda<p<—ﬁ <.
If g € X5 (v, 6), with
29'(2)
B +v < Ry_pgp(2), z€ U,
g(z) Y Pﬁp()

then G = Jp 5,(g9) € X5(a, ).
z9'(2)

g(z
2 that G € ¥, with 2PG(2) # 0, z € U, and

Proof. Because 3 +v9 < Ry_pgp(2), z € U, we obtain from Corollary

(10) Re [ﬁzgéz) + 7] >0, z € U, where G = J,3~(9)-
. Re~
Since 3 < 6, we get from (10),
(11) Reiiz)+6>Qzell
From (5) we know that
2P'(z)  zg'(2) _ 2G'(2)
(12) P(z) + TP () where P(z) = G0

Since g € %7 («, ), we obtain from (12) that

2P'(2)
v = BP(2)

Because we know from (11) that Re P(z) < d, z € U, we have only to verify
that Re P(z) > a. To show this we will use Lemma 2.

We know that P is analytic in U with P(0) = p > «. We also have
Revy — af > 0. Since the conditions from Lemma 2 are met, we obtain

(13) a<Re |[P(z)+ <6, zeU.

Re P(z) > a, which is equivalent to

2G'(2)

(14) —Re G0

Since G € X, from (11) and (14) we have G € ¥ (a, d).
If we consider § — oo, in the above theorem, we obtain the next corollary:
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Corollary 4. Let pe N*, 3>0,v€C and a <p < %.
If g € X5 (), with
z9'(2)
B +7 < Ry_pgp(2), z €U,
g(z) Y Pﬁp()

then G = Jp 5(9) € ¥p(a).

We make the remark that we can obtain a similar result, without the
zg'(2)
9(2)

condition +79 < Ry_pgp(2), 2 € U, as it follows:

R
Theorem 9. Let p e N*, 3> 0,7€ C, a <p < % and g € ¥y(a). Let

G = Jppa(9)- If G € Xp and 2PG(2) # 0, z € U, then G € E(a).

/
Proof. Let us denote P(z) = —%(j), z € U. Because G € ¥, and 2PG(z) #
z

0, z € U, we have that P analytic in U, hence from G' = Jp, g~(g) and (5) we

have that P2 ()
2P (z) — z2g(z ; :
- PR T e e

Since g € (), we obtain from (15) that

2P'(2)
v = BP(2)
We have to verify that Re P(z) > a. To show this we will use Lemma 2.

We have P analytic in U with P(0) =p > o and Rey —af > 0. Since the
conditions from Lemma 2 are met, we obtain Re P(z) > «, which is equivalent

(16) Re |P(z) + >a, ze U

to

(17) —Re G (2)

G(2)
Because G € ¥, from (17), we get G € ¥ (a).
Since we know from Theorem 6 that for p € N*, v € C with Revy > p,

>a,zeU.

we have Jp, ,(g) € ¥, when g € ¥,,, we obtain for the above theorem, taking
[ =1, the next corollary:

Corollary 5. Let p e N*, v € C and a < p < Re~.
If g € X5 () with 2PJp(g)(2) # 0, 2 € U, then G = Jp~(g) € ¥p(a).
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Taking 8 = 1 in Theorem 8, we get:

Corollary 6. Letpe N*, v € C and o < p < Revy < 4.
If g € ¥5(a, 8), with

zg'(2)

9(2)
then G = Jp~(g) € (v, 6).

+v < Ry_pp(2), z€U,

R
Theorem 10. Let p e N*, 3 <0, v € C and %§a<p<(5.

If g € ¥5(a,8), then G = Jp5,(g) € X5(a, 0).

Proof. We know that g € ¥ («,d) is equivalent to

zg'(2)
9(2)

(18) a<Re[— }<5,2€U,

SO,

zg'(2)
9(2)

Rev — fa < Re [’y—kﬂ }<Re'y—ﬂ(5,z€U, when [ <O0.

29'(2)
9(2)
2, we obtain that G = J, 3,(9) € X}, 2G(2) # 0, z € U and Re ['y + 8

Because o > % , we have Re [’y + 5 } > 0, z € U, and using Corollary

zG’(z)]

G(2)
>0,z€eU.
From (5) we know that
2P'(2) 24’ (2) 2G'(2) . .
Pz)+ —————=— , where P(z)=— is analytic in U.
A O ITE) N

We will use the same idea as at the proof of Theorem 7.
Using (18) we get

2P'(2)
v = BP(2)
Since o < P(0) = p < § and Rey — 3§ > Rey — B > 0, we obtain from (19),
after applying Lemma 2 and Lemma 3, that

(19) a<Re |P(z)+ <6, zeU.

a<ReP(z) <4, zeU,
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which is equivalent to

2G'(2)
G(z)

(20) a<Re[— ]<5,26U.

Since G € ¥, we have from (20) that G € ¥ (a, 0).
If we consider § — oo, in the above theorem, we obtain the next corollary:

R
Corollary 7. Letp e N*, 3 <0, v € C and % < a < p. Then we have

g€ X (a)=G=Jys,(9) € Z,().

Theorem 11. LetpEN*,B<O,’y€(Canda§%<p<5.

If g € ¥)(a, §), with

29'(2)
9(2)

then G = Jp 5(9) € ¥p(a, ).

z9'(2)

9(2)
2 that G € ¥, with 2’G(2) #0, z € U, and

8

+9 < Ry_pgp(2), z€U,

Proof. Because (3 +v < Ry_pgp(2), z € U, we obtain from Corollary

G/
(21) Re [BZG(S) + 7] >0, z € U, where G = J,3~(9).
. Re~
Since a < 7 and § < 0, we get from (21) that
2G'(2)
(22) Re G0 +a<0,zeU.
From (5) we know that

zP'(2) 2q'(2) 2G'(2)
23 P(z) + =— , where P(z)=— .
® PO+ ITERG T 0 ¥ =50

Since g € Xy («, d), we obtain from (23) that

2P'(z)

EEIRSVEN P
v — BP(z2) =

(24) a < Re |P(z) +
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Because we know from (22) that Re P(z) > a, z € U, we have only to verify
that Re P(z) < 0.

To show this we will use Lemma 3.

We know that P is analytic in U with P(0) = p < §. Also we have Rey —
d3 > 0. Since the conditions from Lemma 3 are met, we obtain Re P(z) < 4,
which is equivalent to

(25) —Re G(2)

G(2)
From (22) and (25), since G € ¥, we have G € ¥ («, ).
If we consider § — oo, in the above theorem, we obtain the next corollary:

< 0.

Corollary 8. Letpe N*, 6 <0,vy€ C and a < % < p.

If g € X5 (), with

zg'(2)

9(2)
then G = Jp 5(g) € ¥y(a).

16} +v < Ry_pgp(2), z €U,

We make the remark that we can obtain a similar result, without the

29'(2)

9(2)
Re~y

Theorem 12. Letp e N*, 3 < 0,7 €C, a < —— <pand g € Xj(a). Let

G=Jpp(9). If GEZY and 2PG(2) #0, z € U, then G € ¥ (a).

condition +v < Ry_pgp(2),z €U, as it follows:

We omit the proof because it is similar to that of Theorem 9.
The next results concern the sets ©K(a, 6), XCp 0(a, J; ¢) and the operator
oy = Jp1y-

Theorem 13. Let p € N*, v € C with Rey > p and let a < p < d < Ren. If
g € XKp(a,8) and 21T _(g)(2) # 0, z € U, then

Jpr(9) € EKp(e, 9).

Proof. Let us denote G = J,,,(g). We know from Theorem 6 that G € X,,.
G//

Let P(z) = -1 — ZG/(,(:;)’ z € U. Since G € ¥, and 2PTLG/(2) £ 0, z € U, we

have P € H(U).
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Using the definition of the operator J,, and the logharitmic differential, two
times, we obtain

P ')
(26) P(z)+ PG 1 Bk eU.

From g € XK, (o, d), we have

/!
a < Re [—1—29, (z)] <94, z€eU,
g'(2)
so, using (26), we obtain
zP'(2) }
27 a<Re |[Plz)+ ———| <9, zeU.
0 o+

Since o < P(0) = p < d and 0 < Rey—0 < Rey —a, we obtain from (27),
after applying Lemma 2 and Lemma 3 (in the case § = 1), that

a<ReP(z)<d,zeUl,

which is equivalent to

_ 2G"(z)
G'(2)

(28) a < Re [—1 ]<5,26U.

Since G = Jp~(g) € ¥p, we have from (28), that J,(g9) € XKp(«,0).
From the proof of the above theorem we remark that we also have the next
result.

Theorem 14. Let p € N*, a € R, v € C with o < p < Rewy. If g € EKp(«)
and 221 (9)(2) #0, z € U, then

Jp~(9) € EKp(a).

Theorem 15. Let p € N*, v € C with Rey > p, and a < 1 < p < § <
Re~. Let ¢ be a function in XK,o(®,0) and g € XCpo(c,0;¢) such that
LTI () #0, 2 €U, then

Ip~(9) € XCpo(a, 6; @),

where ® = Jp ().
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Proof. From g € ¥Cp (v, J; ¢), we have

g'(z)

¢'(2)

Let G = Jp~(g). We know from Remark 2 that G, ® € X, 9.
From G = Jp(g) and ® = J, (), we get

(29) a < Re <6, zel.

YG(2) + 2G'(2) = (v = p)g(2) and y@(z) + 28'(2) = (v — p)p(2), z € U,

hence

(Y+1)G'(2) +2G"(2) = (y—p)g'(2) and (y+1)@'(2) +22"(2) = (v —p)¢'(2)-
Let us denote

_G'()
- P(2)
Since G, ® € X, and 2PT1®'(2) £ 0, z € U, we have p € H(U). Of course,

p(0) = 1.
From p(2)®'(2) = G'(2), we get G (z) = p'(2)®'(2) + p(2)P"(2), so, the equal-

1ty

p(2) ,zeU.

(Y +1)G'(2) +2G"(2) = (v = p)g'(2), z € U,
can be rewritten as
(30) (v +1)p(2)®'(2) + 2[p'(2)®'(2) + p(2)2"(2)] = (v — p)g' ().

Using the equality (v + 1)®'(z) + 2®”(z) = (v — p)¢'(2), we obtain from (30)
that

zp'(2) _9'(?)
p(z) + +1+Z¢‘”(Z) - 80/(”2)7 zeU,
T
which is equivalent to
W) d) 20" ()
= h P = 1 .
p(z) + PC) 70 where P(z) =~v+ 1+ ()
. 9'(2) .
Since a < Re = <4, 2z € U, we obtain
¢'(2)

(31) a < Re [p(z) + 2
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Let us denote p;(z) = p(z) — « and p2(z) = § — p(z). Using now (31), we have

zpi(2)

(32) Re [pk(z) + PC)

]>0,zeU,k:1,2.

It is easy to see that pg(0) > 0, so, to apply Theorem 2 we need only to verify
29" (2)

P'(2)

As we know that ¢ € XK, o(a,6) with ZerlJ;,,y((p)(Z) # 0, z € U, we obtain
from Theorem 13 that

that Re P(z) > 0, z € U, where P(z) =v+ 1+

O =J,,(¢) € EKp0(a,0),

which is equivalent to

2®"(2)
P'(z)

a<Re[—1— }<5,26U,
hence
Rey—0d <ReP(z) <Rey—«a, z€ U.

Since Rey > 0, we get Re P(z) > 0, z € U, and we can now apply Theorem 2
to obtain Repg(z) > 0, z € U, k = 1, 2. Therefore, we have

¢'(2) <9, zeU.

(33) a < Re (2)

Since we know that G € ¥, and ® € ¥K,(«,0), we have from (33) that
G =Jpy(9) € XCpo(a,d;P).
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