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ON THE STABILITY OF SOLUTIONS OF LINEAR
BOUNDARY VALUE PROBLEMS FOR A SYSTEM OF
ORDINARY DIFFERENTIAL EQUATIONS

M. ASHORDIA

ABSTRACT. Linear boundary value problems for a system of ordinary
differential equations are considered. The stability of the solution
with respect to small perturbations of coefficients and boundary val-
ues is investigated.

Let Py : [a,b] — R™™ and qp : [a.b] — R™ be integrable matrix- and
vector-functions, respectively, ¢y € R™, and let Iy : C([a,b]; R™) — R™ be a
linear continuous operator such that the boundary value problem

dx

% = Po(t)a + aolt), 1)

lo(x) = co (2)
has the unique solution xy. Consider the sequences of integrable matrix-
and vector-functions, Py, : [a,b] — R™*™ (k=1,2,...), and ¢y : [a,b] — R"
(k=1,2,...), respectively, the sequence of constant vectors ¢, € R™ (k =

1,2,...) and the sequence of linear continuous operators Iy, : C([a, b]; R™) —
R™ (k=1,2,...). In [1,2], sufficient conditions are given for the problem

dx
o = Pl + au(t), 3)
le(z) = cx (4)
to have a unique solution x, for any sufficiently large k& and
klim 2k (t) = xo(t) uniformly on [a,d]. (5)
— 400
In the present paper, necessary and sufficient conditions are established

for the sequence of boundary value problems of the form (3),(4) to have the
above-mentioned property.
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116 M. ASHORDIA

Throughout the paper the following notations and definitions will be
used:

R =] — 00, 4+00];

R™ is a space of real column n-vectors x = (z;)?_; with the norm

n
lall = 3 Jai:
=1

R™*™ is a space of real n X n matrices X = (z;5);';_; with the norm

X1 = Jwil;

4,5=1

if X' = (w5)7';,=; € R"*", then diag X is a diagonal matrix with diagonal
components Zii,...,Tnn; X ' is an inverse matrix to X; F is an identity
n X n matrix;
C([a, b]; R™) is a space of continuous vector-functions « : [a, b] — R™ with
the norm
[2]le = max{[lz(®)] : a <t <b};

C(Ja,b];R™) and C([a,b); R"*") are the sets of absolutely continuous
vector- and matrix- functions, respectively;

L([a, b]; R™) and L([a, b]; R™*™) are the sets of vector- and matrix-functions
x :[a,b] > R™ and X : [a,b] — R™ "™ respectively, whose components are
Lebesgue-integrable;

[lZ|| is the norm of the linear continuous operator [ : C([a, b]; R™) — R™.

The vector-function z : [a,b] — R™ is said to be a solution of the problem
(1),(2) if it belongs to C([a,b]; R"™) and satisfies the condition (2) and the
system (1) a.e. on [a, b].

Definition 1. We shall say that the sequence (Pg, qr,lx) (k=1,2,...)
belongs to S(Po, qo,lo) if for every ¢g € R™ and ¢ € R" (k = 1,2,...)
satisfying the condition

kEToo Gk =<0 (6)

the problem (3),(4) has the unique solution zj for any sufficiently large k
and (5) holds.

Along with (1),(2) and (3),(4) we shall consider the corresponding homo-
geneous problems
dz
o = Po(t)z, (1o)
lo(x) =0 (20)
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and
d
= =P, (30)
lk(l') =0. (40)
Theorem 1. Let
Jim li(y) =lo(y) for y € C([a,0;R") (7
and
G sup [[li]| < +oo. (8)
Then
((PIka;lk)) 1 € 8(Po, q0,10) 9)

if and only if there exist sequences of matriz- and vector-functions, ®, €
C(la,b];R™™) (k= 1,2,...) and ¢ € C([a,b];R™) (k =1,2,...), respec-
tively, such that

b
quwp/|WﬂﬂWh<+m (10)
and
im0 =0, ()
Jm or(t) =0, (12)
t t
Jim [ Pirar= [ o (13)
ot 4
Jim [ iy = [ (s (14)

uniformly on [a,b], where
Pi(t) = [E = @(1)] - Pr(t) — ®(1), (15)
i (t) = [E = @x()][Pe(t)er(t) + qr(t) — @r(t)]. (16)
Theorem 1'. Let (7)and (8) be satisfied. The (9) holds if and only if

there exist sequences of matriz- and vector-functions, @y € C([a,b]; R™*™)
(k=1,2,...) and i € C([a,b];R™) (k=1,2,...), respectively, such that

1mbw/nm _ diag P} (7)]| dr < +o0 (17)
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and the conditions (11)—(13) and

t T
lim exp ( - / diag P;(s)ds) cqp(T)dr =

k—-+oo a

= /at exp ( - /T diag Po(s)ds) ~qo(T)dr (18)

a

are fulfilled uniformly on [a,b], where
Pi(t) = [Pr(t) — @u(6)Pr(t) — D4(1)] - [E — @x(t)] " (19)

and g;.(t) is the vector-function defined by (16).

Before proving this theorems, we shall give a theorem from [1] and some
of its generalizations.

Theorem 2. Let the conditions (6)—(8),

b
klir}rl sup/ |Px ()] dT < 400 (20)

hold and let the following conditions

t t

klir+n Pr(7)dr :/ Po(7) dr, (21)
at i

kli:r_l qr(7) dT:/ qo(T)dr (22)

hold uniformly on [a,b]. Then (9) is satisfied".

Theorem 2. Let there exist sequences of matriz- and vector-functions,
@, € Cla, b;R™™) (k = 1,2,...) and ¢ € C([a,b;R™) (k =1,2,...),
respectively, such that the conditions (10),

L fex = Ik (pr)] = co (23)

hold and let the conditions (11),(13),(14) be fulfilled uniformly on [a,b],
where Pi(t) and g;(t) are the matriz- and vector-functions defined by (15)
and (16), respectively. Let, moreover, conditions (7),(8) hold. Then for any
sufficiently large k the problem (3),(4) has the unique solution xj and

lim |lzx —@r — 20l = 0.
k— 400

1See [1], Theorem 1.2.
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Proof. The transformation z = x — ¢y, reduces the problem (3),(4) to

% = Pr(t)z 4 (2), (24)

lk(z) = Ck1, (25)

where r(t) = Pr(t)er(t) + qu(t) — @5 (1), ck1 = ek — l(or) (K =1,2,...).
Let us show that for any sufficiently large k& the homogeneous problem
(30),(40) has only trivial solution.
Suppose this proposition is invalid. It can be assumed without loss of
generality that for every natural & the problem (3),(4p) has the solution
x, for which

lzxlle = 1. (26)

Moreover, it is evident that the vector-function x; is the solution of the
system
dx

= = Pi(a + [@u(t) - 2w ()] (27)

According to (11) and (26)

i [Be() (1) = 0
uniformly on [a, b]. Therefore the conditions of Theorem 2 are fulfilled for
the sequence of problems (27),(4¢). Hence

lim ||zg|l. =0,
k——+oco

which contradicts (26). This proves that the problem (3¢),(40) has only
trivial solution.

From this fact it follows that for any sufficiently large k the problem
(24),(25) has the unique solution zj.

It can easily be shown that the vector-function z; satisfies the system

d
= = Pi(t)z + i), (28)
dt
where 7} (t) = [®x(t) - 2 (t)]" + gi (1)
Show that
Jimsup [z < +oo. (29)

Let this proposal be invalid. Assume without loss of generality that

I . = +00.
m Izl = +oo (30)
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Put
ugp(t) = ||zrllt - 2e(t) for t € a,b] (k=1,2,...).
Then in view of (25) and (28), for every natural k the vector-function wuy(t)
will be the solution of the boundary value problem
du
i
le(w) = [|zellc - exn,

Pr(t)u + sk(t),

where si(t) = ||zx]|o* - 75 (¢). Equations (11),(14),(23), and (30) imply

lim [l - exa] =0

k

and
t

li =
Jm ’ sp(t)dr =0

uniformly on [a, b]. Hence, according to (10) and (13), the conditions of The-
orem 2 are fulfilled for the sequence of the last boundary value problems.
Therefore
el = 0.
This equality contradicts the conditions |lug|l. = 1 (k = 1,2,...). The
inequality (29) is proved.
In view of (11),(14), and (29)

t t
lim ri(7) dT:/ qo(T)dr

k— 400 a

uniformly on [a, b].
Applying Theorem 2, to the sequence of the problems (28),(25), we again
show that

lim ||Zk—$0Hc:0. [l
k—+oo

Corollary 1. Let (6)—(8),

b
khT sup | ||Pe(r) — ®x(7)Pr(r) — @3, (7)|| dT < +00

hold and let the conditions (11),(21),(22),

lim [ ®p(r)Py(r) dr = / P*(r) dr

k— 400 a

and
t

lim O (T)qr(7)dr = / q*(r)dr

k——+o00 a
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be fulfilled uniformly on [a,b], where &) € 5([a,b];R”X") (k=1,2,...),
P* € L([a,b]; R™™), ¢* € L([a,b];R™). Let, moreover, the system

dz N N
9 — P30+ ai ),
where PG (t) = Po(t) — P*(t), ¢5(t) = qo(t) — ¢*(t), have a unique solution
satisfying the condition (2). Then

(Prvar ) o5 € S(Pg. a5, lo).-

Proof. Tt suffices to assume in Theorem 2 that ¢ () = 0 and to notice that

lim [E — @p(7)] - Pp(r)dr = / Py(r)dr

k—-+4o00 a

and
t t

im [ (B ®u(r)] - gu(r) dr = / g5(7) dr

k—+oo J, a

uniformly on [a,b]. O

Corollary 2. Let (6)—(8) hold, and let there exist a natural number m
and matriz-functions Po; € L([a,b],R™*™) (j =1,...,m) such that

lim [Prm(t) — Pr(t)] =0,

k—-+oo
t

lim [ B+ Pam(r) — Pa(r)] - Po(r) dr = / Po(r) dr,

k— 400 a
t t

lim [ [E+ Pin(r) — Pu(r)] - au(r) dr = / golr) dr

k—+4o00 a a

uniformly on [a,b], where
Put) = Pult), Peyiat) = Pistt) = [ [Pus(r) = Pos(rldr

(j=1,...,m).

Let, moreover,

b
i sup [ B + Pu(r) = Pu(r)) Pu(r) +
+H[Prm (1) — Pe(t)] ||dT < +o0.

Then (9) holds.
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Theorem 2'. Let there exist sequences of matriz- and vector-functions,
@y € Cla,b;R™™) (k = 1,2,...) and ¢ € C([a,b;R™) (k =1,2,...),
respectively, such that the conditions (17),(23) hold, and let the conditions
(11),(13), and (18) be fulfilled uniformly on [a,b]. Here P;(t) and g} (t) are
the matriz- and vector-functions defined by (19) and (16), respectively. Then
the conclusion of Theorem 2 is true.

Proof. In view of (14), we may assume without loss of generality that for
every natural k the matrix E — ®(¢) is invertible for ¢ € [a, b].
For every k € {0,1,...} and ¢ € [a, b] assume

Po(t) =Po(t), q5(t) =qo(t), Po(t) =0, wo(t) =0,
k1 = ek — l(or), Qu(t) = Hi(t) - [Pr(t) — diag Py (1)] - H,, ' (1),
T (t) = Hi(t) - g5 (1),

where
t

Hi(t) = exp ( - / diag Py (1) dT).

a

Moreover, assume
li(z) = li(x) for z € C(la,bl;R™),

where z(t) = [E — ®,(t)]~' - H, '(t) - 2(t).

From (13) it follows that I} : C([a,b];R") — R" (k = 0,1,...) is a
sequence of linear continuous operators for which conditions (7) and (8) are
satisfied.

For every k € {0,1,...} the transformation

2(t) = Hy(t) - [E = @x(8)] - [2(t) — r(t)] for ¢ € [a,b] (31)

reduces the problem (3),(4) to

= Q=+ (), (32)
I5(2) = ¢ (33)
and the problem (1),(2) to

dz

i Qo(t)z +7o(t), (34)

I5(2) = co. (35)
In view of (13) and (17) from Lemma 1.1 ([1], p.9) it follows that

k.EToo/ Qulr dT—/Qo
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uniformly on [a,b]. According to Theorem 2 from the above and from
(7),(8),(17),(18),(23) it follows that the problem (32),(33) has the unique
solution z; for any sufficiently large k, and

lim ||zr — 20]lc = 0,
———e
where zp is the unique solution of the problem (34),(35). Therefore (11),(13)
and (31) show that the statement of the theorem is true. [
Corollary 3. Let the conditions (6)—(8),

hm sup/ |Pr(7) — diag Px(7)|| dT < +00

hold and let (21) and

t T
lim exp ( - / diag Pk(s)ds) cqr(T)dr =

k——+oo a

- /at exp(_ /aT diagPo(s)dS) ~qo(T)dr

be fulfilled uniformly on [a,b]. Then (9) holds.

Remark. As compared with Theorem 2, and the results of [2], it is
not assumed in Theorems 2 and 2’ that the equalities (21) and (22) hold
uniformly on [a, b]. Below we will give an example of a sequence of boundary
value problems for linear systems for which (9) holds but (21) is not fulfilled
uniformly on [a, b].

Example. Let a = 0, b = 27, n = 2, and for every natural k£ and
t € [0,2n], let

Po=(o paig ) P0=(05):

o0 =) =m0 = ¢ )

© = (Vk + VE)sinkt for t € Iy,
Pr1 Vksin kt for ¢ € [0, 2w\ I;
[ oh®) -] fortedy,
pr2(t) = {0 ’ for t € [0, 27|\ Ix;
Br(t) :/O 1= an(m)] - pra(7)d

) 4 Y (Vk +1)"tsinkt fort € Iy,
o =
g 0 for t € [0, 27\ I,
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where I, = U4 12mk~17r, (2m + 1)k~'n[. Let, moreover, for every k €

{0,1,...}, Yi(¢) be the fundamental matrix of the system (3¢) satisfying

It can easily be shown that for every natural k we have

Yo(t) = E, Yi(t) = ( (1) lfﬂkc(v?(t) ) for t € [0, 2]

and

Jim Yi(t) = Yo(0)

uniformly on [0, 27], since
lim |lak|le = lim ||Bk|lc = 0.
—+00 k—4o00

Note that

27

lim pr(t)dt =2 lim Vk = +oo.
k— 400 0 k—-4o0

Therefore neither the conditions of Theorem 2y nor the results of [2] are
fulfilled.
On the other hand, if we assume that

() =E-Y, () for te0,2n] (k=1,2,...),

then the conditions of Theorems 2 and 2’ will be fulfilled, and if we put

By(t) = ( owlt) Bl ) for t € [0,27] (k=1,2,...),

then in this case only the conditions of Theorem 2 will be fulfilled, since

27
lim sup/ |pra(t)] dt = +oo.
k—4o00 0

Proof of Theorem 1. The sufficiency follows from Theorem 2, since in view
of (6),(8), and (12), condition (23) holds.

Let us show the necessity. Let ¢ € R™ (k = 0,1,...) be an arbitrary
sequence satisfying (6) and let e; = (0;5)7~; (j =1,...,n), where ¢;; = 1 if
Z:jand(SZ]:Ole#j

In view of (9), we may assume without loss of generality that for every
natural k the problem (3),(4) has the unique solution xy.

For any k € {0,1,...} and j € {1,...,m} assume

yri () = 2k (t) — 25 (1) (¢ € [a, b)),
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where z,; and xx; (k = 1,2,...) are the unique solutions of (1) and (3)
satisfying
lo(z) =co—e; and lx(x)=cp —e;y,

respectively. Moreover, for every k € {0,1,...} denote by Yj(¢) the matrix-
function whose columns are yg1(t), ..., Yrn(t).

It can easily be shown that y,; and y; satisfy (1o) and (3¢), respectively,
and

(yej) =¢; (G=1,...,n; k=0,1,...). (36)

If for some kand a; € R (j=1,...,n)

D ajyri(t) =0 (t € [a,b]),
j=1

then, using (36), we have
n
Z Q €; = O,
j=1

and therefore

ap =---=a, =0,
i.e., Yy and Yy are the fundamental matrices of the systems (1p) and (3p),
respectively. Hence, (5) implies

klu}_l Y, '(t) = Yy ' (t) uniformly on [a,b]. (37)

Let, for every natural k and ¢ € [a, b,

Br(t) = E = Yo()Y, ' (1), (38)
i (t) = zx(t) — zo(t). (39)
Let us show (10)—(14). Equations (11) and (12) are evident. Moreover,

using the equality

Y, ) = =Y, HOPr(t) for t € a,b] (k=1,2,...),
it can be easily shown that

Pr(t) = Po(t)Yo(t)Y, *(t) for t € [a,b] (k=1,2,...)

and
/ @i (1) dr = Yo ()Y, (H)ao(t) — Yo(a)Y, H(a)zo(a) —

—/ Po(7)Yo(1)Y, H(T)zo(r)dr for t € [a,b] (k=1,2,...).
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Therefore, according to (37) the conditions (10),(13), and (14) are fulfilled
uniformly on [a,b]. This completes the proof. O

The proof of Theorem 1’ is analogous. We note only that ®; and ¢}, are
defined as above.

The behavior at & — +o00 of the solution of the Cauchy problem (I (x) =
x(to), to € [a,b]) and of the Cauchy-Nicoletti problem (Ix(x) = (z;(t:))" 1,
t; € [a,b]) is considered in [3-5]. Moreover, in [6] the necessary conditions
for the stability of the Cauchy problem are investigated.
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