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#### Abstract

A strong type two-weight problem is solved for fractional maximal functions defined in homogeneous type general spaces. A similar problem is also solved for one-sided fractional maximal functions.


## 1. Introduction

The solution of a two-weight problem for maximal functions in Euclidean spaces was obtained for the first time in [1]. This paper gives a new complete description of pairs of weight functions which provides the validity of strong type two-weighted inequalities for fractional maximal functions defined in homogeneous type general spaces. A similar result was obtained in [2] for homogeneous type spaces having group structure. It should be noted that condition (1.2) below, which has turned out to be a criterion of strong type two-weight estimates for fractional maximal functions, appeared for the first time in [3], [4].

In this paper we also solve a strong type two-weight problem for one-sided maximal functions of fractional order on the real axis.

The homogeneous type space $(X, d, \mu)$ is a topological space with a complete measure $\mu$ such that compactly supported functions are dense in the space $L^{1}(X, \mu)$. Moreover, it is assumed that there is a nonnegative realvalued function $d: X \times X \rightarrow R^{1}$ satisfying the following conditions:
(i) $d(x, x)=0$ for all $x \in X$;
(ii) $d(x, y)>0$ for all $x \neq y$ in $X$;
(iii) there is a constant $a_{0}$ such that $d(x, y) \leq a_{0} d(y, x)$ for all $x, y$ in $X$;
(iv) there is a constant $a_{1}$ such that $d(x, y) \leq a_{1}(d(x, z)+d(z, y))$ for all $x, y$ and $z$ in $X$;

[^0](v) for each neighborhood $V$ of $x$ in $X$ there is $r>0$ such that the ball $B(x, r)=\{y \in X: d(x, y)<r\}$ is contained in $X$.

The balls $B(x, r)$ are measurable for all $x$ and $r>0$.
There is a constant $b$ such that $\mu B(x, 2 r) \leq b \mu B(x, r)$ for all nonempty $B(x, r)$ (see [5]).

For a locally summable function $f: X \rightarrow R^{1}$ the fractional maximal function is defined as follows:

$$
\begin{equation*}
M_{\gamma}(f)(x)=\sup (\mu B)^{\gamma-1} \int_{B}|f(y)| d \mu, \quad 0<\gamma<1 \tag{1.0}
\end{equation*}
$$

where the supremum is taken with respect to all balls $B$ of positive measure containing the point $x$.

A measurable function $w: X \rightarrow R^{1}$, which is positive almost everywhere and locally summable, is called a weight function (weight). For a $\mu$-measurable set $E$ we put

$$
w E=\int_{E} w(x) d \mu
$$

Main Theorem. Let $1<p<q<\infty, 0<\gamma<1$, $v$ and $w$ be the weight functions. For a constant $c>0$ to exist so that the inequality

$$
\begin{equation*}
\left(\int_{X}\left(M_{\gamma}(f)(x)\right)^{q} v(x) d \mu\right)^{\frac{1}{q}} \leq c\left(\int_{X}|f(x)|^{p} w(x) d \mu\right)^{\frac{1}{p}} \tag{1.1}
\end{equation*}
$$

would hold, it is necessary and sufficient that the condition

$$
\begin{gather*}
\sup _{\substack{x \in X \\
r>0}}\left(w^{1-p^{\prime}} B\left(x, 2 N_{0} r\right)\right)^{\frac{1}{p^{\prime}}} \times \\
\times\left(\int_{X \backslash B(x, r)} v(y)(\mu B(x, d(x, y)))^{(\gamma-1) q} d \mu\right)^{\frac{1}{q}}<\infty \tag{1.2}
\end{gather*}
$$

be fulfilled.
This theorem was announced in [6].

## 2. Preliminary Results

We begin this section by generalizing the results of [1] for homogeneous type general spaces. After that we give the proof of the main theorem which is based on Theorem 2.1 to be proved below and our results obtained previously [7] (see also [8]) for fractional integrals defined in homogeneous type general spaces.

First we give a familiar covering lemma which is valid for arbitrary spaces with a quasi-metric.

Lemma A ([5]). Let $E$ be a bounded set in $X$ and, for each point $x \in E$ let a ball $B_{x}=B\left(x, r_{x}\right)$ be given such that $\sup _{x \in X} \operatorname{rad} B_{x}<\infty$. Then from the family $\left\{B_{x}\right\}_{x \in E}$ we can choose a (finite or infinite) sequence of pairwise disjoint balls $\left(B_{j}\right)_{j}$ for which $E \subset \cup_{j \geq 1} N_{0} B_{j}, N_{0}=a_{1}\left(1+2 a_{0}\right)$, and for each $B_{x} \in\left\{B_{x}\right\}_{x \in E}$ there exists a ball $\bar{B}_{j_{0}}$ such that $x \in N_{0} B_{j_{0}}$ and $\operatorname{rad} B_{x} \leq 2 \operatorname{rad} B_{j_{0}}$.

We have
Theorem 2.1. Let $0 \leq \gamma<1,1<p \leq q<\infty$. Then the following two conditions are equivalent:
(i) there exists a constant $c_{1}>0$ such that

$$
\begin{equation*}
\left(\int_{X}\left(M_{\gamma}(f)(x)\right)^{q} v(x) d \mu\right)^{\frac{1}{q}} \leq c_{1}\left(\int_{X}|f(x)|^{p} w(x) d \mu\right)^{\frac{1}{p}} \tag{2.1}
\end{equation*}
$$

for any $f \in L_{w}^{p}(X, \mu)$;
(ii) there exists a constant $c_{2}>0$ such that

$$
\begin{equation*}
\left(\int_{B}\left(M_{\gamma}\left(\chi_{B} w^{1-p^{\prime}}\right)(x)\right)^{q} v(x) d \mu\right)^{\frac{1}{q}} \leq c_{2}\left(\int_{B} w^{1-p^{\prime}}(x) d \mu\right)^{\frac{1}{p}} \tag{2.2}
\end{equation*}
$$

for any ball $B \subset X$.
Proof. On substituting $f=\chi_{B} w^{1-p^{\prime}}$ in (2.1), we obtain (2.2). Therefore the implication $(i) \Rightarrow(i i)$ is fulfilled. We will prove $(i i) \Rightarrow(i)$. Let $N=$ $a_{1}\left(1+2 a_{1}\left(1+a_{0}\right)\right)$ and $N_{1}=a_{1}\left(1+a_{1}^{2}\left(1+a_{0}\right)\left(N+a_{0}\right)\right)$. Assume $b>1$ to be a constant such that

$$
\mu\left(N_{1} B\right) \leq b \mu B
$$

for an arbitrary ball $B$.
Let further $B_{0}$ be an arbitrarily fixed ball and $f$ be an arbitrary integrable function which is positive almost everywhere and satisfies the condition $\operatorname{supp} f \subset B_{0}$.

We set

$$
\Omega_{k}=\left\{x \in X: M_{\gamma}(f)(x)>b^{k}\right\}, \quad k \in \mathbb{Z}
$$

Obviously, for each $x \in \Omega_{k}$ there exists a ball $B(y, r) \ni x$ such that

$$
\frac{1}{(\mu B(y, r))^{1-\gamma}} \int_{B(y, r)} f(z) d \mu>b^{k} .
$$

The set of radius lengths of such balls will be bounded by virtue of the fact that $\operatorname{supp} f \subset B_{0}$.

Consider the values

$$
\mathcal{R}_{x}^{k}=\sup \left\{r: \exists B(y, r) \ni x, \frac{1}{(\mu B(y, r))^{1-\gamma}} \int_{B(y, r)} f(z) d \mu>b^{k}\right\}
$$

Obviously, for arbitrary $x \in \Omega_{k}$ there exist $y_{x} \in X$ and $r_{x}>\frac{\mathcal{R}_{x}^{k}}{2}$ such that

$$
\frac{1}{\left(\mu B\left(y_{x}, r_{x}\right)\right)^{1-\gamma}} \int_{B\left(y_{x}, r_{x}\right)} f(z) d \mu>b^{k}
$$

Along with this, for each ball $B^{\prime}$ which contains the point $x$ and for which $\operatorname{rad} B^{\prime} \geq 2 r_{x}$ we have

$$
\begin{equation*}
\frac{1}{\left(\mu B^{\prime}\right)^{1-\gamma}} \int_{B^{\prime}} f(z) d \mu \leq b^{k} \tag{2.3}
\end{equation*}
$$

By Lemma A for each $k$ there exists a sequence $\left(B_{j}^{k}\right)_{j \geq 1}$ of nonintersecting balls such that $\cup_{j \geq 1} N B_{j}^{k} \supset \Omega_{k}$ and

$$
\frac{1}{\left(\mu B_{j}^{k}\right)^{1-\gamma}} \int_{B_{j}^{k}} f(z) d \mu>b^{k}
$$

Let us show that if $B_{j}^{k} \cap B_{i}^{n} \neq \varnothing$ and $n>k$, then

$$
\begin{equation*}
N B_{i}^{n} \subset N B_{j}^{k} \tag{2.4}
\end{equation*}
$$

To this end it will first be shown that if $r_{i}=\operatorname{rad} B_{i}, r_{j}=\operatorname{rad} B_{j}$, and $n>k$, then

$$
r_{i}^{n}<\frac{r_{j}^{k}}{a_{1}\left(a_{0}+N\right)}
$$

Assume the opposite, i.e., $r_{j}^{k} \leq a_{1}\left(a_{0}+N\right) r_{i}^{n}$. Then for $y \in B_{j}^{k}$ and $x \in$ $B_{j}^{k} \cap B_{i}^{n}$ we will have

$$
\begin{aligned}
d\left(x_{i}^{n}, y\right) & \leq a_{1}\left(d\left(x_{i}^{n}, x\right)+d(x, y)\right) \leq \\
& \leq a_{1}\left(r_{i}^{n}+a_{1}\left(a_{0} d\left(x_{j}^{k}, x\right)+d\left(x_{j}^{k}, y\right)\right)\right)<a_{1}\left(r_{i}^{n}+a_{1}\left(1+a_{0}\right) r_{j}^{k}\right) \leq \\
& \leq a_{1}\left(1+a_{1}^{2}\left(1+a_{0}\right)\left(N+a_{0}\right)\right) r_{i}^{n}=N_{1} r_{i}^{n}
\end{aligned}
$$

where $x_{j}^{k}$ are the centers of $B_{j}^{k}$. Therefore $B_{j}^{k} \subset N_{1} B_{i}^{n}$. Along with this, $2 r_{j}^{k}<N_{1} r_{i}^{n}$. Therefore by virtue of (2.3) we obtain

$$
b^{n}<\frac{1}{\left(\mu B_{i}^{n}\right)^{1-\gamma}} \int_{B_{i}^{n}} f(z) d \mu \leq \frac{b}{\mu\left(N_{1} B_{i}^{n}\right)^{1-\gamma}} \int_{N_{1} B_{i}^{n}} f(z) d \mu \leq b^{k+1}
$$

Thus $n \leq k$, which leads to a contradiction. Therefore

$$
r_{j}^{k}>a_{1}\left(a_{0}+N\right) r_{i}^{n}
$$

Now for $x \in N B_{i}^{n}$ and $y \in B_{i}^{n} \cap B_{j}^{k}$ we derive

$$
\begin{aligned}
d\left(x_{j}^{k}, x\right) & \leq a_{1}\left(d\left(x_{j}^{k}, y\right)+a_{1}\left(a_{0} d\left(x_{i}^{n}, y\right)+d\left(x_{i}^{n}, x\right)\right)\right) \leq \\
& \leq a_{1}\left(r_{j}^{k}+a_{1}\left(a_{0}+N\right) r_{i}^{n}\right) \leq 2 a_{1} r_{j}^{k}<N r_{j}^{k}
\end{aligned}
$$

Thus $N B_{i}^{n} \subset N B_{j}^{k}$ provided that $B_{j}^{k} \cap B_{i}^{n} \neq \varnothing$ and $n>k$.
We introduce the sets

$$
E_{j}^{k}=\left(N B_{j}^{k} \backslash \bigcup_{i=1}^{j-1} N B_{i}^{k}\right) \cap\left(\Omega_{k} \backslash \Omega_{k+1}\right), \quad k \in \mathbb{Z}, \quad j \in \mathbb{N}
$$

As is easy to verify,

$$
\bigcup_{j=1}^{\infty} E_{j}^{k}=\Omega_{k} \backslash \Omega_{k+1} \quad \text { and } \quad E_{j}^{k} \cap E_{i}^{n}=\varnothing \text { for } k \neq n \text { or } i \neq j
$$

Therefore we have

$$
\begin{gather*}
\int_{X}\left(M_{\gamma}(f)(x)\right)^{q} v(x) d \mu \leq \sum_{k=-\infty}^{\infty} \sum_{j=1}^{\infty} b^{(k+1) q} v E_{j}^{k} \leq \\
\leq b^{q} \sum_{j, k}\left(\frac{1}{\left(\mu B_{j}^{k}\right)^{1-\gamma}} \int_{B_{j}^{k}} f(z) d \mu\right)^{q} v E_{j}^{k}= \\
=c \sum_{j, k}\left(\frac{\sigma\left(N B_{j}^{k}\right)}{\left(\mu B_{j}^{k}\right)^{1-\gamma}}\right)^{q} v E_{j}^{k}\left(\frac{1}{\sigma\left(N B_{j}^{k}\right)} \int_{B_{j}^{k}} \frac{f(z)}{\sigma(z)} \sigma(z) d \mu\right)^{q} \tag{2.5}
\end{gather*}
$$

where $\sigma=w^{1-p^{\prime}}$.
Let now $\nu$ be a discrete measure given on $\mathbb{Z}^{2}$ by

$$
\nu\{(j, k)\}=\left(\frac{\sigma\left(N B_{j}^{k}\right)}{\left(\mu B_{j}^{k}\right)^{1-\gamma}}\right)^{q} v E_{j}^{k} .
$$

Define the operator $T$ acting from $L_{l o c}^{1}(X, d \mu)$ into the set of $\nu$-summable functions defined on $\mathbb{Z}^{2}$ as follows:

$$
T(g)(j, k)=\frac{1}{\sigma\left(N B_{j}^{k}\right)} \int_{B_{j}^{k}}|g(z)| \sigma(z) d \mu .
$$

Equality (2.5) can now be rewritten as

$$
\begin{equation*}
\int_{X}\left(M_{\gamma}(f)(x)\right)^{q} \nu(x) d \mu \leq c \int_{\mathbb{Z}^{2}}\left(T\left(\frac{f}{\sigma}\right)(z)\right)^{q} d \nu \tag{2.6}
\end{equation*}
$$

Our aim is to prove that the operator $T$ has a strong type $(p, q)$. It is obvious that the operator $T$ has a strong type $(\infty, \infty)$. Now let us show that $T$ is the operator of a weak type $\left(1, \frac{q}{p}\right)$, i.e.,

$$
\begin{gather*}
\nu \Gamma(\lambda)=\nu\left\{(j, k) \in \mathbb{Z}^{2}: T(g)(j, k)>\lambda\right\} \leq \\
c \lambda^{-\frac{q}{p}}\left(\int_{X}|g(z)|^{p} \sigma(z) d \mu\right)^{\frac{q}{p}} \tag{2.7}
\end{gather*}
$$

for any $\lambda>0$ and $g \in L^{1}(X, \sigma d \mu)$.
We fix some $k_{0} \in \mathbb{Z}$ and first show that

$$
\begin{align*}
\lambda^{\frac{q}{p}} \nu \Gamma_{k_{0}}(\lambda)= & \nu\left\{(j, k) \in \mathbb{Z} \times \mathbb{Z}_{k_{0}}: T(g)(j, k)>\lambda\right\} \leq \\
& \leq\left(\int_{X}|g(z)|^{p} \sigma(z) d \mu\right)^{\frac{1}{p}} \tag{2.8}
\end{align*}
$$

where $\mathbb{Z}_{k_{0}}=\left\{k_{0}, k_{0}+1, \ldots\right\}$.
Now fix $\lambda>0$ and consider the system of balls $\left(B_{j}^{k}\right)_{(j, k) \in \Gamma_{k_{0}}(\lambda)}$. Choose from the latter system a subsystem of nonintersecting balls in the following manner: take all balls of "rank" $k_{0}$, i.e., all balls $B_{j}^{k_{0}}, j=1,2, \ldots$ Pass to "rank" $k_{0}+1$. If some $B_{i}^{k_{0}+1}$ intersects with none of $B_{j}^{k_{0}}$, then include it in the subsystem and otherwise discard. Next compare the balls of rank $k_{0}+2$ with the ones already chosen in the above-described manner and so on. We obtain thus the sequence of nonintersecting balls $\left\{B_{i}\right\}_{i}$. According to (2.4) if $B_{j}^{k} \in\left\{B_{i}\right\}_{i}$, then $N B_{j}^{k} \subset N B_{i_{0}}$ for some $i_{0} \geq 1$ and therefore

$$
\bigcup_{i=1}^{\infty} N B_{i}=\bigcup_{(j, k) \in \Gamma_{k_{0}}(\lambda)} N B_{j}^{k}
$$

Hence we obtain

$$
\begin{aligned}
\lambda^{\frac{q}{p}} \nu \Gamma_{k_{0}}(\lambda) & =\lambda^{\frac{q}{p}} \sum_{(j, k) \in \Gamma_{k_{0}}(\lambda)}\left(\frac{\sigma\left(N B_{j}^{k}\right)}{\left(\mu B_{j}^{k}\right)^{1-\gamma}}\right)^{q} v E_{j}^{k} \leq \\
& \leq c \lambda^{\frac{q}{p}} \sum_{i=1}^{\infty} \sum_{N B_{j}^{k} \subset N B_{i}}\left(\frac{\sigma\left(N B_{j}^{k}\right)}{\left(\mu\left(N B_{j}^{k}\right)\right)^{1-\gamma}}\right)^{q} v E_{j}^{k} \leq
\end{aligned}
$$

$$
\begin{aligned}
& \leq c \lambda^{\frac{q}{p}} \sum_{i=1}^{\infty} \sum_{N B_{j}^{k} \subset N B_{i} E_{j}^{k}} \int_{\gamma}\left(M_{\gamma}\left(\chi_{N B_{i}} \sigma\right)(z)\right)^{q} v(z) d \mu \leq \\
& \leq c \lambda^{\frac{q}{p}} \sum_{i=1}^{\infty} \int_{N B_{i}}\left(M_{\gamma}\left(\chi_{N B_{i}} \sigma\right)(z)\right)^{q} v(z) d \mu \leq c \lambda^{\frac{q}{p}} \sum_{i=1}^{\infty}\left(\sigma\left(N B_{i}\right)\right)^{\frac{q}{p}} \leq \\
& \leq c \sum_{i=1}^{\infty}\left(\sigma\left(N B_{i}\right)\right)^{\frac{q}{p}}\left(\frac{1}{\sigma\left(N B_{i}\right)} \int_{B_{i}}|g(z)| \sigma(z) d \mu\right)^{\frac{q}{p}}= \\
& =c \sum_{i=1}^{\infty}\left(\int_{B_{i}}|g(z)| \sigma(z) d \mu\right)^{\frac{q}{p}} \leq c\left(\sum_{i=1}^{\infty} \int_{B_{i}}|g(z)| \sigma(z) d \mu\right)^{\frac{q}{p}} \leq \\
& \leq c\left(\int_{X}|g(z)| \sigma(z) d \mu\right)^{\frac{q}{p}} .
\end{aligned}
$$

Thus we have proved (2.8) where the constant does not depend on $k_{0}$. Making now $k_{0}$ tend to $-\infty$, we obtain (2.7). We have shown that the operator $T$ has a weak type $\left(1, \frac{q}{p}\right)$.

Since the operator $T$ has a weak type $\left(1, \frac{q}{p}\right)$ and a strong type $(\infty, \infty)$, by the Marcinkiewicz interpolation theorem we conclude that $T$ has a strong type ( $p, q$ ). Then (3.6) implies

$$
\begin{aligned}
& \int_{X}\left(M_{\gamma}(f)(x)\right)^{q} v(x) d \mu \leq c \int_{\mathbb{Z}^{2}}\left(T\left(\frac{f}{\sigma}\right)(x)\right)^{q} d \nu \leq \\
\leq & c_{1}\left(\int_{X}\left(\frac{f}{\sigma}\right)^{p}(x) \sigma(x) d \mu\right)^{\frac{q}{p}}=c_{1}\left(\int_{X} f^{p}(x) w(x) d \mu\right)^{\frac{q}{p}} .
\end{aligned}
$$

Let now $f$ be an arbitrary function from $L^{p}(X, w d \mu)$. By virtue of the foregoing arguments, for an arbitrary ball $B_{0}$ we will have

$$
\begin{gathered}
\left(\int_{X}\left(M_{\gamma}\left(\chi_{B_{0}} f\right)\right)^{q} v(x) d \mu\right)^{\frac{1}{q}} \leq \\
\leq c\left(\int_{B_{0}} f^{p}(x) w(x) d \mu\right)^{\frac{1}{p}} \leq c\left(\int_{X} f^{p}(x) w(x) d \mu\right)^{\frac{1}{p}} .
\end{gathered}
$$

Making $\operatorname{rad} B_{0}$ tend to infinity, by the Fatou lemma we obtain (2.1).
Next we will give two theorems which are proved in [7]. They concern two-weight estimates of integral transforms with a positive kernel, in par-
ticular, analogs of fractional integrals defined in spaces with a quasi-metric and measure.

Consider the integral operators

$$
\begin{aligned}
\mathcal{K}(f)(x) & =\int_{X} k(x, y) f(y) d y \\
\mathcal{K}^{*}(f)(x) & =\int_{X} k(y, x) f(y) d y
\end{aligned}
$$

Theorem A. Let $1<p<q<\infty, k: X \times X \rightarrow R^{1}$ be an arbitrary positive measurable kernel; $v$ and $\mu$ be arbitrary finite measures on $X$ so that $\mu\{x\}=0$ for any $x \in X$. If the condition

$$
c_{0}=\sup _{\substack{x \in X \\ r>0}}\left(v B\left(x, 2 N_{0} r\right)\right)^{\frac{1}{q}}\left(\int_{X \backslash B(x, r)} k^{p^{\prime}}(x, y) w^{1-p^{\prime}}(y) d \mu\right)^{\frac{1}{p^{\prime}}}<\infty,
$$

where $N_{0}=a_{1}\left(1+2 a_{0}\right)$ and the constants $a_{0}$ and $a_{1}$ are from the definition of a quasi-metric, is fulfilled, then there exists the constant $c>0$ such that the inequality

$$
v\{x \in X: \mathcal{K}(f)(x)>\lambda\} \leq c \lambda^{-q}\left(\int_{X}|f(x)|^{p} d \mu\right)^{\frac{q}{p}}
$$

holds for any $\mu$-measurable nonnegative function $f: X \rightarrow R^{1}$ and arbitrary $\lambda>0$.

Definition 2.1. A positive measurable kernel $k: X \times X \rightarrow R^{1}$ will be said to satisfy condition $(V)(k \in V)$ if there exists a constant $c>0$ such that

$$
k(x, y)<c k\left(x^{\prime}, y\right)
$$

for arbitrary $x, y$, and $x^{\prime}$ from $X$ which satisfy the condition $d\left(x, x^{\prime}\right)<$ $N d(x, y)$, where $N=2 N_{0}$.

Theorem B. Let $1<p<q<\infty, \mu$ be an arbitrary locally finite measure, $w$ be a weight, and $k \in V$. Then the following conditiona are equivalent:
(i) there exists a constant $c_{1}>0$ such that the inequality

$$
w^{1-p^{\prime}}\{x \in X: \mathcal{K}(f)(x)>\lambda\} \leq c_{1} \lambda^{-q}\left(\int_{X}|f(x)|^{p} v^{\frac{1}{1-q}}(x) d \mu\right)^{\frac{p^{\prime}}{q^{\prime}}}
$$

holds for arbitrary $\lambda>0$ and nonnegative $f \in L^{p}(X, w d \mu)$;
(ii) there exists a constant $c_{2}>0$ such that

$$
\left(\int_{X}\left(\mathcal{K}^{*}\left(\chi_{B} w^{1-p^{\prime}}\right)(x)\right)^{q} v(x) d \mu\right)^{\frac{1}{q}} \leq c_{2}\left(\int_{B} w^{1-p^{\prime}}(y) d \mu\right)^{\frac{1}{p}}
$$

for an arbitrary ball $B \subset X$;
(iii)

$$
\sup _{\substack{x \in X \\ r>0}}\left(w^{1-p^{\prime}} B\left(x, 2 N_{0} r\right)\right)^{\frac{1}{p^{\prime}}}\left(\int_{X \backslash B(x, r)} k^{q}(x, y) v(y) d \mu\right)^{\frac{1}{q}}<\infty
$$

## 3. Proof of the Main Theorem

Using the results of the preceding sections we will prove the main theorem of this paper.

Proof. Our aim is to show that the implication $(1.1) \Leftrightarrow(1.2)$ is valid. First we will prove the implication $(1.2) \Rightarrow(1.1)$. Consider an operator given on $L^{q^{\prime}}\left(X, v^{\frac{1}{1-q}}\right)$ in the form

$$
T_{\gamma}(f)(x)=\int_{X} \frac{|f(y)|}{(\mu B(x, d(x, y)))^{1-\gamma}} d \mu
$$

The latter operator is an analog of the Riesz potential for homogeneous type spaces.

Using Theorem A, from condition (1.2) we conclude that the weak type inequality

$$
\begin{equation*}
w^{1-p^{\prime}}\left\{x \in X: T_{\gamma}(f)(x)>\lambda\right\} \leq c_{4} \lambda^{-p^{\prime}}\left(\int_{X}|f(x)|^{q^{\prime}} v^{\frac{1}{1-q}}(x) d \mu\right)^{\frac{p^{\prime}}{q^{\prime}}} \tag{3.1}
\end{equation*}
$$

with the constant not depending on $\lambda>0$ and $f$ is valid.
Further, by virtue of Theorem $B$ the latter inequality implies that there exists a constant $c_{2}>0$ such that for any ball $B \subset X$ we have

$$
\begin{equation*}
\left(\int_{X}\left(T_{\gamma}^{*}\left(\chi_{B} w^{1-p^{\prime}}\right)(x)\right)^{q} v(x) d \mu\right)^{\frac{1}{q}} \leq c_{2}\left(\int_{B} w^{1-p^{\prime}}(x) d \mu\right)^{\frac{1}{p^{\prime}}} \tag{3.2}
\end{equation*}
$$

where

$$
T_{\gamma}^{*}(\varphi)(x)=\int_{X} \frac{|\varphi(y)|}{(\mu B(y, d(x, y)))^{1-\gamma}} d \mu
$$

On the other hand, there exist constants $c_{3}>0$ and $c_{4}>0$ such that

$$
\begin{equation*}
c_{3} \mu B(y, d(x, y)) \leq \mu B(x, d(x, y)) \leq c_{4} \mu B(y, d(x, y)) \tag{3.3}
\end{equation*}
$$

The latter follows from the fact that $B(x, d(x, y)) \subset a_{1}\left(a_{0}+1\right) d(x, y)$. Indeed, let $d(x, z) \leq d(x, y)$. Then

$$
d(y, z) \leq a_{1}(d(y, x)+d(x, z)) \leq a_{1}\left(a_{0}+1\right) d(x, y)
$$

By virtue of the doubling property for measure we obtain

$$
\mu B\left(y, a_{1}\left(a_{0}+1\right) d(x, y)\right) \leq c_{5} \mu B(y, d(x, y))
$$

Hence we conclude that (3.3) is valid. Next, from (3.3) and (3.2) we derive

$$
\begin{equation*}
\left(\int_{X}\left(T_{\gamma}\left(\chi_{B} w^{1-p^{\prime}}\right)(x)\right)^{q} v(x) d \mu\right)^{\frac{1}{q}} \leq c_{6}\left(\int_{B} w^{1-p^{\prime}}(x) d \mu\right)^{\frac{1}{p}} . \tag{3.4}
\end{equation*}
$$

Now we will show that for an arbitrary nonnegative measurable function $\varphi$ we have

$$
\begin{equation*}
M_{\gamma}(\varphi)(x) \leq c_{7} T_{\gamma}(\varphi)(x) \tag{3.5}
\end{equation*}
$$

where the constant $c_{7}$ does not depend on $\varphi$ and $x$.
First we will show that for any $x$ there exists a ball $B_{x}=B\left(x, r_{x}\right)$ such that

$$
\begin{equation*}
M_{\gamma}(\varphi)(x) \leq \frac{c_{8}}{\left(\mu B_{x}\right)^{1-\gamma}} \int_{B} \varphi(z) d \mu \tag{3.6}
\end{equation*}
$$

where the positive constant $c_{8}$ does not depend on $\varphi$ and $B_{x}$. Indeed, there exists a ball $B(y, r)$ such that $x \in B(y, r)$ and

$$
\begin{equation*}
M_{\gamma}(\varphi)(x) \leq \frac{2}{(\mu B(y, r))^{1-\gamma}} \int_{B(y, r)} \varphi(z) d \mu \tag{3.7}
\end{equation*}
$$

Assuming now that $z \in B(y, r)$, we obtain

$$
d(x, z) \leq a_{1}(d(x, y)+d(y, z)) \leq a_{1}\left(a_{0}+1\right) r
$$

Therefore $B(y, r) \subset B\left(x, a_{1}\left(1+a_{0}\right) r\right)$. On the other hand, we have $B\left(x, a_{1}(1+\right.$ $\left.\left.a_{0}\right) r\right) \subset B\left(y, a_{1}\left(1+a_{1}\left(1+a_{0}\right)\right) r\right)$ since
$d(y, z) \leq a_{1}(d(y, x)+d(x, z)) \leq a_{1}\left(r+a_{1}\left(1+a_{0} r\right)\right)=a_{1}\left(1+a_{1}\left(1+a_{0}\right)\right) r$ for any $z \in B\left(x, a_{1}\left(1+a_{0}\right) r\right)$.

Now applying the doubling condition, from (3.7) we find that

$$
\begin{aligned}
M_{\gamma}(\varphi)(x) & \leq \frac{2}{(\mu B(y, r))^{1-\gamma}} \int_{B\left(x, a_{1}\left(1+a_{0}\right) r\right)} \varphi(z) d \mu \leq \\
& \leq \frac{c_{8}}{\left(\mu B\left(x, a_{1}\left(1+a_{0}\right) r\right)\right)^{1-\gamma}} \int_{B\left(x, a_{1}\left(1+a_{0}\right) r\right)} \varphi(z) d \mu
\end{aligned}
$$

Replacing $r_{x}$ by the number $a_{1}\left(1+a_{0}\right) r$, we obtain (3.6).
Now we will prove (3.5). We have

$$
\begin{aligned}
T_{\gamma}(\varphi)(x) & \geq \int_{B\left(x, r_{x}\right)} \frac{\varphi(y)}{(\mu B(x, d(x, y)))^{1-\gamma}} d \mu \geq \\
& \geq \frac{1}{\left(\mu B\left(x, r_{x}\right)\right)^{1-\gamma}} \int_{B\left(x, r_{x}\right)} \varphi(z) d \mu \geq \frac{1}{c_{8}} M_{\gamma}(\varphi)(x)
\end{aligned}
$$

From (3.4) and (3.5) we obtain

$$
\left(\int_{X}\left(M_{\gamma}\left(\chi_{B} w^{1-p^{\prime}}\right)(x)\right)^{q} v(x) d \mu\right)^{\frac{1}{q}} \leq c_{9}\left(\int_{B} w^{1-p^{\prime}}(x) d \mu\right)^{\frac{1}{p}}
$$

By Theorem 2.1 we conclude that inequality (1.1) is valid.
Thus we have proved the implication $(1.2) \Rightarrow(1.1)$.
Let us show the validity of the inverse implication $(1.1) \Rightarrow$ (1.2). Fix an arbitrary ball $B(x, r)$ and assume

$$
f(y)=\chi_{N B(x, r)} w^{1-p^{\prime}}(y),
$$

where $N$ is an arbitrary number greater than unity. Obviously, by virtue of the doubling condition we have

$$
\begin{aligned}
M_{\gamma}(f)(y) & \geq \frac{1}{\mu B(x, N d(x, y))} \int_{B(x, N d(x, y)) \cap N B(x, r)} w^{1-p^{\prime}}(z) d z \geq \\
& \geq \frac{c_{10}}{\mu B(x, d(x, y))} \int_{N B(x, r)} w^{1-p^{\prime}}(z) d \mu
\end{aligned}
$$

for any $y \in X \backslash B(x, r)$.

Therefore (1.1) implies

$$
\begin{gathered}
\left(\int_{N B(x, r)} w^{1-p^{\prime}}(z) d \mu\right)\left(\int_{X \backslash B(x, r)} \frac{v(y)}{\left(\mu B(x, d(x, y))^{(1-\gamma) q}\right.} d \mu\right)^{\frac{1}{q}} \leq \\
\leq c\left(\int_{N B(x, r)} w^{1-p^{\prime}}(z) d \mu\right)^{\frac{1}{p}}
\end{gathered}
$$

From the latter inequality we obtain the validity of (1.2).
Definition 3.1. Measure $\nu$ satisfies the reverse doubling condition $(\nu \in$ $(R D))$ if there exist numbers $\delta$ and $\varepsilon$ from $(0,1)$ such that

$$
\nu B\left(x, r_{1}\right) \leq \varepsilon \nu B\left(x, r_{2}\right)
$$

for $\mu B\left(x, r_{1}\right) \leq \delta \mu B\left(x, r_{2}\right), 0<r_{1}<r_{2}$.
In the particular case where measure $w^{1-p^{\prime}}$ satisfies the reverse doubling condition, (1.2) in the main theorem can be replaced by a simpler condition.

Theorem 3.1. Let $1<p<q<\infty, 0<\gamma<1$ and measure $w^{1-p^{\prime}}$ satisfy the reverse doubling condition. Then (1.1) holds iff

$$
\begin{equation*}
\sup _{\substack{x \in X \\ r>0}}(\mu B(x, r))^{\gamma-1}\left(w^{1-p^{\prime}} B(x, r)\right)^{\frac{1}{p^{\prime}}}(v B(x, r))^{\frac{1}{q}}<\infty . \tag{3.8}
\end{equation*}
$$

Proof. The implication $(1.1) \Rightarrow(3.8)$ is obtained immediately by substituting the function $f(y)=\chi_{B} w^{1-p^{\prime}}(y)$ into (1.1).

By virtue of the main theorem to prove the implication (3.8) $\Rightarrow$ (1.1) it is sufficient to show that if $w^{1-p^{\prime}} \in(R D)$, then (3.8) $\Rightarrow$ (1.2). Let $x \in X$ and $r>0$ be fixed. Choose numbers $r_{k}(k=0,1, \ldots)$ as follows:

$$
r_{0}=2 N_{0} r \quad \text { and } \quad r_{k}=\inf \left\{r: \mu B\left(x, r_{k-1}\right)<\delta \mu B(x, r)\right\}
$$

Obviously,

$$
\mu B\left(x, r_{k-1}\right)<\delta \mu B\left(x, r_{k}\right)<c \mu B\left(x, r_{k-1}\right)
$$

Again applying the condition $(R D)$, we obtain

$$
w^{1-p^{\prime}} B\left(x, r_{0}\right) \leq \varepsilon^{k} w^{1-p^{\prime}} B\left(x, r_{k}\right) \quad k=1,2, \ldots .
$$

The latter inequalities imply

$$
\left(w^{1-p^{\prime}} B\left(x, 2 N_{0} r\right)\right)^{\frac{1}{p^{\prime}}}\left(\int_{X \backslash B(x, r)} v(y)(\mu B(x, d(x, y)))^{(\gamma-1) q} d \mu(y)\right)^{\frac{1}{q}} \leq
$$

$$
\begin{aligned}
& \leq\left(w^{1-p^{\prime}} B\left(x, r_{0}\right)\right)^{\frac{1}{p^{\prime}}} \sum_{k=1}^{\infty}\left(\int_{B\left(x, r_{k}\right) \backslash B\left(x, r_{k-1}\right)} v(y)(\mu B(x, d(x, y)))^{(\gamma-1) q} d \mu(y)\right)^{\frac{1}{q}}+ \\
& +\left(w^{1-p^{\prime}} B\left(x, r_{0}\right)\right)^{\frac{1}{p^{\prime}}}\left(\int_{B\left(x, r_{0}\right) \backslash B(x, r)} v(y)(\mu B(x, d(x, y)))^{(\gamma-1) q} d \mu(y)\right)^{\frac{1}{q}} \leq \\
& \leq \sum_{k=1}^{\infty} \varepsilon^{\frac{k}{p^{\prime}}}\left(w^{1-p^{\prime}} B\left(x, r_{k}\right)\right)^{\frac{1}{p^{\prime}}}\left(v B\left(x, r_{k}\right)\right)^{\frac{1}{q}}\left(\mu B\left(x, r_{k-1}\right)\right)^{\gamma-1}+ \\
& \quad+\left(w^{1-p^{\prime}} B\left(x, r_{0}\right)\right)^{\frac{1}{p^{\prime}}}\left(v B\left(x, r_{0}\right)\right)^{\frac{1}{q}}\left(\mu B\left(x, r_{0}\right)\right)^{\gamma-1} \leq \\
& \leq c \sum_{k=0}^{\infty} \varepsilon^{\frac{k}{p^{\prime}}}\left(\mu B\left(x, r_{k}\right)\right)^{\gamma-1}\left(w^{1-p^{\prime}} B\left(x, r_{k}\right)\right)^{\frac{1}{p^{\prime}}}\left(v B\left(x, r_{k}\right)\right)^{\frac{1}{q}} \leq \\
& \leq c \sum_{k=0}^{\infty} \varepsilon^{\frac{k}{p^{\prime}}}<\infty .
\end{aligned}
$$

Remark. A similar result was obtained in [2] under the assumption that the measure $w^{1-p^{\prime}}$ satisfies the doubling condition. Theorem 3.1 contains a stronger result, since condition $(R D)$ is weaker than the doubling condition. (For instance, the function $e^{|x|} \in(R D)$ but it does not satisfy the doubling condition.) Along with this, the proof in [2] essentially differs from the above.

The above proofs also remains valid for fractional maximal functions:

$$
\begin{equation*}
M_{\gamma}(f d \sigma)(x)=\sup _{B \ni x} \frac{1}{(\mu B)^{1-\gamma}} \int_{B}|f(y)| d \sigma(y) \tag{3.9}
\end{equation*}
$$

where $0 \leq \gamma<1$ and $\sigma$ is a Borel measure while the supremum is taken over all balls $B \subset X$ with a positive measure containing $x$.

Theorem 3.2. Let $X$ be an arbitrary homogeneous type space, $1<p<$ $q<\infty, 0<\gamma<1$, $\omega$ and $\sigma$ be positive Borel measures. For a constant $c>0$ to exist such that the inequality

$$
\begin{equation*}
\left(\int_{X}\left(M_{\gamma}(f d \sigma)(x)\right)^{q} d \omega(x)\right)^{\frac{1}{q}} \leq c\left(\int_{X}|f(x)|^{p} d \omega(x)\right)^{\frac{1}{p}} \tag{3.10}
\end{equation*}
$$

holds, it is necessary and sufficient that the condition

$$
\sup _{\substack{x \in X \\ r>0 \\ \mu B(x, r) \neq 0}}\left(\sigma B\left(2 N_{0} r\right)\right)^{\frac{1}{p^{\prime}}} \times
$$

$$
\begin{equation*}
\times\left(\int_{X \backslash B(x, r)}(\mu B(x, d(x, y)))^{(\gamma-1) q} d \omega(y)\right)^{\frac{1}{q}}<\infty \tag{3.11}
\end{equation*}
$$

be fulfilled.

Theorem 3.3. Let $X$ be an arbitrary homogeneous type space, $1<p \leq$ $q<\infty, 0 \leq \gamma<1$, and $\sigma$ and $\omega$ be positive Borel measures. Then the following two conditions are equivalent:
(i) there exists a constant $c_{1}>0$ such that

$$
\begin{equation*}
\left(\int_{X}\left(M_{\gamma}(f d \sigma)(x)\right)^{q} d \omega(x)\right)^{\frac{1}{q}} \leq c_{1}\left(\int_{X}|f(x)|^{p} d \sigma(x)\right)^{\frac{1}{p}} \tag{3.12}
\end{equation*}
$$

for any $f \in L^{p}(X, d \sigma)$;
(ii) there exists a constant $c_{2}>0$ such that

$$
\begin{equation*}
\left(\int_{B}\left(M_{\gamma}\left(\chi_{B} d \sigma\right)(x)\right)^{q} d \omega(x)\right)^{\frac{1}{q}} \leq c_{2}(\sigma B)^{\frac{1}{p}} \tag{3.13}
\end{equation*}
$$

for any $B \subset X$.

Theorem 3.4. Let $1<p<q<\infty, 0<\gamma<1$, and the measure $\sigma$ satisfy the reverse doubling condition $(\sigma \in(R D))$. Then (3.10) holds iff

$$
\sup _{\substack{B \\ \mu \neq 0}}(\mu B)^{\gamma-1}(\sigma B)^{\frac{1}{p^{\prime}}}(\omega B)^{\frac{1}{q}}<\infty .
$$

Theorems 3.2 and 3.3 in fact were previously proved in [2] under the assumption that the space $X$ possesses group structure, while Theorem 3.4 was proved for homogeneous type spaces under a stronger restriction imposed on the measure $\sigma$.

Remark. The above-formulated theorems remain valid also in the case where $X=R^{1}$ is an arbitrary positive Borel measure. This follows from the fact that we proved Theorem A for such measures and from the general conclusion that the well-known technique is applicable for maximal functions with respect to a Borel measure on the real axis (see, for instance, [9]).

## 4. A Strong Type Two-Weight Problem for Fractional Maximal Functions in a Half-Space

This section deals with "Hörmander type" fractional maximal functions. Let $\widehat{X}=X \times[0, \infty)$ and for $(x, t) \in \widehat{X}$

$$
\begin{equation*}
\widetilde{M}_{\gamma}(f d \sigma)(x, t)=\sup (\mu B)^{\gamma-1} \int_{B}|f(y)| d \sigma(y) \tag{4.1}
\end{equation*}
$$

where $0 \leq \gamma<1, \sigma$ is a Borel measure in $X$ and the supremum is taken over all balls $B \subset X$ containing $x$ and having a radius greater than $\frac{t}{2}$.

We have
Theorem 4.1. If $1<p<q<\infty, 0<\gamma<1$, and $X$ is an arbitrary homogeneous type space, then the inequality

$$
\begin{equation*}
\left.\left(\int_{\widehat{X}}\left(\widetilde{M}_{\gamma}(f d \sigma)\right)(x, t)\right)^{q} d \omega(x, t)\right)^{\frac{1}{q}} \leq c\left(\int_{X}|f(x)|^{p} d \sigma(x)\right)^{\frac{1}{p}} \tag{4.2}
\end{equation*}
$$

holds for all $f$ with $c$ independent of $f$ iff

$$
\begin{gather*}
\sup _{\substack{x \in X \\
r>0}}\left(\sigma B\left(x, 2 N_{0} r\right)\right)^{\frac{1}{p^{\prime}}} \times \\
\times\left(\int_{\widehat{X} \backslash \widehat{B}(x, r)}(\mu B(x, d(x, y)+t))^{(\gamma-1) q} d \omega(x, t)\right)^{\frac{1}{q}}<\infty \tag{4.3}
\end{gather*}
$$

where $\widehat{B}(x, r)=B(x, r) \times[0, r)$.
Proof. The validity of the theorem follows from the main theorem using the following arguments. A similar idea is used in [18].

On the product space $X \times R$ we define the quasi-metric as

$$
\widehat{d}((x, t),(y, s))=\max \{d(x, y),|s-t|\}
$$

and the measure $\widehat{\mu}=\mu \oplus \delta_{0}$, where $\delta_{0}$ is the Dirac measure concentrated at zero.

Note that the center of a ball from $\widehat{X}$ with respect to $\widehat{d}$ lies in $\widehat{X}$ and is obtained by the intersection of the respective ball in $X \times R$ with $\widehat{X}$. Since $\widehat{B}((x, t), r)=B(x, r) \times(t-r, t+r) \cap \widehat{X}$, we have

$$
\begin{array}{r}
\widehat{\mu} \widehat{B}((x, t), r)=\mu B(x, r) \quad \text { for } \quad r \geq t \\
\widehat{\mu} \widehat{B}((x, t), r)=0 \quad \text { for } \quad r<t
\end{array}
$$

Therefore $(\widehat{X}, \widehat{d}, \widehat{\mu})$ is a homogeneous type space. It can be easily verified that the maximal function $\widehat{M}$ is actually a function of the form

$$
M_{\gamma}(f d \sigma)(x, t)=\sup (\mu \widehat{B}((z, t), r))^{\gamma-1} \int_{\widehat{B}((z, \tau), r)}|f(y)| d \widehat{\sigma},
$$

where $\widehat{\sigma}=\sigma \oplus \delta_{0}$.
Hence to derive Theorem 4.2 from the main theorem it is sufficient to show that in the considered case condition (2.11) can be reduced to condition (4.3). For this, in turn, since $\widehat{\mu} \widehat{B}((x, \tau), r) \neq 0$ for $\tau<r$ and $\widehat{B}((x, \tau), r)=$ $B(x, r) \times[0, r+\tau)$ it is sufficient to show that

$$
\begin{gathered}
\widehat{\mu} \widehat{B}((x, \tau), \widehat{d}((x, \tau),(y, t))) \sim \mu B(x, d(x, y)+t) \\
\text { for } \quad \tau<r<\widehat{d}((x, \tau),(y, t))=\max \{d(x, y),|\tau-t|\} .
\end{gathered}
$$

Indeed,

$$
d(x, y)+t \leq d(x, y)+|\tau-t|+\tau \leq d(x, y)+|\tau-t|+r \leq 3 \widehat{d}((x, \tau),(y, t))
$$

Since $0<\tau<\max \{d(x, y),|\tau-t|\}$, we have $\{d(x, y),|\tau-t|\}<d(x, y)+t$, i.e.,

$$
d(x, y)+t \sim \widehat{d}((x, \tau),(y, t))
$$

Therefore by virtue of the doubling condition

$$
\begin{gathered}
\widehat{\mu} \widehat{B}((x, t), \widehat{d}((x, t),(y, s)))= \\
=\mu B(x, \widehat{d}((x, \tau),(y, t))) \sim \mu B(x, d(x, y)+t)
\end{gathered}
$$

Theorem 4.2. Let $X$ be an arbitrary homogeneous type space, $1<p \leq$ $q<\infty, 0 \leq \gamma<1$. Then (4.2) holds for all $f$ with $c$ independent of $f$ iff

$$
\begin{equation*}
\left(\int_{\widehat{\widehat{B}}}\left(M_{\gamma}\left(\chi_{B} d \sigma\right)(x, t)\right)^{q} d \omega(x, t)\right)^{\frac{1}{q}} \leq c_{1}(\sigma B)^{\frac{1}{P}} \tag{4.4}
\end{equation*}
$$

where $\widehat{\widehat{B}}=B \times[0,2 \operatorname{rad} B)$.
Theorem 4.3. If $1<p<q<\infty, 0<\gamma<1, \sigma \in(R D)$, then (4.2) holds iff

$$
\begin{equation*}
\sup (\mu B)^{\gamma-1}(\sigma B)^{\frac{1}{p^{\prime}}}(\omega \widehat{\widehat{B}})^{\frac{1}{q}}<\infty \tag{4.5}
\end{equation*}
$$

where the supremum is taken with respect to all balls $B$.

It should be said that theorems of the type of Theorems 4.1 and 4.2 have previously been known only for homogeneous type spaces with a group structure [10], [11]. In the latter papers instead of condition (4.3) there figures a condition which actually implies the simultaneous fulfillment of conditions (4.3) and (4.5). As for Theorem 4.3, it is proved in [10], [11] but under a more restrictive doubling condition for the measure $\sigma$.

We should also note papers [12], [13], where some more particular results are obtained.

## 5. A Strong Type Two-Weight Problem for One-Sided Fractional Maximal Functions

The method developed in the preceding sections enables one to solve the following strong type two-weight problem:

$$
M_{\gamma}^{+}(f)(x)=\sup _{h>0} h^{\gamma-1} \int_{x}^{x+h}|f(t)| d t
$$

and

$$
M_{\gamma}^{-}(f)(x)=\sup _{h>0} h^{\gamma-1} \int_{x-h}^{x}|f(t)| d t
$$

where $x>0$ and $0<\gamma<1$.
To this end it is sufficient to follow the proof of the main theorem and apply an analog of Theorem 2.1 for one-sided maximal functions (see, for instance, [17, Theorem 2]), Theorem 1.6 from [7], and also the fact that the Riemann-Liouville operator $R_{\gamma}$ and the Weyl operator $W_{\gamma}$ control the one-sided maximal functions

$$
M_{\gamma}^{-}(f)(x) \leq R_{\gamma}(|f|)(x)
$$

and

$$
M_{\gamma}^{+}(f)(x) \leq W_{\gamma}(|f|)(x)
$$

where

$$
R_{\gamma}(f)(x)=\int_{0}^{x}(x-t)^{\gamma-1} f(t) d t
$$

and

$$
W_{\gamma}(f)(x)=\int_{x}^{\infty}(t-x)^{\gamma-1} f(t) d t
$$

where $0<\gamma<1, x>0$.
We thus come to the validity of the following two statements:

Theorem 5.1. Let $1<p<q<\infty, 0<\gamma<1$. For the inequality

$$
\left(\int_{0}^{\infty}\left(M_{\gamma}^{+}(f)(x)\right)^{q} v(x) d x\right)^{\frac{1}{q}} \leq c\left(\int_{0}^{\infty}|f(x)|^{p} w(x) d x\right)^{\frac{1}{p}}
$$

with the positive constant $c$ independent of $f$ to hold, it is necessary and sufficient that the condition

$$
\sup _{\substack{a, h \\ 0<h<a}}\left(\int_{a-h}^{a+h} w^{1-p^{\prime}}(y) d y\right)^{\frac{1}{p^{\prime}}}\left(\int_{a+h}^{\infty} \frac{v(y)}{(y-a)^{(1-\gamma) q}} d y\right)^{\frac{1}{q}}<\infty
$$

be fulfilled.
Theorem 5.2. Let $1<p<q<\infty, 0<\gamma<1$. For the inequality

$$
\left(\int_{0}^{\infty}\left(M_{\gamma}^{-}(f)(x)\right)^{q} v(x) d x\right)^{\frac{1}{q}} \leq c\left(\int_{0}^{\infty}|f(x)|^{p} w(x) d x\right)^{\frac{1}{p}}
$$

with the positive constant $c$ independent of $f$ to hold, it is necessary and sufficient that the condition

$$
\sup _{\substack{a, h \\ 0<h<a}}\left(\int_{a-h}^{a+h} w^{1-p^{\prime}}(y) d y\right)^{\frac{1}{p^{\prime}}}\left(\int_{0}^{a-h} \frac{v(y)}{(a-y)^{(1-\gamma) q}} d y\right)^{\frac{1}{q}}<\infty
$$

be fulfilled.
The solution of a weak type two-weight problem for one-sided maximal functions was obtained as a particular case of a more general theorem in [7] (see also [8]).

## 6. Criteria of Two-Weighted Inequalities for Integral <br> Transforms with Positive Kernels

In this section it will be assumed that the space $X$ is such that there exists a number $L>1$ such that any ball $B(x, r)$ contains at most $L$ points $x_{i}$ such that

$$
d\left(x_{i}, x_{m}\right)>\frac{r}{2} .
$$

The assumption that a measure $\mu$ given in $X$ satisfies the doubling condition guarantees the fulfillment of the above-formulated condition (see [15], Lemma 1.1).

For such space $X$ the following statements are valid.
Lemma B ([16], p. 623). Let $\Omega$ be an open bounded subset of $X$ and $c \geq 1$. Then there exists a sequence of balls $B_{j}=B\left(x_{j}, r_{j}\right)$ such that
(i)

$$
\Omega=\bigcup_{j=1}^{\infty} \bar{B}_{j}=\bigcup_{j=1}^{\infty} B_{j}
$$

where $\bar{B}_{j}=B\left(x_{j}, c r_{j}\right)$;
(ii) there exists a positive number $M=M\left(c, L, a_{0}, a_{1}\right)$ such that

$$
\sum_{j=1}^{\infty} \chi_{\bar{B}_{j}}(x) \leq M
$$

(iii) $(X \backslash \Omega) \cap \overline{\bar{B}}_{j} \neq \varnothing$ for each $\overline{\bar{B}}_{j}=B\left(x_{j}, 3 c a_{1} r_{j}\right)$;

Theorem 6.1. Let $1<p \leq q<\infty$, let $v$ and $\mu$ be locally finite measures in $X$, and let the kernel $k$ satisfy condition $(V)$. Then the following conditions are equivalent:
(i) there exists $c_{1}>0$ such that

$$
\begin{equation*}
v\{x \in X: \mathcal{K}(f)(x)>\lambda\} \leq c_{1} \lambda^{-q}\left(\int_{X} f^{p}(x) d \mu\right)^{\frac{q}{p}} \tag{6.1}
\end{equation*}
$$

for any $\lambda>0$ and measurable nonnegative $f$;
(ii) there exists $c_{2}>0$ such that

$$
\begin{equation*}
\left(\int_{B}\left(\mathcal{K}^{*}\left(\chi_{B} d v\right)\right)^{p^{\prime}} d \mu\right)^{\frac{1}{p^{\prime}}} \leq c_{2}(v B)^{\frac{1}{q^{\prime}}} \tag{6.2}
\end{equation*}
$$

The theorem also hold in the case $p=1,1<q<\infty$ provided that condition (6.2) is replaced by the condition

$$
\exp _{B} K^{*}\left(\chi_{B} d v\right)(x) \leq c_{2}(v B)^{\frac{1}{q^{\prime}}}
$$

for each ball $B$.
Proof. Let $f$ be a bounded nonnegative function with a compact support. For given $\lambda>0$ we set

$$
\Omega_{\lambda}=\{x \in X: K(f)(x)>\lambda\} .
$$

Let $B_{j}=B\left(x_{j}, r_{j}\right)$ be the sequence of balls from Lemma B corresponding to the number $c=2 a_{1}$. Then there exists a constant $c_{3}>0$ such that (see, for instance, [17])

$$
\begin{equation*}
\mathcal{K}\left(\chi_{X \backslash c B_{j}} f\right)(x) \leq c_{3} \lambda \tag{6.3}
\end{equation*}
$$

for any $x \in B_{j}$, where $c B_{j}=B\left(x_{j}, c r_{j}\right)$. Hence $K\left(\chi_{X \backslash c B_{j}} f\right)(x)>c_{3} \lambda$ for any $x \in B_{j} \cap \Omega_{2 c_{3} \lambda}$.

Next,

$$
\begin{aligned}
v \Omega_{2 c_{3} \lambda} & \leq \sum_{j=1}^{\infty} v\left(B_{j} \cap \Omega_{2 c_{3} \lambda}\right)= \\
& =\sum_{j \in F}+\sum_{j \in G} v\left(B_{j} \cap \Omega_{2 c_{3} \lambda}\right)=I_{1}+I_{2}
\end{aligned}
$$

where

$$
F=\left\{j: v\left(B_{j} \cap \Omega_{2 c_{3} \lambda}\right)>\beta v\left(c B_{j}\right)\right\}
$$

and

$$
G=\left\{v\left(B_{j} \cap \Omega_{2 c_{3} \lambda}\right) \leq \beta v\left(c B_{j}\right)\right\}
$$

while the number $\beta$ will be chosen below so that $0<\beta<1$.
Applying the Hölder inequality and condition (6.2) we obtain

$$
\begin{aligned}
c_{3} \lambda v\left(c B_{j}\right) & \leq c_{3} \beta^{-1} \lambda v\left(B_{j} \cap \Omega_{2 c_{3} \lambda}\right) \leq \\
& \leq \beta^{-1} \int_{B_{j}}\left(\int_{c B_{j}} k(x, y) f(y) d \mu(y)\right) d v(x) \leq \\
& \leq \beta^{-1} \int_{c B_{j}}\left(\int_{B_{j}} k(x, y) d v(x)\right) f(y) d \mu(y) \leq \\
& \leq \beta^{-1}\left(\int_{c B_{j}}\left(\int_{B_{j}} k(x, y) d v(x)\right)^{p^{\prime}} d \mu(y)\right)^{\frac{1}{p^{\prime}}}\left(\int_{B_{j}} f^{p}(y) d \mu(y)\right)^{\frac{1}{p}} \leq \\
& \leq \beta^{-1} c_{2} v\left(c B_{j}\right)^{\frac{1}{q^{\prime}}}\left(\int_{c B_{j}} f^{p}(y) d \mu\right)^{\frac{1}{p}}
\end{aligned}
$$

Therefore

$$
\lambda^{q} v\left(c B_{j}\right) \leq\left(c_{3}^{-1} \beta^{-1} c_{2}\right)^{q}\left(\int_{c B_{j}}|f(y)|^{p} d \mu(y)\right)^{\frac{q}{p}}
$$

The summation of the latter inequality gives

$$
I_{1} \leq \lambda^{-q}\left(c_{3}^{-1} \beta^{-1} c_{2}\right)^{q}\left(\int_{X}|f(y)|^{p} d \mu\right)^{\frac{q}{p}}
$$

Here we have used the fact that $\frac{q}{p}>1$ and $\sum_{j=1}^{\infty} \chi_{c B_{j}} \leq M$. Next for $j \in G$ we obtain

$$
v\left(B_{j} \cap \Omega_{2 c_{3} \lambda}\right) \leq \beta v\left(c B_{j}\right)
$$

Therefore

$$
I_{2} \leq \beta M v \Omega_{\lambda}
$$

Finally, we find that

$$
v \Omega_{2 c_{3} \lambda} \leq c_{4} \lambda^{-q}\left(\int_{X}|f(y)|^{p} d \mu\right)^{\frac{q}{p}}+\beta M v \Omega_{\lambda}
$$

Multiplying the latter inequality by $\lambda^{q}$ and taking the exact upper bound with respect to $\lambda, 0<\lambda<\frac{\delta}{2 c_{3}}$, we obtain

$$
\sup _{0<\lambda<s} \lambda^{q} v \Omega_{\lambda} \leq c_{4}\left(\int_{X}|f(y)|^{p} d \mu\right)^{\frac{q}{p}}+\left(2 c_{3}\right)^{q} M \sup _{0<\lambda<s} \lambda^{q} v \Omega_{\lambda}
$$

If we set $\beta=\frac{1}{2 M\left(2 c_{3}\right)^{q}}$, the latter inequlity will imply

$$
\sup _{0<\lambda<s} \lambda^{q} v \Omega_{\lambda} \leq c_{4}\left(\int_{X}|f(y)|^{p} d \mu\right)^{\frac{q}{p}}+\frac{1}{2} \sup _{0<\lambda<s} \lambda^{q} v \Omega_{\lambda} .
$$

If the second term on the right-hand side is assumed to be finite, then from the latter inequlity we obtain

$$
\sup _{0<\lambda<s} \lambda^{q} v \Omega_{\lambda} \leq c_{4}\left(\int_{X}|f(y)|^{p} d \mu\right)^{\frac{q}{p}}
$$

Making $s$ tend to infinity, we concluded that (6.1) holds.
It remains to show that

$$
\begin{equation*}
\sup _{0<\lambda<s} \lambda^{q} v \Omega_{\lambda}<\infty \tag{6.4}
\end{equation*}
$$

for arbitrary finite $s$.
Let $\operatorname{supp} f \subset B$, where $B$ is a ball in $X$. It is obvious that

$$
\lambda^{q} v\left(2 a_{1} B\right) \leq s^{q} v\left(2 a_{1} B\right)<\infty .
$$

Therefore it is suffiecient to show that

$$
\sup _{\lambda>0} \lambda^{q} v\left(\Omega_{\lambda} \backslash 2 a_{1} B\right)<\infty
$$

Let $x \in \Omega_{\lambda} \backslash 2 a_{1} B$ and $B_{x}=B\left(x_{B}, 2 d\left(x_{B}, x\right)\right)$, where $x_{B}$ is the center of $B$. For $x^{\prime} \in B_{x}$ and $y \in B$ we have

$$
2 a_{1} d\left(x_{B}, y\right) \leq d\left(x_{B}, x\right) \leq a_{1}\left(d\left(x_{B}, y\right)+d(y, x)\right)
$$

Hence

$$
d\left(x_{B}, y\right) \leq a_{0} d(x, y)
$$

Further for $x^{\prime} \in B_{x}$ and $y \in B$ we have

$$
d\left(x^{\prime}, y\right) \leq a_{1}\left(d\left(x^{\prime}, x_{B}\right)+d\left(x_{B}, y\right)\right) \leq a_{1} a_{0} d(x, y)+2 a_{1} a_{0} d\left(x_{B}, x\right) \leq
$$

$$
\begin{aligned}
& \leq a_{1} a_{0} d(x, y)+2 a_{1}^{2} a_{0}\left(d\left(x_{B}, y\right)+d(y, x)\right) \leq \\
& \leq a_{1} a_{0} d(x, y)+4 a_{1}^{2} a_{0}^{2} d(x, y)=\left(a_{1} a_{0}+4 a_{1}^{2} a_{0}^{2}\right) d(x, y)
\end{aligned}
$$

Now by virtue of the remark made at the beginning of the proof of Proposition 3.1 from [7] there exists a constant $c^{\prime}$ such that

$$
k(x, y) \leq c^{\prime} k\left(x^{\prime}, y\right)
$$

for any $x^{\prime} \in B_{x}$ and $y \in B$. Therefore using (6.2) and the Hölder inequality we obtain

$$
\begin{aligned}
\lambda v B_{x} & \leq v B_{x} \int_{B} k(x, y) f(y) d \mu(y) \leq \\
& \leq\left(\int_{B}|f(y)|^{p} d \mu(y)\right)^{\frac{1}{p}}\left(\int_{B}\left(k(x, y) v B_{x}\right)^{p^{\prime}} d \mu(y)\right)^{\frac{1}{p^{\prime}}} \leq \\
& \leq c_{5}\left(\int_{B}|f(y)|^{p} d \mu(y)\right)^{\frac{1}{p}}\left(\int_{B}\left(\int_{B_{x}} k\left(x^{\prime}, y\right) d v\left(x^{\prime}\right)\right)^{p^{\prime}} d \mu(y)\right)^{\frac{1}{p^{\prime}}} \leq \\
& \leq c_{6}\left(\int_{B}|f(y)|^{p} d \mu(y)\right)^{\frac{1}{p}}\left(v B_{x}\right)^{\frac{1}{q^{\prime}}}
\end{aligned}
$$

Hence we conclude that

$$
\lambda\left(v B_{x}\right)^{\frac{1}{q}} \leq c_{6}\left(\int_{B}|f(y)|^{p} d \mu(y)\right)^{\frac{1}{p}}
$$

Since $\Omega_{\lambda} \backslash 2 a_{1} B \subset \cup B_{x}$ and balls $B_{x}$ have a common center, by virtue of the Fatou theorem the latter estimate implies that (6.4) is valid. Thus the implication $(6.2) \Rightarrow(6.1)$ is proved for functions $f$ with a compact support. One can easily pass over to the general case.

The implication $(6.1) \Rightarrow(6.1)$ is proved by Theorem 1.5 from $[7]$.
Insignificant changes in the proof show that the theorem also holds for $p=1$ and $1<q<\infty$.

For the above-mentioned space $(X, d, \mu)$ we will consider an upper halfspace of the product space $X \times R$. We set $\widehat{X}=X \times[0, \infty)$.

Let $k: X \times X \times[0, \infty)$ be a positive measurable kernel satisfying the condition: there exists a constant $c>0$ such that

$$
k(x, y, t) \leq c k\left(x^{\prime}, y, t^{\prime}\right)
$$

for $x, x^{\prime}, y$ from $X, t \geq 0, t^{\prime} \geq 0$, satisfying the condition $d\left(x, x^{\prime}\right)+t^{\prime} \leq$ $5 N_{0}(d(x, y)+t)$.

Consider the integral operators

$$
T(f)(x, t)=\int_{X} k(x, y, t) f(y) d \mu
$$

and

$$
T^{*}(g d v)(y)=\int_{\widehat{X}} k(x, y, t) g(x, t) d v(x, t), \quad y \in X
$$

where $v$ is some locally finite measure in $\widehat{X}$.
Using the consideration of Section 2 from [7] we can deduce the validity of Theorem 1.3 from [18] in this more general case.

Note that in Theorem 6.1 the measure $\mu$ was not assumed to satisfy the doubling condition so that we used only the special geometric property of the space. The latter condition is fulfilled if the measure $\mu$ has the doubling property.
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