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LINEAR DYNAMICAL SYSTEMS: AN AXIOMATIC
APPROACH
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Abstract. Linear dynamical systems are introduced in a general axiomatic
way, and their development is carried out in great simplicity. The approach
is closely related both with the classical transfer function approach and with
the Willems behavioral approach.
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1. Introduction

The main goal of this paper is to describe in an intrinsic way a continuous-
time linear dynamical system, which usually is defined as the solution space of
a set of linear constant coefficient differential equations. This natural problem
was posed in Willems [21], and the reader is refered to that paper for the
discussion. In the discrete-time case, as is well-known, there is a very elegant
characterization of linear dynamical systems (see Willems [20],[21]).

Let k be R or C, and let s be an indeterminate. Let H denote the space of
infinitely often differentiable functions of the nonnegative variable and O the
ring of proper rational functions of the indeterminate s. There is a canonical
k-linear map L : O → H which we call the (inverse) Laplace transform and
which is defined by the formula

L(g)(t) = b0 + b1
t

1!
+ b2

t2

2!
+ · · · , t ≥ 0,

where bi are the coefficients of expansion of g at infinity. Clearly, the image
of L consists just of exponential functions. The crucial fact to be used in this
paper is that H possesses a natural structure of a module over O. This can be
introduced by the formula

gξ = (L(g) ∗ ξ)′.

(Differentiation is needed in order to normalize the multiplication rule, that
is, in order to have 1ξ = ξ.) Note that the element s−1 acts by integration:
if ξ ∈ H, then s−1ξ is the function t 7→ ∫ t

0 ξ. Hence the fundamental Newton-
Leibniz formula may be expressed as follows: ξ = s−1ξ′+Lξ(0). It is remarkable
that the module H has no torsion. The reader recognizes that this is a weak
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form of the Titchmarsh theorem (see [13]), which can be easily shown. In-
deed, multiplication by s−1 is an injective operator, and this already implies
the statement since every element of the ring O is a power of s−1 multiplied by
an invertible element. It makes sense therefore to consider the fraction space
of H. We call this the Mikusinski space and denote by M; its elements are
regarded as generalized functions. By definition, M is a linear space over k(s).
It is worthwhile to remark that the operators s and d/dt are distinct. (First
of all, s acts on all generalized functions, while d/dt acts on regular functions
only; next, by the Newton–Leibniz formula, we have sξ = dξ/dt + sLξ(0) for a
regular function ξ.) We recall that in the literature on systems and control (see
Oberst [14], for example) these two operators are equal.

Let now q be a signal number, and suppose we are given a linear dynamical
system B with signal number q. Consider its any “minimal” representation

R(d/dt)ξ = 0, ξ ∈ Hq,

where R(s) = R0 + R1s + · · ·+ Rns
n is a polynomial matrix, say, with rank p.

Using the formula dξ/dt = sξ − sLξ(0), the above differential equation can be
written as

R(s)ξ = [s . . . sn]Tp(R)Lξ̄(0), ξ ∈ Hq,

where

Tp(R) =




R1 R2 . . . Rn

R2 R3 0
...

...
Rn 0 . . . 0




and ξ̄(0) =




ξ(0)
ξ(1)(0)

...
ξ(n−1)(0)




.

The motions with initial state 0 are of special interest, and we see that they are
described by the equation

R(s)ξ = 0, ξ ∈ Hq.

Let m = q − p. We can find a proper rational q ×m matrix G such that the
sequence

0 → Om G→ Oq R→ k(s)p

is exact. Tensoring this by H and using the fact that H is without torsion (and
hence an inductive limit of finitely generated free modules), we obtain an exact
sequence

0 → Hm G→ Hq R→Mp.

It follows that the space of motions having 0 as initial state is equal to GHm. We
note that G is necessarily left biproper since there is an embedding of Oq/GOm

into k(s)p. (Obviously, the matrix G is uniquely determined up to biproper
transformation from the right, and it is natural to call the equivalence class of
G or, what is equivalent, the module GOm the transfer function.) It easy to
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see from the “operational” equation above that there are finitely many linearly
independent initial states. Further, because R has full row rank, the equation

R(s)w = [s . . . sn]Tp(R)x0, w ∈ k(s)q,

is solvable for each x0 ∈ kn, and consequently to each initial state there corre-
sponds at least one exponential solution.

Thus B satisfies the property that

GHm ⊆ B ⊆ GHm + L(O)q and dim(B/GHm) < +∞
for some left biproper rational matrix G. The other property of B is obvious,
and is as follows:

d

dt
(B) ⊆ B.

Applying the main result of [11], we shall show that the two properties above
characterize linear dynamical systems among all k-linear subspaces of Hq.

It should be pointed out that the Willems problem has already been inves-
tigated before. In Soethoudt [19] a functional analytic solution is presented,
which uses the notion of “locally specified” and which is in the spirit of Willems
[21]. Our approach is purely algebraic. This is achieved by using an abstract,
simplified version of the Heaviside–Mikusinski formalizm. We remark that this
formalizm makes it possible to treat the continuous-time and the discrete-time
cases simultaneously. Even more, it allows us to avoid completely the concept
of time, and in this sense our approach is very similar to that of Oberst [14].

The paper addresses also the standard topics of controllability and auton-
omy, and state-space representations. Actually, we shall deal with the general
singular case; the “classical” case will be deduced from it. We emphasize that
the general singular theory is easier. Moreover, it is analogous to the Willems
theory as developed in [20] and [21]. The reader will find an analogy between
impulsive motions and trajectories defined on the left half-axis, “regular” mo-
tions and trajectories defined on the right half-axis, motions with zero initial
state and trajectories defined on the whole axis.

Throughout, k is an arbitrary field, s an indeterminate, q a signal number.
We put t = s−1, and denote by O the ring of proper rational functions in k(s).
If X is a finite-dimensional k-linear space, then we write X[s] and O(X) to
denote k[s]⊗X and O⊗X, respectively. Given k-linear spaces V and W such
that V ⊆ W , we denote by [W : V ] the dimension of W/V .

2. Some preliminaries

For convenience of the reader, we collect here some definitions and facts as
given in [11].

A transfer function with input number m is a k(s)-linear subspace in k(s)q of
dimension m. Equivalently, it can be defined also as an equivalence class of full
column rank q ×m rational matrices. (Two full column rank rational matrices
are equivalent if one is obtained from the other by a nonsingular right transfor-
mation.) This is a natural definition when inputs and outputs are not classified
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a priori (see [6]). Note that possibly after permutation of signal variables a

transfer function can be represented by a matrix of the form

[
I
G

]
, where G is

a uniquely determined rational matrix of size (q −m)×m.
By a “classical” transfer function with input number m we mean any sub-

module T ⊆ Oq of rank m such that Oq/T has no torsion. Equivalently, it can
also be defined as an equivalence class of full column rank q ×m left biproper
rational matrices. (Two left biproper rational matrices are equivalent if one is
obtained from the other by a biproper right transformation.) It should be em-
phasized that there is a canonical one-to-one correspondence between transfer
functions and “classical” transfer functions which is given by T 7→ T ∩Oq.

By the forward and backward shift operators we shall mean respectively k-
linear endomorphisms k[s]q → k[s]q and Oq → Oq defined as

a0s
n + · · ·+ an 7→ a0s

n−1 + · · ·+ an−1 and (b0 + b1t + · · · ) 7→ (b1 + b2t + · · · ).
A frequency response is a k-linear subspace Φ ⊆ k(s)q satisfying the following
properties: 1) there exists a transfer function T such that T ⊆ Φ and [Φ : T ] <
+∞; 2) Φ is invariant with respect to taking the polynomial and the strictly
proper parts; 3) Φ ∩ k[s]q is invariant with respect to the forward shift, and
sΦ ∩ Oq with respect to the backward shift. The “T” is uniquely determined,
and we call it the transfer function of Φ.

If Φ is a frequency response and T its transfer function, we say that Φ is
controllable if Φ ⊆ T + k[s]q and Φ ⊆ T + tOq. We say that Φ is regular if
Φ ⊆ T + tOq.

We call a “classical” frequency response any k-linear subspace Φ ⊆ tOq sat-
isfying the following properties: 1) there exists a “classical” transfer function
T such that T ⊆ sΦ and [sΦ : T ] < +∞; 2) sΦ is invariant with respect to
the backward shift. The “T” is uniquely determined, and we call it the transfer
function of Φ.

Lemma 1. There is a canonical one-to-one correspondence between regular
frequency responses and “classical” ones; this is given by Φ 7→ Φ ∩ tOq.

A linear bundle is a congruence class of nonsingular rational matrices. (The
congruence relation is the following: D1 and D2 are congruent if D2 = D1B for
some biproper B.) If ∆ is a linear bundle and D its representative, then the
rank rk(∆) is defined as the size of D and the Chern number ch(∆) as minus
the order at infinity of the determinant of D. The cohomology space H0(∆) is
defined to be k[s]p ∩DOp, where p is the rank. The latter is a k-linear space of
finite dimension.

An AR-model with output number p is a pair (∆, R), where ∆ is a linear
bundle of rank p and R a full row rank polynomial p × q matrix such that
D−1R is proper for any D ∈ ∆. The number q − p is called the input number.
The space X = H0(t∆) is called the state space. The Chern number of ∆ and
the dimension of the state space are equal, and this common value is called
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the McMillan degree. The space R−1{0} = {w ∈ k(s)q|Rw = 0} is called the
transfer function and the space R−1(X) = {w ∈ k(s)q|Rw ∈ X} the frequency
response.

Two AR-models (∆1, R1) and (∆2, R2) are said to be equivalent if there exists
a unimodular matrix U such that R2 = UR1 and D−1

2 UD1 is biproper for
D1 ∈ ∆1 and D2 ∈ ∆2.

Lemma 2. The mapping that takes an AR-model to its frequency response
establishes a one-to-one correspondence between equivalence classes of AR-mo-
dels and frequency responses.

If (∆, R) is an AR-model and D a representative of ∆, then we say that
(∆, R) is controllable if R is right unimodular and D−1R right biproper. We
say that (∆, R) is regular if D−1R is right biproper.

Lemma 3. An AR-model is controllable (resp. regular) if and only if its
frequency response is controllable (resp. regular).

Lemma 4. Let (∆, R) be an AR-model with McMillan degree d. Suppose
that n ≥ max{d− 1, 0}. Then the model is controllable if and only if the linear
map

R : k[s]q ∩ snOq → H0(sn∆)

is surjective.

Remark. The “only if” part of the lemma can be slightly strengthened.
Namely, if the model is controllable, then the linear map above is surjective
for n ≥ d− 1. (See the proof of Proposition 2 in [11].)

Lemma 5. Let (∆, R) be an AR-model. Then deg(R) ≤ ch(∆), and the
model is regular if and only if the equality holds.

Let (∆, R) be an arbitrary AR-model with output number p. We certainly
can find a nonsingular rational matrix D1 such that D1O

p = ROq. The linear
bundle ∆1 associated with D1 does not depend on the choice of this latter.
Obviously the AR-model (∆1, R) is regular; it is called the regular part of
(∆, R).

A “classical” AR-model with p outputs is a full row rank polynomial p × q
matrix R. The space X = k[s]p ∩ tROq is called the state space. As one
knows, the degree (i.e., the maximum of degrees of full size minors) of R and
the dimension of the state space are equal, and this common value is called the
McMillan degree. The module {w ∈ Oq|Rw = 0} is called the transfer function
and the space {w ∈ tOq|Rw ∈ X} the frequency response. Note that the latter
is equal to {w ∈ tOq|Rw is polynomial}, which is termed in Kuijper [3] as the
rational behavior.

Lemma 6. The mapping (∆, R) 7→ R establishes a one-to-one correspon-
dence between regular AR-models and “classical” AR-models.

(For Lemma 5 and Lemma 6 we refer the reader to [10].)
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3. Operational Calculus

Assume that an operational calculus (H, L) is given. We mean that H is a
non-torsion module over O and L an injective homomorphism of O into H. Let
us require the following

H = tH⊕ L(k) (1)

to hold, that is, H = tH + L(k) and tH ∩ L(k) = {0}. We call elements of H
regular functions. (One may think of them as infinitely differentiable functions
defined on R+.) Multiplication by t = s−1 will be regarded as integration, and
therefore elements of H multiplied by t should be thought as regular functions
having initial value 0. The homomorphism L is interpreted as the (inverse)
Laplace transform and elements of L(k) as constant functions. The intuitive
meaning of (1) is evident; we call this the Newton–Leibniz axiom. (We shall
see in a moment that (1) indeed leads to the Newton–Leibniz formula.)

An obvious example of operational calculus can be obtained by taking H = O
and L = id. Here are examples that are important for applications.

Example 1. Let H = kZ+ . For g ∈ O, let

L(g) = (b0, b1, b2, . . . ),

where bi are the coefficients in the expansion of g at infinity. Define

O ×H → H, (g, η) 7→ L(g) ∗ η.

(Here “*” stands for the convolution in H.) This multiplication makes H into
a module over O and L a homomorphism over O.

Example 2. Let k = R or C, and let H = C∞(R+, k). For g ∈ O, let

L(g)(x) = b0 + b1
x

1!
+ b2

x2

2!
+ · · · ), x ≥ 0,

where bi are as above. Define

O ×H → H, (g, η) 7→ (L(g) ∗ η)′.

(Here “*” stands for the convolution in H.) Clearly H becomes into a module
over O and L a homomorphism over O.

Example 3. Let k = R or C, and let H = D′(R+, k), the space of distribu-
tions on R vanishing in (−∞, 0). Exactly as in the previous example, H gives
rise to an operational calculus.

Remark. There are interesting examples of operational calculus (namely,
those that come from continuous functions or locally integrable functions) where
the Newton–Leibniz axiom does not hold.
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Let M denote the fraction space of H. (Note that M may be introduced
as the localization with respect to the multiplicative set {tn|n ≥ 0}.) This is
a linear space over k(s). Its elements are called Mikusinski functions and will
be regarded as generalized functions. Identifying H with its image in M under
the canonical map ξ 7→ ξ/1, we obviously have

H ⊆ sH ⊆ s2H ⊆ · · · and M = ∪snH.

The homomorphism L can be evidently continued to a k(s)-linear map k(s) →
M. This again will be denoted by L. We call elements of L(k(s)) Laplace
functions, elements of L(O) exponential functions, and elements of J = L(k[s])
impulsive functions. We have an evident decomposition

J = sJ ⊕ L(k). (2)

It is easily seen from (1) and (2) that there are canonical operators H → H
and J → J . We call them differentiation operators and denote respectively by
d/dt and d/ds. There are also canonical linear maps H → k and J → k which
we interpret respectively as the evaluation maps at times 0 and +∞. Thus we
have the Newton–Leibniz formulas

η = t
dη

dt
+ L(η(0)) and θ = s

dθ

ds
+ L(θ(+∞)),

where η ∈ H and θ ∈ J . These can be rewritten as

sη =
dη

dt
+ sη(0) and tθ =

dθ

ds
+ tθ(+∞).

These formulas can be easily generalized; namely, for each n ≥ 1, we have the
Taylor formulas

snη =
dnη

dtn
+ snη(0) + · · ·+ sη(n−1)(0)

and

tnθ =
dnθ

dsn
+ tnθ(+∞) + · · ·+ tθ(n−1)(+∞).

Lemma 7. M = H⊕ sJ .

Proof. That M = H + sJ follows immediately from the first Taylor formula
because every generalized function can be represented as snη where n ≥ 0 and
η ∈ H. Assume that H ∩ sJ 6= {0}. We then have

η = snL(a1) + · · ·+ sL(an),

where η ∈ H and a1, . . . , an ∈ k, with a1 6= 0. It follows that

tnη − (tn−1L(an) + · · ·+ tL(a2)) = a1.

This contradicts (1).
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The lemma implies in particular that there are canonical projection maps
M→H and M→ sJ . We shall denote them respectively by Π+ and Π−.

Suppose now we are given a polynomial matrix A = A0 + A1s + · · · + Ans
n

and a proper rational matrix B = B0 + B1t + B2t
2 + · · · . We define differential

operators A(d/dt) : Hq → Hp and B(d/ds) : J q → J p respectively as

A(d/dt) = A0 + A1d/dt + · · ·+ And
n/dtn

and
B(d/ds) = B0 + B1d/ds + B2d

2/ds2 + · · · .

(Notice that B(d/ds)θ is well-defined for each θ ∈ J q.) We define also the
Toeplitz matrix Tp(A) and the Hankel matrix Hk(B) respectively as

Tp(A) =




A1 A2 . . . An

A2 A3 0
...

...
An 0 . . . 0




and Hk(B) =




B1 B2 B3 . . .
B2 B3 B4 . . .
B3 B4 B5 . . .
...

...
...




.

Lemma 8. Let A and B be as above. Then

KerA(d/dt)={η ∈ Hq|Aη ∈ sJ p} and KerB(d/ds)={θ ∈ J q|Bθ ∈ tHp}.
Proof. Let η ∈ Hq and θ ∈ J q. Using the Taylor formulas, it can be easily
shown that

Aη = A(d/dt)η + [s . . . sn]Tp(A)η̄(0)

and
Bθ = B(d/ds)θ + [t t2 . . . ]Hk(B)θ̄(+∞),

where

η̄(0) =




η(0)
η(1)(0)

...
η(n−1)(0)




and θ̄(+∞) =




θ(+∞)
θ(1)(+∞)
θ(2)(+∞)

...




.

The lemma follows.

We shall need the following

Lemma 9. Let m and p be nonnegative integers, and assume we have exact
sequences

0 → k[s]m
A1→ k[s]m+p A2→ k[s]p → 0 and 0 → Om B1→ Om+p B2→ Op → 0.

Then the sequences

0 → Hm A1(d/dt)→ Hm+p A2(d/dt)→ Hp → 0

and

0 → Jm B1(d/ds)→ Jm+p B2(d/ds)→ J p → 0.

are exact.
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Proof. Our sequences split, and consequently there exist polynomial matrices
A3, A4 and proper rational matrices B3, B4 such that

[A1 A3]

[
A4

A2

]
= I and [B1 B3]

[
B4

B2

]
= I.

Therefore

[A1(d/dt) A3(d/dt)]

[
A4(d/dt)
A2(d/dt)

]
= I

and

[B1(d/ds) B3(d/ds)]

[
B4(d/ds)
B2(d/ds)

]
= I.

The lemma follows immediately. (Note that the sequences even are split-
table.)

Concluding the section, we note that one can easily introduce vector-valued
functions. If X is a finite-dimensional k-linear space, we define H(X) to be
H ⊗X. Likewise, we set M(X) = M⊗X and J (X) = J ⊗X. (The tensor
products are taken over k, of course.)

Remark. Operational calculus was developed by Heaviside, and then by Mi-
kusinski [13]. The exposition above follows closely [6] and [8]. We recall that the
starting point for Mikusinski was the ring structure of the function space. Our
approach is based on the observation that when dealing with linear constant
coefficient differential equations the module structure (over the ring of proper
rational functions) is quite sufficient. The Newton–Leibniz axiom is new, and
we hope that the reader will find it appealing. Note that the Mikusinski space
of Example 1 is just the space of Laurent series considered in [16] and that of
Example 2 is just the space of smooth-impulsive functions considered in [1] and
[2].

4. Linear Systems

Given a transfer function T , let TM denote the image of the canonical in-
jective homomorphism of T ⊗M into k(s)q ⊗M = Mq. (The tensor products
are taken over k(s).) This is generated by elements of the form fξ, with f ∈ T
and ξ ∈M. If G is a rational matrix representing T , then TM = GMm where
m denotes the input number of T . To see this, we need only to tensor by M
the commutative diagram

k(s)m G→ k(s)q

↓ ||
T ⊆ k(s)q

.

We claim that L−1(TM) = T . Indeed, choose a subspace M1 ⊂ M so that
M = L(k(s) ⊕M1. If G and m are as above, then GMm

1 ⊆ Mq
1, and conse-

quently Gξ ∈ L(k(s)q if and only if ξ ∈ L(k(s)m. This implies our claim. It
follows in particular that the correspondence T 7→ TM is injective. It should
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perhaps be noted that a k(s)-linear subspace T ⊆Mq is representable as TM
if and only if it satisfies the following condition: if f ∈ L−1T , then fξ ∈ T for
each ξ ∈M.

Lemma 10. let B be a k-linear subspace of Mq. There may exist only one
transfer function T such that

TM⊆ B and [B : TM] < +∞.

Proof. Assume that transfer functions T1 and T2 satisfy the condition of our
lemma. Then this condition is clearly satisfied by T = T1 + T2 as well. It
follows that

[TM : T1M] < +∞ and [TM : T2M] < +∞.

Any k(s)-linear space (if it is not trivial of course) has infinite dimension over
k. Hence, we must have T1M = TM = T2M. As remarked above, it follows
from this that T1 = T2.

We are ready now to define a linear (dynamical) system. This is a k-linear
subspace B ⊆Mq satisfying the following axioms:

(LS1) There exists a transfer function T such that

TM⊆ B ⊆ Lk(s)q + TM and [B : TM] < +∞;

(LS2) B is invariant with respect to Π+ and Π−;
(LS3) B ∩ Hq is invariant with respect to d/dt and tB ∩ J q with respect to

d/ds.

Comment. Mq is a very “huge” space, a universum (in Willems’ terminol-
ogy). Among all its subspaces those of the form TM surely are the most
“conceivable”. A linear system is a k-linear subspace that contains such a sub-
space and modulo it is spanned by a finite number of Laplace functions, and
also satisfies certain natural properties of invariance.

Remark. The notion of a linear system can be introduced in the generality
of arbitrary operational calculus. A linear system can be defined as a linear
subspace B satisfying (LS1) and the folowing two properties: (LS2’) B∩Lk(s)q

is invariant with respect to Π+ and Π−; (LS3’) B∩LOq is invariant with respect
to d/dt and tB ∩Lk[s]q with respect to d/ds. (Certainly, the operators Π+ and
Π− are defined for Laplace functions, and the operators d/dt and d/ds are
defined respectively for exponential and impulsive functions.)

Let B be a linear system. The transfer function T satisfying the property
(LS1) is uniquely determined by the previous lemma; it is called the transfer
function of B. The space tB/TM is called the state space. The number [B :
TM], which of course is the same as the dimension of the state space, is called
the McMillan degree. If ξ ∈ B, then tξmodTM is called the initial state of
ξ. So, elements from TM are considered as motions with zero initial state.
(See Proposition 2 for the justification of all these definitions.) The condition
B ⊆ TM + Lk(s)q means that there always exists in B a Laplace motion that



LINEAR DYNAMICAL SYSTEMS: AN AXIOMATIC APPROACH 123

has a given initial state. Finally, we remark that the property (LS2) amounts
to saying that B = (B ∩Hq)⊕ (B ∩ sJ q).

Assume an AR-model (∆, R) is given, and let D be a representative of ∆.
We then have differential equations

R(d/dt)η = 0, η ∈ Hq and (D−1R)(d/ds)θ = 0, θ ∈ J q.

Let B+ denote the solution space of the first equation, and let B− denote the
solution space of the second one multiplied by s. Set B = B+ + B−, and let X
denote the state space of (∆, R), i.e., the space k[s]p ∩ tDOp.

Proposition 1. B = {ξ ∈Mq| Rξ ∈ sL(X)}.
Proof. We remark that

sL(X) = sL(k[s]p ∩ tDOp) = sJ p ∩DHp,

where p is the output number of our AR-model. It follows that if ξ = ξ+ + ξ−,
with ξ+ ∈ Hq and ξ− ∈ sJ q, then

Rξ ∈ (sJ p ∩DHp) ⇐⇒ Rξ+ ∈ sJ p and Rξ− ∈ DHp.

(This is because D−1R is proper and R is polynomial.) By Lemma 8,

B+ = {η ∈ Hq| Rη ∈ sJ p} and B− = {θ ∈ sJ q| D−1Rθ ∈ Hp}.
The proposition follows.

Remark. The proposition indicates in particular how to define the behavior
of an AR-model when operational calculus does not satisfy the Newton-Leibniz
axiom. It should be noted that most of the notions and results, which will be
studied, can be generalized to this case.

We call B the behavior of (∆, R) and its elements the motions of (∆, R). By
the previous proposition, if ξ is a motion of our model, then Rξ = sL(x) for
some x ∈ X. The state x is called the initial state of ξ.

Lemma 11. Let T be the transfer function of (∆, R). Then TM is the space
of motions that have initial state 0.

Proof. We have an exact sequence

0 → T → k(s)q → k(s)p → 0.

Tensoring this by M, we get an exact sequence

0 → T ⊗M→Mq →Mp → 0.

In view of the previous proposition, from this we obtain that

0 → TM→ B → sL(X) → 0. (3)

is an exact sequence.

Proposition 2. B is a linear system; the transfer function of B coincides
with that of (∆, R) and the state space of B is canonically isomorphic to that of
(∆, R).
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Proof. Obviously, B satisfies the properties (LS2) and (LS3). Let T be the
transfer function of our model. The exact sequence (3) implies that TM ⊆ B
and [B : TM] < +∞. Further, let ξ be a motion with initial state x. Clearly
there exists w ∈ k(s)q such that Rw = sx. We then have RL(w) = sL(x), and
hence ξ−L(w) ∈ TM. Thus B satisfies (LS1) and is indeed a linear system, and
T is indeed its transfer function. Finally, it is clear that tB/TM is canonically
isomorphic to X.

Let B be a linear system. It is easily seen that Φ = tL−1(B) is a frequency
response, and we call it the frequency response of B. The transfer function of
B clearly coincides with that of Φ.

Theorem 1. The frequency response completely determines a linear system.

Proof. Let B be a linear system. Let T denote its transfer function and Φ its
frequency response. It is easily verified that B = L(Φ) + TM; whence follows
the validity of the theorem.

We remark that if (∆, R) is an AR-model and B its behavior, then the fre-
quency response of B is equal to that of (∆, R). (This is clear from the proof
of Proposition 2.)

Theorem 2. Two AR-models have the same behavior if and only if they are
equivalent.

Proof. Obviously, two equivalent AR-models have the same behavior. Con-
versely, if two AR-models have the same behavior, then they have the same
frequency response and, in view of Lemma 2, must be equivalent.

Theorem 3. Every linear system allows an AR-representation.

Proof. Let B be a linear system, and let Φ be its frequency response. By Lemma
2, there exists an AR-model having the frequency response Φ. By Theorem 1,
the behavior of this AR-model must equal to B.

Remark. Theorem 2 was obtained first in Geerts and Schumacher [1,2] for
the continuous-time case and in Ravi, Rosenthal and Schumacher [16] for the
discrete-time case. In the discrete-time case there are alternative descriptions
of singular linear systems (see [9], [12]). The discussion of the section is based
in part on [8] which is a detailed version of [6].

5. State Models

A state model is a quintuple (X,Z,E, F, G), where X, Z are finite-dimen-
sional linear spaces and E, F : X → Z, G : kq → Z linear maps satisfying the
following properties:

(SM1) sE − F has full column rank;
(SM2) [sE − F G] has full row rank.

The space X is called the state space, the space Z the internal variable space,
the number dim Z − dim X the output number. The model is called observable
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if sE − F is left unimodular and E has full column rank. (The model is called
controllable if [sE − F G] is right unimodular and [E G] has full row rank.)

Example 4. Let x′ = Ax+Bu, v = Cx+Du be an ordinary classical linear
system with m inputs and p outputs, and with state space X. Then

(
X,X ⊕ kp,

[
I
0

]
,

[
A
C

]
,

[
B 0
D −I

])

is a state model.

Two state models (X1, Z1, E1, F1, G1) and (X2, Z2, E2, F2, G2) are said to be
similar if there exist bijective linear maps S : X1 → X2 and T : Z1 → Z2 such
that

TE1 = E2S, TF1 = F2S and G2 = SG1.

For each n ≥ 1, define two matrices of size (n + 1)× n

I ′(n) =




1
. . .

1
0 · · · 0




and I ′′(n) =




0 · · · 0
1

. . .
1




.

Lemma 12. The sequences

0 → k[s]n
sI′(n)−I′′(n)→ k[s]n+1 [1...sn]→ k[s] → 0

and

0 → On I′(n)−tI′′(n)→ On+1 [tn...1]→ O → 0

are exact.

Proof. Straightforward and easy.

The lemma above can be generalized. Indeed, let ∆ be a linear bundle with
nonnegative Wiener-Hopf indices and let p be its size. Set X = H0(t∆) and
Z = H0(∆), and define E : X → Z and F : X → Z as the multiplications by 1
and s, respectively. Further, let Z[s] → k[s]p and O(Z) → Op be the canonical
homomorphisms that are determined respectively by the maps Z → k[s]p and
Z → Op. (The latter is the composition of Z → DOp and the pre-multiplication
by D−1.) There holds

Proposition 3. The sequences

0 → X[s]
sE−F→ Z[s] → k[s]p → 0 and 0 → O(X)

E−tF→ O(Z) → Op → 0 (4)

are exact.

Proof. The previous lemma corresponds to the case where ∆ has rank 1 and is
represented by sn. The general case can be deduced easily from this special one
by using the Wiener-Hopf theorem.
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Let now an AR-model (∆, R) be given. Define X, Z, E and F as above, and
define G : kq → Z as the linear map a → Ra (a ∈ kq). We have commutative
diagrams

k[s]q

↓ ↘
Z[s] → k[s]p

and
Oq

↓ ↘
O(Z) → Op

. (5)

(The south-east arrows here are R and D−1R respectively.) Using these dia-
grams and the previous proposition, we see that (X,Z,E, F, G) is an observable
state model. We call this the state representation of (∆, R).

Theorem 4. The map taking an AR-model to its state representation in-
duces a one-to-one correspondence between equivalence classes of AR-models
and similarity classes of observable state models.

Proof. Let (X,Z, E, F, G) be an observable state model, with output number
p. The observability property implies that the modules Z[s]/(sE−F )X[s] and
O(Z)/(E − tF )O(X) have no torsion, and therefore are isomorphic to k[s]p

and Op, respectively. Consequently, there exist exact sequences as in (4). The
homomorphisms Z[s] → k[s]p and O(Z) → Op determine k(s)-linear maps
from Z(s) to k(s)p. They have the same kernel, and therefore one of them,
say, the first is obtained from the other by multiplication by some nonsingular
rational matrix D. Let R denote the composition of G : k[s]q → Z[s] with
Z[s] → k[s]p and ∆ the linear bundle associated with D. The rational matrix
D−1R is proper, and the property (SM2) implies that R has full row rank. So
(∆, R) is an AR-model. One can see easily that the equivalence class of this
model is well-defined: It does not depend on the choice of the homomorphisms
Z[s] → k[s]p and O(Z) → Op.

The reader can easily complete the proof.

Given a state model (X, Z, E, F, G), we define its behavior to be B = B++B−,
where B+ and B− are defined by

B+ = {η ∈ Hq| E
dξ

dt
− Fξ = Gη for some ξ ∈ H(X)}

and

tB− = {θ ∈ J q| Eξ − F
dξ

ds
= Gθ for some ξ ∈ J (X)}.

The following proposition implies in particular that this is a linear system.

Proposition 4. The behavior of an AR-model is equal to the behavior of its
state representation.

Proof. Let (∆, R) be an AR-model, and let (X, Z, E, F, G) be its state repre-
sentation. Choose any D ∈ ∆, and consider the diagrams

Hq

↓ ↘
0 → H(X) → H(Z) → Hp → 0
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and
J q

↓ ↘
0 → J (X) → J (Z) → J p → 0

.

These are commutative because so are (5). Next, by Lemma 9, they have exact
rows.

The proof now is easily completed.

In fact, there are two types of state models (see Kuijper [3]). What we have
considered above are “right” ones, and in the remainder of this section we want
to say a few words about “left” state models. As we shall see, there is a simple
connection between the two types of state models.

A “left” state model is a quintuple (X, Y, K, L,M), where X, Y are finite-
dimensional linear spaces and K,L : Y → X, M : Y → kq linear maps satisfying
the following properties:

(1) sK − L has full row rank;

(2)

[
sK − L

M

]
is left unimodular and

[
L
M

]
has full column rank.

The space X is called the state space, the space Y the internal variable space,
the number dim Y − dim X the input number.

Example 5. Let again x′ = Ax+Bu, v = Cx+Du be an ordinary classical
linear system with m inputs and p outputs, and with state space X. Then,

(
X, X ⊕ km, [I 0], [A B],

[
0 I
C D

])

is a “left” state model.

Suppose we are given “left” and “right” state models (X, Y, K, L, M) and
(X, Z, E, F, G). We say that these form an exact pair, if the sequence

0 → Y



−L
K
M




→ X ⊕X ⊕ kq

[
F E G

]

→ Z → 0

is exact.

Example 6. The state models in the previous two examples form an exact
pair.

Let (X,Z,E, F, G) be a “right” state model. Clearly, there exist a finite-
dimensional linear space Y and linear maps K,L : Y → X, M : Y → kq

such that the sequence above is exact. It can be shown (see the discussions
in [6, Section 2.4] and [8, Section 6]) that (X,Y,K, L,M) is a “left” state
model, called a left description. This certainly is uniquely determined. More
precisely, if (X, Y1, K1, L1,M1) is another left description, then there exists a
unique isomorphism A : Y1 → Y such that K1 = KA, L1 = LA and M1 = MA.
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Attaching to each “right” state model its left description, we get a functor.
There is a functor to the opposite direction as well. These two functors are
clearly inverse to each other. And thus, “left” and “right” state models are
canonically equivalent objects.

Remark. State representations of AR-models have been studied extensively
in recent years (see, for example, [1], [2], [3], [4], [5], [7], [12], [15], [16], [17],
[20], [21]). The exposition above follows closely [5,7]. (It should be noted that
“right” state models are not explicitly mentioned in [5,7]; in [5] they are used
to establish the duality between “left” state models.)

6. Controllability and Autonomy

Let B be a linear system, and let T be its transfer function. We say that B
is controllable if

B ⊆ TM+ sLk[s]q and B ⊆ TM+ LOq,

that is, if there always exists in B a purely impulsive motion with a given initial
state as well as an exponential motion.

Theorem 5. A linear system is controllable if and only if so is its AR-
representation.

Proof. Obviously a linear system is controllable if and only if its frequency
response is controllable. The statement follows therefore from Lemma 3.

Theorem 6. Let B be a linear system with transfer function T and McMillan
degree d. Suppose that n ≥ d. Then B is controllable if and only if,

∀ξ+ ∈ B ∩Hq and ∀ξ− ∈ B ∩ sJ q, ∃ξ0 ∈ TM such that

Π+(snξ0) = ξ+ and Π−(ξ0) = ξ−.

Proof. “If”. Let ξ be a motion from B, and let ξ+ be its regular part. Choose
ξ0 ∈ TM such that snξ0 ≡ ξ+modsJq (and, say, ξ0 ≡ 0modHq). Then clearly
ξ ≡ snξ0modsJq.

Let again ξ be a motion from B, and let w be a Laplace motion having the
same initial state as ξ. Choose w0 ∈ TM such that snw0 ≡ 0modsJq and
w0 ≡ w−modHq, where w− is the purely impulsive part of w. Surely w0 is a
Laplace motion and w ≡ w0modHq. Because L(k(s))∩H = L(O), we have that
w − w0 is an exponential motion. We conclude that ξ ≡ ξ0modL(Oq), where
ξ0 = (ξ − w) + w0 ∈ TM.

“Only if”. Let (∆, R) be an AR-representation of B. By the remark that
follows Lemma 4, the linear map k[s]q∩sn−1Oq → k[s]p∩sn−1DOp is surjective.
We obtain that the linear map

sJq ∩ snHq → sJp ∩ snDHp
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is surjective. Take now ξ+ ∈ B ∩Hq and ξ− ∈ B ∩ sJ q, that is, Rξ+ ∈ sJp and
Rξ− ∈ DHp. It is easily verified that

R(ξ+) ∈ sJp ∩ snDHp and R(snξ−) ∈ sJp ∩ snDHp.

Hence by the surjectivity of the above linear map, there exists w ∈ sJq ∩ snHq

such that

Rw = R(ξ+ + snξ−).

Then ξ+ + snξ− ≡ wmodTM, and thus there exists ξ0 ∈ TM such that

snξ0 = ξ+ + snξ− − w.

Clearly, snξ− − w is purely impulsive and tnξ+ − tnw is regular. Hence

snξ0 ≡ ξ+modsJq and ξ0 ≡ ξ−modHq.

The theorem is proved.

A linear system B is called autonomous if it satisfies the following obviously
equivalent conditions: 1) B has input number 0; 2) B has transfer function 0;
3) B is finite-dimensional.

Theorem 7. Let B be a linear system, and let T be its transfer function.
Then B is autonomous if and only if

ξ0 ∈ TM and Π−(ξ0) = 0 =⇒ ξ0 = 0.

Proof. The “only if” part is trivial. To prove the “if” part, assume that T 6= 0
and take any nonzero element w ∈ T . For sufficiently large n, tnw ∈ Oq.
Consequently, ξ0 = L(tnw) is an exponential motion. It lies in TM and is
regular, but is not zero.

Remark. The reader notices an analogy of the controllability and autonomy
properties formulated in Theorems 6 and 7 to the controllability and the auton-
omy properties as introduced in Willems [21]. The reason why we do not discuss
observability is that our linear systems are a priori observable (see Theorem 4).
This point of view is in agreement with the classical one (see [5]), but not with
the one as developed in Willems [21].

7. “Classical” Case

Let B be a linear system and T its transfer function. We say that B is regular
if

B ⊆ TM+ LOq,

that is, if there always exists in B an exponential motion with a given initial
state. Certainly, the property of regularity is considerably weaker than that of
controllability: Regularity is “controllability at infinity”.

Theorem 8. A linear system is regular if and only if so is its AR-represen-
tation.
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Proof. Obviously, a linear system is regular if and only if its frequency response
is regular. The statement follows therefore from Lemma 3.

Theorem 9. Let B be a linear system with transfer function T . Then B is
regular if and only if

∀ξ− ∈ B ∩ sJ q, ∃ξ0 ∈ TM such that Π−(ξ0) = ξ−.

Proof. The statement amounts to saying that B ⊆ TM +Hq; in other words,
that there always exists a regular motion with a given initial state. The “only
if” part therefore is trivial.

“If”. Let (∆, R) be an AR-representation of B, and let (∆1, R) be its reg-
ular part. The “regular” behavior of (∆1, R) is determined by the equation
R(d/dt)ξ = 0, ξ ∈ Hq and therefore is equal to B ∩ Hq. Letting X and X1

denote respectively the state spaces of (∆, R) and (∆1, R), we have surjective
linear maps

B ∩Hq → sL(X) and B ∩Hq → sL(X1).

(The first linear map is surjective by hypothesis; the second one is surjective be-
cause (∆1, R) is regular.) These two linear maps have the same kernel, namely,
TM∩Hq. We therefore obtain that X ' X1. It follows that

deg(R) = ch(∆1) = dim(X1) = dim(X) = ch(∆).

Using Lemma 5, we see that (∆, R) is regular. Hence B is regular.

A “classical” linear (dynamical) system is a k-linear subspace B ⊆ Hq satis-
fying the following axioms:

(CLS1) There exists a “classical” transfer function T such that

TH ⊆ B ⊆ TH + LOq and [B : TH] < +∞;

(CLS2) B is invariant with respect to d/dt.
(Above TH denotes the submodule in Hq generated by elements of the form
fη, where f ∈ T and η ∈ H.) The “T” is uniquely determined; it is called
the transfer function. (The uniqueness of T can be shown exactly as in Lemma
10.) The space {w ∈ tOq|sL(w) ∈ B} is a “classical” frequency response, and
is called the frequency response. The transfer function of the latter coincides
with T .

Lemma 13. Let T be a transfer function, and let T1 = T ∩Oq. Then
(a) TM∩Hq = T1H;
(b) (TM+ Lk(s)q) ∩Hq = T1H + LOq.

Proof. (a) Let m denote the input number of T , and choose a proper rational
matrix G such that GOm = T1. Suppose that Gξ ∈ Hq, where ξ ∈ Mm. The
matrix G is left biproper, that is, FG = I for some proper rational matrix F .
It follows that ξ = F (Gξ) ∈ Hm.
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(b) Let m and G be as above, and suppose that Gξ +w ∈ Hq where ξ ∈Mm

and w ∈ Lk(s)q. We have

Gξ + w ≡ Gξ− + w−mod(T1H + LOq),

where ξ− and w− are the purely impulsive parts of ξ and w, respectively. We
see that Gξ− + w− is a regular function. On the other hand, this is a Laplace
function, and hence an exponential function. The assertion follows.

Lemma 14. If B is a linear system, then B ∩ Hq is a “classical” linear
system.

Proof. Let T denote the transfer function of B, and set B1 = B ∩ Hq and
T1 = T ∩Oq. Using the previous lemma, it can be easily seen that

T1H ⊆ B1 ⊆ T1H + LOq.

Further, consider the canonical linear map B1 → B/TM. Its kernel is clearly
equal to B1 ∩ TM. Using again the previous lemma, we obtain that

T1H ⊆ B1 ∩ TM⊆ Hq ∩ TM = T1H.

Thus the kernel coincides with T1H, and it follows that [B1 : T1H] < +∞.

Theorem 10. The mapping

B 7→ B ∩Hq

establishes a one-to-one correspondence between regular linear systems and
“classical” linear systems.

Proof. In view of Theorem 9, if B is a regular linear system and T its transfer
function, then B = (B ∩ Hq) + TM, that is, B can be reconstructed from the
knowledge of B ∩Hq. This implies the injectivity.

Let now B1 be an arbitrary “classical” linear system, and let T1 be its transfer
function. Let m denote the input number of our system and choose a proper
rational matrix G generating T1. Set T = k(s)T1 and B = B1 + TM. We are
going to show that B is a regular linear system.

Obviously, TM ⊆ B ⊆ TM + Lk(s)q. It is also obvious that the canonical
linear map B1 → B/TM is surjective. Its kernel is equal to T1H, and hence
[B : TM] < +∞.

We remark that if ξ ∈ B1 and n ≥ 1, then, by the Taylor formula, Π+(snξ) =
dnξ/dtn and hence belongs to B1. It is clear that modulo T1H every element
of TM is a linear combination of elements of the form snGL(a)), with n ≥ 1
and a ∈ km. Therefore, Π+(TM) ⊆ B1. We conclude that Π+(B) ⊆ B1.
Automatically, B is invariant with respect to Π− as well.

Certainly, B∩Hq = B1, and so is invariant with respect to d/dt. Further, it is
easily seen that B∩sJ q = Π−(TM). As remarked above, TM/T1H is spanned
by elements of the form snGL(a)), with n ≥ 1 and a ∈ km. Using the Taylor
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formula and letting G0, G1, G2, . . . denote the coefficients of G in the expansion
at infinity, we have

Π−(snGL(a)) = (snG0 + · · ·+ sGn)L(a).

It follows that tB∩J q is spanned by elements of the form L(sn−1G0a+· · ·+Gna)
where n ≥ 1 and a ∈ km. Obviously, this subspace is invariant with respect to
d/ds.

Thus B is indeed a linear system and, obviously, is regular.

From the previous theorem (and Lemma 1 and Lemma 6) we get the following
theorems.

Theorem 1′. The frequency response completely determines a “classical”
linear system.

Theorem 2′. Two “classical” AR-models have the same behavior if and only
if they are equivalent.

Theorem 3′. Every “classical” linear system allows an AR-representation.

Remark. Theorem 1′ is due to Kuijper (see Theorem 3.12 in [3]), and Theo-
rem 2′ to Schumacher (see Corollary 2.5 in [18]).

Appendix: Obtaining State Representations

Our purpose in this appendix is to derive explicit formulas for state repre-
sentations of AR-models that are given properly. We shall do this very easily.

Let

({sn1 , . . . , snp}, R) (6)

be an AR-model, where n1, . . . , np are nonnegative integers and {sn1 , . . . , snp}
denotes the linear bundle represented by diag(sn1 , . . . , snp). (Note that, using
the Wiener-Hopf theorem, an arbitrary AR-model can be brought to this form.)
Write

R =




r10s
n1 + · · ·+ r1,n1

...
rp0s

np + · · ·+ rp,np


 ,

where rij ∈ kq. For each 1 ≤ i ≤ p, let

Ei = I ′(ni), Fi = I ′′(ni) and Gi =




ri0
...

ri,ni


 .

Proposition 5.

⊕kni ,⊕kni+1,




E1

. . .
Ep


 ,




F1

. . .
Fp


 ,




G1
...

Gp







is a state representation of (6).
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Proof. Follows immediately from the definition (see Section 5); it suffices to
make identifications according to Serre’s formulas (see [11]).

We need the following

Lemma 15. Let T be a polynomial r × l matrix, and let n1, . . . , nr be non-
negative integers. One can uniquely write

T =




sn1

. . .
snr


 Th +




[sn1−1 . . . 1]
. . .

[snr−1 . . . 1]


 T̄ ,

where Th and T̄ are constant matrices of sizes r × l and
∑

ni × l, respectively.

Proof. Write

T =




f10s
n1 + · · ·+ f1,n1

...
fr0s

nr + · · ·+ fr,nr


 ,

where fij ∈ kl. For each i = 1, . . . , r, let Ti denote the matrix with rows equal
to fi1, . . . fi,ni

. Letting

Th =




f10
...

fr0


 and T̄ =




T1
...

Tp


 ,

we get the required expression for T . The uniqueness is also easy to prove, and
is left to the reader.

Let

R(d/dt)w = 0 (7)

be a “classical” AR-model. Assume without loss of generality that the polyno-
mial matrix R is row reduced. Let p be the output number, and let n1, . . . , np

be the row degrees of R. Set

J =




J1

. . .
Jp


 and C =




C1

. . .
Cp


 ,

where

Ji =




0 1
. . .

1
0




and Ci =
[

1 0 . . . 0
]

are matrices of sizes ni × ni and 1× ni, respectively. Let Rh and R̄ be defined
as in the previous lemma.
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Proposition 6. {
x′ = Jx + R̄w
0 = Cx + Rhw

is a state representation of (7).

Proof. Follows immediately from Proposition 5. It suffices to write the internal
variable space ⊕kni+1 as ⊕kni ⊕ kp.

Let

P (d/dt)v = Q(d/dt)u (8)

be a “classical” AR-model, where P is nonsingular and P−1Q is proper. Assume,
without loss of generality, that P is “monic”, i.e., the high order coefficient
matrix of P is equal to I. Let n1, . . . , np be the row degrees of P . Since P−1Q
is proper, the row degrees of Q are not greater than n1, . . . , np. We may apply
Lemma 15 to the matrices P , Q and [Q − P ]. Let J and C be defined as in
Proposition 6, and set

A = J − P̄C, B = Q̄− P̄Qh, D = Qh.

Proposition 7. {
x′ = Ax + Bu
v = Cx + Du

is a state representation of (8).

Proof. Let X = ⊕kni , and observe that
[

I −P̄
0 I

]
: X ⊕ kp → X ⊕ kp

is an isomorphism. By Proposition 2,

(X, X ⊕ kp,

[
I
0

]
,

[
J
C

]
,

[
Q̄ −P̄
Qh −I

]
)

is a state representation of (8). Because
[

A
C

]
=

[
I −P̄
0 I

] [
J
C

]
and

[
B 0
D −I

]
=

[
I −P̄
0 I

] [
Q̄ −P̄
Qh −I

]
,

the proposition follows.

We illustrate the previous proposition by a very classical fact.

Example 7. A high order equation

dnv

dtn
+ a1

dn−1v

dtn−1
+ · · ·+ an = b0

dnu

dtn
+ b1

dn−1u

dtn−1
+ · · ·+ un

may be described by the first order equation
{

x′ = Ax + Bu
v = Cx + Du

,
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where

A =




−a1 1 0 . . . 0
... . . .

−an−1 0 0 . . . 1
−an 0 0 . . . 0




, B =




b1 − a1b0
...

bn−1 − an−1b0

bn − anb0




,

C =
[

1 0 . . . 0
]
, D = b0.

Remark. Our interest in the topic was inspired by the paper [17] of Rosenthal
and Shumacher, where state representations, with little or no computations, are
provided. It should be noted that here we deal with “right” state representa-
tions, while in [17] “left” ones are considered. The reader notices that the
“ABCD” form above is the same as that in Theorem 4.3 of [17]. (However, we
do not make the assumption that n1, . . . , np ≥ 1.)
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