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Abstract
Let k be a field, and A be a polynomial algebra over k.

Let I ⊆ A be an ideal. We present a novel method for com-
puting resolutions of A/I over A. The method is a synthesis
of Gröbner basis techniques and homological perturbation the-
ory. The examples in this paper were computed using computer
algebra.

To Jan–Erik Roos on his sixty–fifth birthday

1. Introduction

Throughout this paper, let k be a field and A = k[x1, . . . , xn] be the poly-
nomial ring over k. Monomials xα1

1 · · ·xαn
n in A will be denoted by xα where

α = (α1, . . . , αn) ∈ Nn, when it is convenient.
A total order on monomials that satisfies u < v =⇒ mu < mv and 1 < m, for

all monomials m, u, v 6= 1 in A, is called a monomial order on A in this paper. A
term of a given polynomial is a monomial summand along with its coefficient. Given
a monomial order, one can talk about the leading term, lt(p) of a given polynomial
p ∈ A. For an ideal I in A, the ideal generated by the leading terms of elements in I
will be denoted by lt(I). An element of A/I will be denoted by the usual notation
a + I, where a ∈ A.

The relation of divisibility in A will be denoted by �, i.e. p � q if and only if p
divides q. Thus, for monomials xα � xβ if and only if for all 1 6 i 6 n, one has
αi 6 βi.

The main result of this paper is the derivation of an algorithm which gives an
explicit resolution of A/I over A by “perturbing” a resolution of A/lt(I) over A.
This is done using homological perturbation theory [4], [10], [1], [11], [19], [21] and
Gröbner basis theory [8], [3].
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2. Homological Perturbation Theory

We will need to construct and manipulate explicit chain homotopy equivalences
between certain chain complexes. There is a special theory behind doing this in a
systematic way which is well suited for machine computations. It will be quickly
reviewed in this section.

2.1. Strong Deformation Retracts
Let X and Y be chain complexes over k, ∇ : X - Y , f : Y - X be chain

maps and let φ : Y - Y be a degree one k-linear map such that f∇ = 1X and
dφ+φd = 1−∇f . Thus, f and ∇ compose to the identity, but the composition the
other way around is only chain homotopic to the identity. When these conditions
hold, we say that this collection of data forms a strong deformation retraction (SDR)
and we write

X
∇-

�
f

(Y, φ). (2.1)

Important for certain computations are the side conditions [17]

φ2 = 0, φ∇ = 0, and, fφ = 0. (2.2)

In fact, these may always be assumed to hold: if the last two do not hold, replace
φ by φ′ = D(φ)φD(φ) where D(φ) = φd + dφ and the last two conditions will now
hold with respect to φ′. If the first condition does not hold for φ′, replace it by
φ′′ = φ′dφ′ and all three conditions will hold for the chain homotopy φ′′. We will
always assume that the side conditions hold when we talk about an SDR.

2.2. The Perturbation Lemma
Given the SDR (2.1) and, in addition, a second differential d′Y on Y , let t =

d′Y − dY . The perturbation lemma, [4], [10], [1], [21] states that if we set tn =
(tφ)n−1t, n > 1 and, for each n, define new maps on X,

∂n = d + f(t1 + t2 + · · ·+ tn−1)∇
∇n = ∇+ φ(t1 + t2 + · · ·+ tn−1)∇,

and on Y :

fn = f + f(t1 + t2 + · · ·+ tn−1)φ
φn = φ + φ(t1 + t2 + · · ·+ tn−1)φ,

then in the limits, provided they exist, we have new SDR data

(X, ∂∞)
∇∞-
�
f∞

((Y, d′Y ), φ∞).

Note that the limits will certainly exist if tφ is nilpotent in each degree. Examples
can be found in [4], [10], [14], [15], [17], [16], [20], [18], [11], [12], [15], [19], [21]
and [26].
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Remark 2.1. In trying to set up a situation as above, it is convenient to think
of the perturbation as transferring the new differential d′ on the larger complex to
the smaller one. In this sense, the data is said to be a transference problem and t is
called the initiator. This notation is from [1] and we will continue to use it here.

2.3. Two Sided Data
There are situations where complexes X and Y are chain homotopic, but there

is no SDR involving them, of course. Consider data of the form

(ψ,X)
∇-

�
f

(Y, φ)

where ∇ and f are chain maps, and φ and φ are chain homotopies such that

∇f = 1Y −D(φ), f∇ = 1X −D(ψ).

There are perturbation formulae for such two-sided data as well [1], [2], [15]. The
situation will be encountered in this paper in Section 4.1, but we will manage to
avoid having to use the more complicated two sided formulae in our main results.

3. Resolutions

For a module N over A, we will generally consider resolutions of N over A of
the form X = A ⊗ X where X is free over k [23], [5]. Such complexes are called
relatively free [23]. Furthermore, it will be assumed that there is an explicit SDR

N
σ-

�
ε

(X, ψ)

where ε is an A-linear map, but generally, σ and ψ are only k-linear. Here N is
given the zero differential. Note that in this context, ψ is an explicit contracting
homotopy.

Remark 3.1. It is standard terminology to call the elements of X above reduced
elements. We follow this convention throughout the paper.

3.1. The Taylor Resolution
For a given set {m1, . . . , mr} of monomials and for any subset J = {j1, . . . js} ⊆

{1, . . . , r}, let |J | = s, mJ = lcm(mj1 , . . . , mjs) (“least common multiple”), and
J i = J −{ji}. Let E = E[u1, . . . , ur] be the exterior algebra over k. E has a k-basis
given by {uJ | J ⊆ {1, . . . , r}} where for J = {j1, . . . js}, uJ = uj1 . . . ujs .

For a monomial ideal M = (m1, . . . , mr), the Taylor resolution [27] of A/M
over A is given by the following A-linear differential d on the free A-module A ⊗
E[u1, . . . , ur]:

d(uJ) =
|J|
∑

i=1

(−1)i−1 mJ

mJi
uJi .
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This resolution will be denoted by T throughout this paper. An explicit contracting
homotopy for T was given by Fröberg in [7] and is recalled here.

For a monomial xα and a basis element uJ of E, let

ι(xαuJ) = min{i | mi � xαmJ}

Note that ι(xαuJ) 6 j1.
Define a k-linear endomorphism of T by

ψ(xαuJ) = [ι < j1]
xαmJ

m{ι}∪J
u{ι}∪J (3.1)

where ι = ι(xαuJ), and [p] is the Kronecker-Iverson symbol [9] which is zero if p is
false and one otherwise. The following will be used later.

Lemma 3.2. ψ2 = 0.

Proof. If ψ(xαuJ) 6= 0 and ι = ι(xαuJ), then ι
(

xαmJ
m{ι}∪J

u{ι}∪J

)

= min{i | mi �
xαmJ} = ι(xαuJ) = ι.

It is not true that ψ vanishes on reduced elements in general as the following
example shows. The example also shows the dependence of ψ on the given order in
which the monomials are listed.

Example 3.3. Let A = k[x1, x2, x3] and M = (x3y2, x3yz, xy5z). Choosing the
order m1 = x3y2, m2 = x3yz, and m3 = xy5z, one has ψ(u) = 0 for all u ∈
E[u1, u2, u3] unless u = u1u2 and ψ(u1u2) = u1u2u3. The order m1 = xy5z, m2 =
x3yz, m3 = x3y2 however, gives ψ(u) = 0 for all u ∈ E[u1, u2, u3].

The following lemma which is a straightforward consequence of “normal forms”
[8], [3] will be needed later.

Lemma 3.4. There is an explicit SDR

A/M
nfM-

�
q

(T, ψ)

where q(a ⊗ 1) = a + M and is otherwise zero, nfM (a) is the normal form of a
with respect to M (using some monomial order – see the Remark below), and ψ is
the contracting homotopy just defined.

Remark 3.5. The calculation of normal forms is crucial to the algorithms pre-
sented in this paper. It depends on a given monomial order and a given set G =
{g1, . . . , gr} ⊂ A. Here is a recursive algorithm for computing the normal form,
denoted by remB(p) of a given polynomial p:

if there exists a minimal i such that lt(gi) � lt(p), then

remG(p) = remG

(

p− lt(p)
lt(gi)

gi

)

and

remG(p) = lt(p) + remG(p− lt(p))
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otherwise.

The Taylor resolution is not, in general, minimal. Various characterizations of
the minimality of T were given in [7].

3.2. The Lyubeznik Resolution
A subcomplex of the Taylor resolution which also is a resolution of the monomial

module A/M was given in [22]. This resolution will be denoted by L and will
be called the Lyubeznik resolution. Suppose that M = {m1, . . . ,mr}. For a given
I ⊆ {1, . . . , r} and positive integer s between 1 and r, let I>s = {i ∈ I | i > s}. L
is generated by those basis elements uI which satisfy the following condition for all
1 6 s < r:

ms 6� MI>s . (3.2)

Note that the construction of the Lyubeznik resolution depends on the chosen order
of monomials. For example,

Example 3.6. Let A = k[x1, x2, x3] and M = (x1x3, x2
1x2, x2x2

3). Consider the
Lyubeznik resolution of A/M with respect to the order m1 = x1x3, m2 = x2

1x2,m3 =
x2x2

3. L has basis elements u{1}, u{2}, u{3} in degree 1 and u{1,2}, u{1,3} in degree 2
and that is all.

If instead, the order m1 = x2
1x2,m2 = x2x2

3,m3 = x1x3 is chosen, the Lyubeznik
resolution is equal to the Taylor resolution.

It is not hard to see that the basis elements of L generate a subcomplex of T .
The exactness can be proved by using the following lemma:

Lemma 3.7. The contracting homotopy ψ of the Taylor resolution satisfies ψ(L) ⊆
L.

Proof. Let uI be a basis element of L, m = xα be a monomial, and ι = ι(muI). If
ι = i1, ψ(muI) = 0 and we are done. Thus suppose that ι < i1 so that ψ(muI) =

mmI
m{ι}∪I

u{ι}∪I . Let 1 6 s < r. If s > ι, then clearly, ({ι} ∪ I)>s = I>s and we are
done by hypothesis. If s < ι, ({ι} ∪ I)>s = I and ms 6� mI by the minimality of ι.
Thus, u{ι}∪I is in L and hence L is invariant under ψ.

The following property will play an important role in what follows.

Lemma 3.8. ψ(L̄) = 0.

Proof. Let ι = ι(uI). As in the proof above, if ι = i1, ψ(uI) = 0 and if ι < i1,
I>ι = I. In the latter case, mι � I>ι, but that contradicts the hypothesis that uI

is a basis element of L.

3.3. Splitting homotopies : Another View of the Lyubeznik Resolution
There are systematic ways to find smaller resolutions of a given resolution which

are actually subresolutions. This is a special case of the following.
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Splitting homotopies were defined in [1]. The notion is recalled here. Let Y be
a chain complex over k. A splitting homotopy is a degree one map φ : Y - Y
which satisfies

φφ = 0

φdφ = φ.

A given splitting homotopy gives rise to a strong deformation retract [1]

X
∇-

�
f

(Y, φ)

where ∇ and f are chain maps that satisfy

f∇ = 1X

∇f = 1−D(φ)

φf = = 0

∇φ = 0.

To see this, set π = 1−D(φ) and note that the conditions above imply that ππ = π.
If we take X = im(π), we have Y = X⊕ker(π) and we can take∇ to be the inclusion
of X in Y and take f(x) = π(x). The converse is also true. See [1].

Given an explicit resolution X = A ⊗k X of an A-module over A, we can thus
seek A-linear splitting homotopies φ : X - X as a way of obtaining smaller
resolutions. In fact, we have

Proposition 3.9. Let T = A ⊗k T be the Taylor resolution, so that T has basis
{uI} as before. Also let ψ be the contracting homotopy (3.1). There is a splitting
homotopy

T
φ- T

which gives rise to L.
In fact, inductively define a linear map T

f- T by requiring that f is A-linear
and satisfies

f(uI) = ψ(f(duI))

on reduced elements. Then we have an SDR

L
ι -

�
f

(T, φ)

where ι is the inclusion.

Proof. Consider L as a subcomplex of T . We know that the contracting homotopy
ψ takes L to L so we use it to construct the maps defined in Section 4.1. This gives
exactly the recursive formula above and the formula

φ(uI) = ψ(φ(duI) + f(uI)− uI)
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on reduced elements for the A-linear homotopy φ. It is straightforward to verify
that this is actually an SDR and that φ is a splitting homotopy. Note that since
ψ actually vanishes on reduced elements by Lemma 3.8, the formula for φ above
becomes φ(uI) = ψ(φ(duI) + f(uI)) on reduced elements.

A related homotopy is given by the following construction. Define ̂ψ to be the
unique A-linear extension of the map on T given by

̂ψ(uI) = ψ(uI).

Clearly, ̂ψ is a degree one A-linear map and we have ̂ψ ̂ψ = 0. We also have

Proposition 3.10.

̂ψ ̂ψ = 0
̂ψd ̂ψ(uI) = ̂ψ(uI)

for all I.

Proof. We have

̂ψd ̂ψ(uI) = ̂ψdψ(uI)

= ̂ψ((1− ψd(uI))

= ̂ψ(uI)− ψd(uI)

but

ψd(uI) =
∑

(−1)iψ(
mI

mIi
uIi)

and any term that is non-zero is of the form
mI

mIi
ψ(uIi) = aujIi

where j is the minimal index such that mj | mI
mIi

nIi , i.e. mj | mI = lcm(m1, . . . , ms).

Thus, ̂ψ(aujIi) = ψ(ujIi), but mjIi = lcm(mj ,m1, . . . , m̂i, . . . , ms) (where the m̂i
denotes omission) and so clearly j = ι(ujIi) from which it follows that ψ(ujIi) = 0
by definition.

We have not extensively investigated the properties of this splitting homotopy
in general, but note that sometimes it coincides with the splitting homotopy that
gives the Lyubeznik resolution.

3.4. The Bar Resolution
Consider the two-sided bar construction B(A, A) [23], [5]. One has B(A,A) =

A⊗k B(A)⊗k A where B(A) =
∑∞

n=0 Bn(A),

B0(A) = k

Bn(A) = ⊗nA, n > 0,

and A = coker(σ) where k
σ- A is the unit. The usual convention is to write a⊗

a1⊗ . . . an⊗a′ as a[a1| . . . |an]a′ and we will follow that convention. The differential
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in B(A,A) is given by the A-linear map induced by

∂([a1| . . . |an]a′) = a1[a2| . . . |an]a′

+
n−1
∑

i=1

(−1)i[a1| . . . aiai+1 . . . |an]a′

+ (−1)n[a1| . . . |an−1]ana′

The k-linear map B(A,A)
s- B(A,A) is defined by

s(a[a1| . . . |an]a′) = [a|a1| . . . |an]a′.

The map A
σ- B(A,A) is given by

σ(a) = [ ]a

and the map B(A,A)
ε- A is given by

ε(a[ ]a′) = aa′

ε(a[a1| . . . |an]a′) = 0, n > 1.

With the zero differential in A, these maps form an SDR

A
σ-

�
ε

(B(A,A), s).

For any right A-module N , one has a free A-complex given by B(A,N) =
B(A,A)⊗A N . As an A-module, note that

B(A,N) = A⊗k B(A)⊗k N.

The differential is given by ∂N = ∂ ⊗ 1N . Thus,

∂N (a[a1| . . . |an]x) = aa1[a2| . . . |an]x

+
n−1
∑

i=1

(−1)ia[a1| . . . aiai+1 . . . |an]x

+ (−1)na[a1| . . . |an−1]anx

for a, ai ∈ A and x ∈ N . Define N
σN- B(A,N) by

σN (x) = [ ]x,

B(A,N)
εN- N by

εN (a[ ]x) = ax

εN (a[a1| . . . |an]x = 0, n > 1,

and B(A,N)
sN- B(A,N) by

sN (a[a1| . . . |an]x) = [a|a1| . . . |an]x.
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Now consider the special case when N = A/I for an ideal I of A. Let A/I
nfI- A

be given by normal form (Remark 3.5) (with respect to some term ordering). One
then has an SDR

A/I
σA/I-

�
nfI

(B(A, A/I), sA/I)

and hence a free A-resolution of A/I over A with explicit contracting homotopy
sA/I . We call this the bar resolution of A/I over A.

4. Explicit Realizations of the Comparison Theorem

It is well known that given any two resolutions X - N and Y - N
of N over A, there are chain maps X

f- Y and Y
g- X such that fg is

chain homotopic to 1Y and gf is chain homotopic to 1X , i.e. two sided data (2.3)
exists. This is called the comparison theorem [23]. When X is relatively free, and
Y possesses an explicit contracting homotopy ψ, there is a canonical such map f
given by an inductive formula [23, Chapter IV, §6].

4.1. The Relatively Free Case
When both X and Y are relatively free and there are explicit SDRs data

N
σX-

�
εX

(X,ψX)

and

N
σY-

�
εY

(Y, ψY )

there are inductive formulae for canonical chain homotopy equivalences f and g as
above as well as for the homotopies. The construction was used in [6] and is crucial
for the work in [16], [19], [20], [18], and [26]. Also see [23, Chapter IX]. Generally,
one can only obtain two sided data (see 2.3). In some important situations however,
an SDR (see 2.1) arises, as will be seen.

The A-linear chain maps f and g and A-linear chain homotopies φX and φY re-
ferred to above are defined by induction. They are first defined on reduced elements
and then extended A-linearly.

Take f0 to be the A-linear extension of

(f0)|X0
= (σY εX)|X0

and g0 to be the A-linear extension of

(g0)|Y 0
= (σXεY )|Y 0

Next take fn to be the A-linear extension of ψXfn−1dX and gn the A-linear
extension of ψY gn−1dY . φX and φY are constructed similiarly.
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4.1.1. The SDR Case
We would like to know when the recursively defined maps above are maps in an
SDR. A condition for ∇ to be one-one was given in [25], viz. d(X) ∩X = 0. This
however is not enough to ensure that f∇ = 1 as the following example shows.

Example 4.1. Let M = (m1,m2,m3) where m1 = x3y2, m2 = x3yz, and m3 =
xy5z and let T be the Taylor resolution as in Example 3.3. We have

du1 = m1, du2 = m2, du3 = m3,

du1u2 = −zu1 + yu2, du1u3 = −y3zu1 + x2u3,

and

du2u3 = −y4u2 + x2u3, du1u2u3 = y3u1u2 − u1u3 + u2u3.

Using the construction above, we have T
∇- B(A,A/M) and B(A, A/M)

f- T
where ∇(a) = a[ ] and f(a[ ]) = a for a ∈ A and

∇ui = s∇mi = s(mi[ ]) = [mi].

Also,

∇(uiuj) = s∇(
m{i,j}

mj
uj −

m{i,j}

mi
ui) = [

m{i,j}

mj
|mj ]− [

m{i,j}

mi
|mi].

In particular,

∇[u2|u3] = [x2|m3]− [y4|m2].

But consider f now. We have

f∇[ui] = ψ(f∂([mi]) = ψ(f(mi[ ]))

since [ ](mi + M) = 0 in B(A,A/M) and so

f∇[ui] = ψ(mi) = ui

for all i. However, it follows that

f([x2|m3]) = ψf(x2[m3]− [x2m3]) = ψ(x2ψ(m3)− ψ(x2m3)) = ψ(x2ψ(m3))

since ψ2 = 0. Similarly, it follows that

f([y4|m2]) = ψ(y4ψ(m2))

and so

f([x2|m3]) = ψ(x2u3 − y4u2) = −y3u1u2 + u1u3 6= u1u2.

Note that this example satisfies the condition from [25] stated above. The given
maps do however form two sided data.

There is a condition however that will give rise to SDR data.

Lemma 4.2. Suppose that X is a relatively free resolution as above and that the
contracting homotopy ψX satisfies ψ(X) = 0 and d(X̄) ∩ X̄ = 0 and the homotopy
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ψY satisfies ψY (Y ) ⊆ Y , then the constructions above give an SDR

X
∇-

�
f

(Y, φ).

Proof. The proof is by induction. We have f0∇0 = 1 by construction and for n > 0,
on reduced elements,

fn∇n = fnψY∇n−1dX = ψXfn−1dY ψY∇n−1dX

= ψXfn−1(1− ψY dY )∇n−1dX ,

where the first equality comes from the hypothesis on ψY . But

ψXfn−1ψY dY∇n−1dX = ψXfn−1ψY∇n−1dXdX

= 0

and by induction and the hypothesis on ψX ,

ψXfn−1∇n−1dX = ψXdX

= 1.

Thus from Lemma 3.8, we have the

Corollary 4.3. Let M be a monomial ideal and L the Lyubeznik resolution of A/M
over A. We have an SDR

L
∇-

�
f

(B(A,A/M), φ).

4.2. Explicit Maps for Splitting the Lyubeznik Resolution off of the Bar
Construction in Low Degree

Examples of the maps from Corollary 4.3 were given in Example 4.1. We will
give some more explicit formulae here. Let M and L be as in the last section. Note
that we are assuming that we have chosen some term ordering on A so that we have
the SDR

A/M
σ-

�
nfM

(B(A,A/M), φ),

where nfM denotes the normal form map with respect to M and the term ordering
on A.

In general, the map ∇ is easy. In degree zero,

∇(a) = a[ ], a ∈ A

and in degree greater than zero,

∇(ui) = s∇dui = [mi],
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∇(uiuj) = [
mi,j

mj
|mj ]− [

mi,j

mi
|mi],

∇(uiujuk) = [
mi,j,k

mk
| mi,j

mj
mj ]− [

mi,j,k

mk
| mi,j

mi
mi]− [

mi,j,k

mk
| mi,k

mk
mk]+

[
mi,j,k

mk
| mi,k

mi
mi] + [

mi,j,k

mk
| mj,k

mk
mk]− [

mi,j,k

mk
| mj,k

mj
mj ],

etc.
The map f is a bit more involved due to the fact that B0(A,A/M) = A⊗k A/M .

Using the initial formula for f in Section 4.1, we have

f0([ ](b + M)) = nfM(b) + M.

So that

f1([a1](b + M)) = ψf(a1[ ]b− [ ](a1b + M)) = ψ(a1nfM(b)− nfM(a1b)).

Using the fact that ψ2 = 0, we can also see that

f2([a1 | a2](b + M)) = ψ(a1ψ(a2nfM(b)− nfM(a2b)),

etc.
The map φ is just as straightforward:

φ0([ ](b + M)) = [nfM(b)].

φ1([a1](b + M)) = s∇ψ(a1nfM(b)− nfM(a1b))− [a1 | nfM(b)],

etc. Further degrees are left as an exercise to the interested reader.

5. Main Result

5.1. Perturbing Monomial Resolutions
Here is the main result.

Theorem 5.1. Let I = (f1, . . . , fr) be an ideal in A and choose a monomial order.
Let G = {g1, . . . , gs} be a Gröbner basis for I with respect to the given order. Let
M = lt(G) = (m1, . . . , ms) be the ideal generated by the leading terms of G. Let L
be the Lyubeznik resolution of A/M over A. There is an explicit perturbation p of
the differential d in L so that (L, d + p) is a resolution of A/I over A.

Proof. Consider the SDR

L
∇-

�
f

(B(A, A/M), φ)

given by the corollary above. Using the vector space isomorphism

A/M ≈ A/I

[8], [3], we obtain a vector space isomorphism of B(A,A/M) and B(A,A/I). Using
this isomorphism, B(A, A/M) supports two differentials, the one for A/I and the
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one for A/M . Let t be the difference of these differentials. A transference problem
[1] has just been set up and the basic perturbation lemma gives a formal solution.
If the formal solution converges, we obtain a new differential d∞, where d∞ = d+ p
and a new SDR

(L, d∞)
∇∞-
�
f∞

(B(A,A/I), φ∞)

as in Section 2.2.
We have

t([a1| . . . |an](b + M)) = (−1)n[a1| . . . |an−1](nfG(anb)− nfM(anb) + M).

For convergence, it suffices to see that tφ is nilpotent in each finite degree. This can
be seen by examining what is going on in low degrees first. In degree zero, we have

tφ([ ](b + M)) = −[ ](nfM(q) + M)

where q = nfG(b)− nfM(b). Continuing, we thus have

tφtφ([ ](b + M)) = [ ](nfM(q′) + M)

where q′ = nfG(nfM(q)) − nfM(nfM(q)) But clearly, nfZ(nfM(b)) = nfM(b) for all b
where Z is either G or M . Thus, in degree zero, tφ is nilpotent of order at most
two. In degree one, things are a bit more complicated. From our formula for φ in
the last section, we have

φ([a](b + M)) =
∑

[si |mi] + [a |nfM(b)]

where

ψ(anfM(b)− nfM(ab)) =
∑

i

siui.

Note that we actually have ψ(anfM(b) − nfM(ab)) = ψ(anfM(b)) since no mk can
divide the normal form nfM(ab) and therefore ψ vanishes on it. In any case, we thus
have

tφ([a](b + M)) = −
∑

[si](nfG(mi) + M)

since nfG(nfM(b))− nfM(nfM(b)) = 0 and nfM(mi) = 0 for all i. But note that

φ([si](q + M)) = −s(∇(ψ(si nfM(q)))) + [si | nfM(q)]

where q = nfG(mi) Now note that strictly fewer mj can divide si nfM(q) than could
divide the original anfM(b). Thus repeated applications of tφ will eventually vanish
because of the action of ψ. The situation in higher degrees is similar but slightly
more complicated and is left to the interested reader.

Remark 5.2. In fact, a contracting homotopy for the resolution (L, d∞) → A/I →
0 over A is explicitly given by

ψ∞ = f∞s∇∞
where s is the contracting homotopy on the bar resolution.
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6. Examples of the Main Algorithm
6.1. Example I

Consider the polynomial ring A = k[x, y, z] over a field k and the ideal I generated
by

f1 = x3y2 − x2yz2 + xyz
f2 = xy5z − xyz.

Using the lexicographic order on monomials, we have computed a Gröbner basis
G = {g1, g2, g3} where

g1 = x3y2 − x2yz2 + xyz

g2 = x3yz − x2y4z3 + xy4z2

g3 = xy5z − xyz.

Now consider the monomial ideal M = (x3y2, x3yz, xy5z) generated by the lead-
ing terms of the polynomials in G. Let m1 = x3y2, m2 = x3yz, and m3 = xy5z.
As is well-known, {m1,m2,m3} is a Gröbner basis of M . Note that this monomial
ideal has been discussed in Example 4.1.

The Taylor differential is given by

dui = mi, i = 1, 2, 3

du1u2 = −zu1 + yu2

du1u3 = −y3zu1 + x2u3

du2u3 = −y4u2 + x2u3

du1u2u3 = y3u1u2 − u1u3 + u2u3.

As noted in Example 4.1, since ψ does not vanish on all reduced elements, we
cannot use Lemma 4.2 to get an SDR with the bar resolution. Note however that
Example 3.3 shows that we could reorder the monomials and then Lemma 4.2
would apply. However, since the Lyubeznik Resolution is smaller in this case, we
will proceed with it instead.

6.1.1. Splitting the Lyubeznik Resolution Off from the Bar Resolution
It is not hard to calculate that L = 〈u1, u2, u3, u1u2, u1u3〉 in this case. The differen-
tial is thus given by the first five maps above. Notice that the reduced complex has
zero differential and so L is actually the minimal resolution. Using the constructions
from Section 4.1, it is not hard to see that we have

∇ui = [mi]

∇u1u2 = [y|m2]− [z|m1]

∇u1u3 = [x2|m3]− [y3z|m1].

Continuing, we have the following formulae for the projection f . On reduced ele-
ments

f([ ]b) = nfM(b)[ ]

f([a1]b) = ψ(a1nfM(b)).
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This is all that is needed to calculate the perturbation based on the initiator

t([a1| . . . |tn](b + M)) = (−1)n[a1| . . . |an−1](nfG(anb)− nfM(ang) + M).

We obtain the following resolution of A/I over A in this manner.

d(ui) = gi for i = 1, 2, 3,

d(u1u2) = −zu1 + yu2 + (xz2 − z)u3

d(u1u3) = −y3zu1 + u2 + x2u3.

It follows that

TorA(k, A/I) = 〈u1, u1u2〉.

Furthermore, using ∇∞ we can calculate representatives for these homology classes.
We have

∇∞(u1) = [x3y2]− [x2yz2 − xyz]

∇∞(u1u2) = [xz2 − z|xy5z] + [y|x3yz] + [z|x2yz2 − xyz]

− [z|x3y2]− [y|x2y4z3 − xy4z2] + [−xz2 + z|xyz].

Remark 6.1. Note that the term ordering used makes a considerable difference.
Using the same two polynomials f1 and f2 above, but the total order refined by
reverse lex instead of pure lex, we obtain a Gröbner basis with six elements. Also,
in this case the Lyubeznik resolution is the same as the Taylor resolution. Thus, in
this case, in terms of size, the pure lex order is a better choice.

6.2. Example II
In this example, the Taylor resolution will not split off of the bar construction.

We will however use the Lyubznek resolution to actually compute the minimal
resolution of the monomial ideal and split that off of the bar construction and then
proceed as before.

Let f1 = xy + xz + xw, f2 = yz + yw, and f3 = zw and let I = (f1, f2, f3).
Using the pure lex monomial order, a Gröbner basis G = {g1, . . . , g6} is given by
g1 = xy+xz+xw, g2 = xz2+xw2, g3 = xw3, g4 = yz+yw, g5 = yw2, and g6 = zw.
The ideal M generated by the leading terms thus has Gröbner basis {m1, . . . , m6}
where m1 = xy, m2 = xz2, m3 = xw3, m4 = yz, m5 = yw2, and m6 = zw.

6.2.1. The Lyubeznik Resolution
Direct computation gives that L is generated by ui for i = 1, . . . , 6, uiuj for

(i, j) ∈ {(1, 2), (1, 3), (1, 4), (1, 5), (1, 6), (2, 3), (2, 6), (3, 6), (4, 5), (4, 6)},

uiujuk for

(i, j, k) ∈ {(1, 2, 3), (1, 2, 6), (1, 3, 6), (1, 4, 5), (2, 3, 6)},

and u1u2u3u6.
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The reduced differential in this case is non-zero only in the following cases:

d(u1u4u6) = −u1u6

d(u2u3u6) = u2u3

d(u1u2u3u6) = −u1u2u3.

6.2.2. The Minimal Resolution
It is straightforward to see that a homology decomposition (Section 7) is given by

L = K ⊕B ⊕H

where

K = 〈u1u4u6, u2u3u6, u1u2u3〉
B = 〈u1u6, u2u3, u1u2u3〉.

Thus, the (A-linear) homotopy φ is non-zero only in the following cases:

φ(u1u6) = u1u4u6

φ(u2u3) = −u2u3

φ(u1u2u3) = u1u2u3u6.

This give us an SDR

H
∇-

�
f

((L, d), φ)

where ∇ is the inclusion. Consider the SDR

A⊗H
∇-

�
f

((L, 1⊗ d), φ)

where ∇ = 1A⊗∇, f = 1A⊗ f , and φ = 1A⊗φ. Using the initiator t = d− 1A⊗ d
on L, we have a transference problem.

Proposition 6.2. The formal solution to the transference problem above converges
and we have thus derived the minimal resolution given by the following A-linear
differential δ = d∞ on A⊗H. We have δ = d except for the cases:

δ(u1u2u6) = d(u1u2u6) + zu1u6 − zu1u4 − xzu4u6

δ(u1u3u6) = d(u1u3u6) + wu1u6 − w3u1u4 − xw2u4u6.

6.2.3. Splitting the Minimal Resolution Off From the Bar Resolution
We have the minimal resolution (A ⊗ H, δ) above and an explicit contracting ho-
motopy ψ∞ = f∞ψ∇∞ where ψ is the contracting homotopy for the Lyubeznik
(and Taylor) resolution. An explicit calculation shows that ψ∞ vanishes on reduced
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elements and hence we have an SDR

(A⊗H, δ)
i-

�
p

(B(A,A/M), h)

by Lemma 4.2. The perturbation converges and we have

Proposition 6.3. The formal solution to the transference problem above converges
and we have an A-free resolution of A/I given by

δ∞(ui) = gi for i = 1, . . . , 6
δ∞(u1u2) = (−z2 − w2)u1 + (y + z + w)u2

δ∞(u1u3) = −w3u1 + (y + z + w)u3

δ∞(u1u4) = (−z − w)u1 + u2 + xu4 + 2xu6

δ∞(u1u5) = −w2u1 + u3 + xu6 + xwu6

δ∞(u2u6) = −wu2 + u3 + xzu6

δ∞(u3u6) = −zu3 + xw2u6

δ∞(u4u5) = −w2u4 + (z + w)u5

δ∞(u4u6) = −wu4 + u5 + yu6

δ∞(u1u2u6) = wu1u2 − u1u3 − zwu1u4 + zu1u5 + (y + w)u2u6 − xzu4u6

δ∞(u1u3u6) = zu1u3 − w3u1u4 + w2u1u5 − w2u2u6 + (y + z + w)u3u6 − xw2u4u6

δ∞(u1u4u5) = w2u1u4 + (−z − w)u1u5 + wu2u6 − u3u6 + xu4u5.

7. The SDR Given by a Homology Decomposition

For the reader’s convenience, the well-known [13] homology decomposition will
be reviewed in this section. We cast it into the context of SDRs. We continue to
work over the field k, but all of what we say generalizes to torsion-free modules over
a principal ideal domain.

7.1. Homology
Let f and g be linear transformations such that

g : Rc → Rb, f : Rb → Ra

and fg = 0. Let F and G be the matrices of f and g with respect to the standard
bases. We will generally write Mn×m to denote that M has size n×m, thus F = Fa×b

and G = Gb×c.
Let D = PFQ be the Smith normal form ([24]) of F so that P = Pa×a and

Q = Qb×b are invertible and D = Da×b diagonal matrix of the form

D =
[

Ir×r Or×(b−r)
O(a−r)×r O(a−r)×(b−r)

]

I denotes the identity matrix, O denotes the matrix with all entries zero, and
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r = rankR(F ). Since DQ−1G = PFG = O, it follows that

Q−1G =
[

Or×c
˜G(b−r)×c

]

.

Now consider the Smith normal form E = ˜TG̃S, where

E =
[

Ir′×r′ Or′×(c−r′)
O(b−r−r′)×r′ O(b−r−r′)×(c−r′)

]

.

Set

Tb×b =
[

Ir×r Or×(b−r)

O(b−r)×r
˜T(b−r)×(b−r)

]

.

It follows that

TQ−1GS =
[

Or×c

E

]

=





Or×r′ Or×(c−r′)
Ir′×r′ Or′×(c−r′)
O(b−r−r′)×r′ O(b−r−r′)×(c−r′)



 .

Thus, letting {ei} denote the standard bases, we have

PFQT−1(ei) =
{

ei, 1 6 i 6 r
0, r + 1 6 i 6 b

and

TQ−1GS(ej) =
{

ej+r, 1 6 j 6 r′

0, r′ + 1 6 j 6 c .

We thus have bases αi[1] = S(ei), 1 6 i 6 c, αi[0] = QT−1(ei), 1 6 i 6 b, and
αi[−1] = P−1(ei), 1 6 i 6 a such that

f(αi[0]) =
{

αi[−1], 1 6 i 6 r
0, r + 1 6 i 6 b

and

g(αj [1]) =
{

αr+j [0], 1 6 j 6 r′

0, r′ + 1 6 j 6 c .

It is immediate that

ker(f) = 〈αr+1[0], . . . , αb[0]〉

and

im(g) = 〈αr+1[0], . . . , αr+r′ [0]〉,

so that we have the well-known homology decomposition [13]

Rb = 〈α1[0], . . . , αr[0]〉 ⊕ 〈αr+1[0], . . . , αr+r′ [0]〉 ⊕ 〈αr+r′+1[0], . . . , αb[0]〉.

7.2. Homology SDR
Let (X, d) by a chain complex of finite type (i.e. Hn(X) is finite dimensional for

all n). We want to give a special presentation which can be used to calculate minimal
resolutions of the type we have written about in the sections above. Let {es[i] | 1 6
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s 6 ni} be a basis for Xi. In the notation of the preceding Section, we have bases
{αs(0, 0) = R−1es[0]} for X0 and {αs(0, 1) = Ses[1]} for X1. Furthermore, we have

d1(αs(0, 1)) =
{

αs(0, 0), 1 6 j 6 r1
0, r1 + 1 6 j 6 n1

.

More generally, we have Pi of order ni−1 × ni−1, Qi of order ni × ni, ˜Ti of order
(ni − ri) × (ni − ri), Ti of order ni × ni and Si of order ni+1 × ni+1 giving bases
{αs(i, 0) = QiT−1

i es[i]} for Xi, {αs(i,−1) = P−1
i es[i−1]} for Xi−1, and {αs(i, 1) =

Sies[i + 1]} for Xi+1. We define

Ki = 〈α1(i, 0), . . . , αri(i, 0)〉

Bi = 〈αri+1(i, 0), . . . , αri+ri+1(i, 0)〉

and

Hi = 〈αriri+1+1(i, 0), . . . , αni(i, 0)〉.

We thus have

Xi = Ki ⊕Bi ⊕Hi

with

di(αs(i, 0)) =
{

αs(i,−1), 1 6 j 6 ri

0, ri + 1 6 j 6 ni

and

di+1(αri+s(i, 1)) =
{

αs(i,−1), 1 6 j 6 ri+1
0, ri+1 + 1 6 j 6 ni+1

Note that we have

〈αri+1(i, 0), . . . , αri+ri+1(i, 0)〉 = 〈α1(i + 1,−1), . . . , αri+1(i + 1,−1)〉. (7.1)

By equation (7.1), we can define a map

˜φi : Bi → Ki+1

by
˜φi(αri+s(i, 0)) = αs(i,−1)

and we can extend this to a map φ of all of Xi by taking φi to be zero on Ki and
Hi. It is left as an easy exercise to the reader to see that, in fact,

Theorem 7.1. The degree 1 map φ defined above is a splitting homotopy of X and
we have an SDR

H
∇-

�
f

(X, φ).
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[7] Ralf Fröberg. Some complex constructions with applications to Poincaré
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