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1. Introduction

In this paper we are interested in a Harnack inequality for the Schrödinger problem rel-
ative to strongly local Riemannian p-homogeneous forms with a potential in the Kato
class.

The first result in the case of Laplacian has been given by Aizenman and Simon [1].
They proved a Harnack inequality for the corresponding Schrödinger problem with a
potential in the Kato measures, by probabilistic methods.

In 1986, Chiarenza et al. [2] gave an analitical proof of the result in the case of elliptic
operators with bounded measurable coefficients.

Citti et al. [3] investigated the case of the subelliptic Laplacian and in 1999 Biroli and
Mosco [4, 5] extended the result to the case of Riemannian strongly local Dirichlet forms
(we recall also that in [6] a Harnack inequality for positive harmonic functions relative to
a bilinear strongly local Dirichlet form is proved).

Biroli [7] considered the case p > 1 for the subelliptic p-Laplacian, and defining a suit-
able Kato class for this case, he obtained again Harnack and Hölder inequalities, by meth-
ods that use uniform monotonicity properties and a proof by contradiction. The proofs
are not easy to be generalized to the case of strongly local Riemannian p-homogeneuous
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forms essentially due to the absence of any monotonicity property and the absence of a
notion of translation or dilation.

In this paper we consider the case of strongly local Riemannian p-homogeneous forms;
we define a suitable notion of Kato class of measures. We assume that the potential is a
measure in the Kato class and we prove a Harnack inequality (on balls that are small
enough for the intrinsic distance). The main difference with respect to [7] is the proof
of the L∞-local estimate. Here it is based on methods from [8, 9] instead of a variant of
Moser iteration technique. Finally we will point out that methods of the same type have
been also used in [10] in the framework of strongly local Riemannian p-homogeneuous
forms. We conclude this introduction remarking our hope to prove similar results also in
the parabolic case.

1.1. Assumptions and preliminary results. Firstly we describe the notion of strongly
local p-homogeneous Dirichlet form, p > 1, as given in [11].

We consider a locally compact separable Hausdorff space X with a metrizable topol-
ogy and a positive Radon measure m on X such that supp[m] = X . Let Φ : Lp(X ,m)→
[0,+∞], p > 1, be a l.s.c. strictly convex functional with domain D, that is, D = {v : Φ(v) <
+∞}, such that Φ(0)= 0. We assume that D is dense in Lp(X ,m) and that the following
conditions hold.

Assumption (H1). D is a dense linear subspace of Lp(X ,m), which can be endowed with a
norm ‖ · ‖D; moreover D has a structure of Banach space with respect to the norm ‖ · ‖D
and the following estimate holds:

c1‖v‖pD ≤Φ1(v)=Φ(v) +
∫
X
|v|pdm≤ c2‖v‖pD (1.1)

for every v ∈D, where c1 and c2 are positive constants.

Assumption (H2). We denote by D0 the closure of D∩C0(X) in D (with respect to the
norm ‖ · ‖D) and we assume that D∩C0(X) is dense in C0(X) for the uniform conver-
gence on X .

Assumption (H3). For every u,v ∈ D∩C0(X), we have u∨ v ∈ D∩C0(X), u∧ v ∈ D∩
C0(X) and

Φ(u∨ v) +Φ(u∧ v)≤Φ(u) +Φ(v). (1.2)

Assumptions (H1), (H2), and (H3) allow us to define a capacity relative to the func-
tional Φ (and to the measure space (X ,m)). The capacity of an open set O is defined
as

capΦ(O)= inf
{
Φ1(v); v ∈D0, v ≥ 1 a.e. on O

}
(1.3)

if the set {v ∈D0, v ≥ 1 a.e. on O} is not empty, and

capΦ(O)= +∞ (1.4)
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if the set {v ∈D0, v ≥ 1 a.e. on O} is empty. Let E be a subset of X ; we define

capΦ(E)= inf
{

cap(O); O open set with E ⊂O
}
. (1.5)

We recall that the above-defined capacity is a Choquet capacity [12]. Moreover we can
prove that every function in D0 is quasi-continuous and is defined quasi-everywhere (i.e.,
a function in u∈D0 is a.e. equal to a function ũ, such that for all ε > 0 there exists a set
Eε with cap(Eε)≤ ε and ũ continuous on X −Eε) [12].

Assumptions (H1), (H2), and (H3) have a global character and are generalizations of
the condition defining a bilinear regular Dirichlet form [13]. For bilinear Dirichlet forms
the existence of a measure energy density depends only on a locality assumption; in the
nonlinear case this does not hold in general and the existence and some easy properties
of the measure energy density has to be assumed. We recall now the definition of strongly
local Dirichlet functional with a homogeneity degree p > 1. Let Φ satisfy (H1), (H2), and
(H3); we say that Φ is a strongly local Dirichlet functional with a homogeneity degree p > 1
if the following conditions hold.

Assumption (H4). Φ has the following representation on D0 : Φ(u)= ∫X α(u)(dx), where
α is a nonnegative bounded Radon measure depending on u∈D0, which does not charge
sets of zero capacity. We say that α(u) is the energy (measure) of our functional. The
energy α(u) (of our functional) is convex with respect to u in D0 in the space of measures,
that is, if u,v ∈ D0 and t ∈ [0,1] then α(tu + (1− t)v) ≤ tα(u) + (1− t)α(v), and it is
homogeneous of degree p > 1, that is, α(tu)= |t|pα(u), for all u∈D0, for all t ∈R.

Moreover the following closure property holds: if un→ u in D0 and α(un) converges to
χ in the space of measures, then χ ≥ α(u).

Assumption (H5). α is of strongly local type, that is, if u,v ∈D0 and u− v = constant on
an open set A, we have α(u)= α(v) on A.

Assumption (H6). α(u) is of Markov type; if β ∈ C1(R) is such that β′(t)≤ 1 and β(0)= 0
and u∈D∩C0(X), then β(u)∈D∩C0(X) and α(β(u))≤ α(u) in the space of measures.

Let Φ(u) = ∫X α(u)(dx) be a strongly local Dirichlet functional with domain D0. As-
sume that for every u,v ∈D0 we have

lim
t→0

α(u+ tv)−α(u)
t

= μ(u,v) (1.6)

in the weak� topology of � (where � is the space of Radon measures onX) uniformly for
u, v in a compact set of D0, where μ(u,v) is defined on D0×D0 and is linear in v. We say
that Ψ(u,v)= ∫X μ(u,v)(dx) is a strongly local p-homogeneous Dirichlet form. We observe
that (H3) is a consequence of (H1), (H2), and (H4)–(H6). The strong locality property al-
lows us to define the domain of the form with respect to an open set O, denoted by D0[O]
and the local domain of the form with respect to an open set O, denoted by Dloc[O]. We
recall that, given an open set O in X , we can define a Choquet capacity cap(E;O) for a set
E ⊂ E ⊂O with respect to the open set O. Moreover the sets of zero capacity are the same
with respect to O and to X .
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We recall now some properties of strongly local (p-homogeneous) Dirichlet forms,
which will be used in the following (for the proofs we refer to [11, 12]).

Lemma 1.1. Let Ψ(u,v)= ∫X μ(u,v)(dx) be a strongly local p-homogeneous Dirichlet form.
Then the following properties hold.

(a) μ(u,v) is homogeneous of degree p− 1 in u and linear in v, one has also μ(u,u) =
pα(u).

(b) Chain rule: if u,v ∈ D0 and g ∈ C1(R) with g(0) = 0 and g′ bounded on R, then
g(u) and g(v) belong to D0 and

μ
(
g(u),v

)= ∣∣g′(u)
∣∣p−2

g′(u)μ(u,v),

μ
(
u,g(v)

)= g′(v)μ(u,v).
(1.7)

Observe that one has also, a chain rule for α,

α
(
g(u)

)= ∣∣g′(u)
∣∣pα(u). (1.8)

(c) Truncation property: for every u,v ∈D0,

μ
(
u+,v

)= 1{u>0}μ(u,v),

μ
(
u,v+)= 1{v>0}μ(u,v),

(1.9)

where the above relations make sense, since u and v are defined quasi-everywhere.
(d) for all a∈R+,

∣∣μ(u,v)
∣∣≤ α(u+ v)≤ 2p−1a−pα(u) + 2p−1ap(p−1)α(v). (1.10)

(e) Leibniz rule with respect to the second argument:

μ(u,vw)= vμ(u,w) +wμ(u,v), (1.11)

where u∈D0, v,w ∈D0∩L∞(X ,m).
(f) For any f ∈ Lp′(X ,α(u)) and g ∈ Lp(X ,α(v)) with 1/p+ 1/p′ = 1, f g is integrable

with respect to the absolute variation of μ(u,v) and for all a∈R+,

∣∣ f g∣∣μ(u,v)
∣∣∣∣(dx)≤ 2p−1a−p

∣∣ f ∣∣p′α(u)(dx) + 2p−1ap(p−1)
∣∣g∣∣pα(v)(dx). (1.12)

(g) Properties (e) and (f) give a Leibniz inequality for α, that is, there exists a constant
C > 0 such that

α(uv)≤ C
[|u|pα(v) + |v|pα(u)

]
(1.13)

for every u,v ∈D0∩L∞(X ,m).

The properties (a)–(f) are analogous to the corresponding properties of strongly local
bilinear Dirichlet forms [6, 13]. Concerning (g) we observe that in the bilinear case the
Leibniz rule holds for both the arguments of the form [6, 13], but in the nonlinear case
the property holds only for the second argument.
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We list now the assumptions that give the relations between the topology, the distance
and the measure on X .

Assumption (H7). A distance d is defined on X , such that α(d) ≤m in the sense of the
measures.

(i) The metric topology induced by d is equivalent to the original topology of X .
(ii) Denoting by B(x,r) the ball of center x and radius r (for the distance d), for every

fixed compact set K , there exist positive constants c0 and r0 such that

m
(
B(x,r)

)≤ c0m
(
B(x,s)

)( r
s

)ν

∀x ∈ K , 0 < s < r < r0. (1.14)

We assume without loss of generality p2 < ν.

Remark 1.2. (a) Assume that

d(x, y)= sup
{
ϕ(x)−ϕ(y) : ϕ∈D∩C0(X), α(ϕ)≤m on X

}
(1.15)

defines a distance on X , which satisfies (i); then d is in Dloc[X] and α(d)≤m; so we can
use the above-defined d as distance on X .

(b) We observe that from (i) and (ii) X has a structure of locally homogeneous space
[14]. Moreover the condition, for every fixed compact set K there exist positive constants
c1 and r0 such that

0 <m
(
B(x,2r)

)≤ c1m
(
B(x,r)

) ∀x ∈ K , 0 < r < 2r0, (1.16)

c1 < 1, implies (ii) for a suitable ν.
(c) From the properties of d it follows that for any x ∈ X there exists a function φ(·)=

φ(d(x,·)) such that φ ∈D0[B(x,2r)], 0≤ φ≤ 1, φ= 1, on B(x,r) and

α(φ)≤ 2
r p

m. (1.17)

(d) From the assumptions on X and from (ii) the following property follows. For every
fixed compact set K , such that the neighborhood of K of radius r0 (for the distance d) is
strictly contained in X , there exists a positive constant c′0, depending on c0, such that
m(B(x,2r)−B(x,r))≥ c′0m(B(x,2r)) for every x ∈ K and 0 < r < r0/2.

The following assumption describes the functional relations between d, m, and the
form.

Assumption (H8). We assume also that the following scaled Poincaré inequality holds. For
every fixed compact set K , there exist positive constants c2, r1, and k ≥ 1 such that for
every x ∈ K and every 0 < r < r1,

∫
B(x,r)

∣∣u−ux,r
∣∣pm(dx)≤ c2r

p

∫
B(x,kr)

μ(u,u)(dx) (1.18)

for every u∈Dloc[B(x,kr)], where ux,r = (1/m(B(x,r)))
∫
B(x,r)um(dx).
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A strongly local p-homogeneous Dirichlet form, such that the above assumptions
hold, is called a Riemannian Dirichlet form.

As proved in [15] the Poincaré inequality implies the following Sobolev inequality: for
every fixed compact set K , there exist positive constants c3, r2, and k ≥ 1 such that for
every x ∈ K and every 0 < r < r2,

(
1

m
(
B(x,r)

)
∫
B(x,r)

|u|p∗m(dx)
)1/p∗

≤c3

(
r p

m
(
B(x,r)

)
∫
B(x,kr)

μ(u,u)(dx) +
r p

m
(
B(x,r)

)
∫
B(x,r)

|u|pm(dx)
)1/p

(1.19)

with p∗ = pν/(ν− p) and c3, r2 depending only on c0, c2, r0, r1. We observe that we can
assume without loss of generality r0 = r1 = r2.

Remark 1.3. (a) From (1.18) we can easily deduce by standard methods that

1
m
(
B(x,r)

)
∫
B(x,r)

|u|pm(dx)≤ c′2
r p

m
(
B(x,r)∩{u= 0})

∫
B(x,kr)

μ(u,u)(dx), (1.20)

where c′2 is a positive constant depending only on c2.
(b) From (a) it follows that for every fixed compact set K , such that the neighborhood

of K of radius r0 is strictly contained in X ,

∫
B(x,r)

|u|pm(dx)≤ c�2 r
p

∫
B(x,kr)

μ(u,u)(dx) (1.21)

for every x ∈ K and 0 < r < r0/2, where c�2 depends only on c′2 and c0.

As a consequence of Remark 1.2(d) and of the Poincaré inequality, we have the follow-
ing estimate on the capacity of a ball.

Proposition 1.4. For every fixed compact set K , there exist positive constants c4 and c5 such
that

c4
m
(
B(x,r)

)
r p

≤ cap
(
B(x,r),B(x,2r)

)≤ c5
m
(
B(x,r)

)
r p

, (1.22)

where x ∈ K and 0 < 2r < r0.

The definition of Kato class of measure was initially given by Kato [16] in the case of
Laplacian and extended in [2] to the case of elliptic operators with bounded measurable
coefficients.

Kato classes relative to a subelliptic Laplacian were defined in [3], and the case of
(bilinear) Riemannian Dirichlet form was considered in [4, 17].

In [7] the Kato class was defined in the case of subelliptic p-Laplacian and in [10]
the following definition of Kato class relative to a Riemannian p-homogeneous Dirichlet
form has been given.
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Definition 1.5. Let σ be a Radon measure. Say that σ is in the Kato space K(X) if

lim
r→0

ησ(r)= 0, (1.23)

where

ησ(r)= sup
x∈X

∫ r

0

( |σ|(B(x,ρ)
)

m
(
B(x,ρ)

) ρp
)1/(p−1) dρ

ρ
. (1.24)

Let Ω⊂ X be an open set; K(Ω) is defined as the space of Radon measures σ on Ω such
that the extension of σ by 0 out of Ω is in K(X).

In [10] we have investigated the properties of the space K(Ω). In particular we have
proved that if Ω is a relatively compact open set of diameter R/2, then

‖σ‖K(Ω) := ησ(R)p−1 (1.25)

is a norm on K(Ω) and, as in [18] for the bilinear case, we can prove that K(Ω) endowed
with this norm is a Banach space. Moreover we have proved that K(Ω) is contained in
D′[Ω], where D′[Ω] denotes the dual of D0[Ω].

1.2. Results. We state now the result that we will prove in the following sections. Let
Ω⊂ X be a relatively compact open set. We denote by c0, c2, r0 the constants appearing in
(1.14) and (1.18) relative to the compact set Ω. We assume that a neighborhood of Ω of
radius R/2 + r0 is strictly contained in X (R= 2diamΩ), that

∫
X μ(u,v)(dx) is a Riemann-

ian (p-homogeneous) Dirichlet form, and that u∈Dloc(Ω) with
∫
Ωμ(u,u)(dx) < +∞ is a

subsolution of the problem
∫
Ω
μ(u,v) +

∫
Ω
|u|p−2uvσ(dx)= 0 for every v ∈D0(Ω), supp(v)⊂Ω, (1.26)

where σ ∈ K(Ω), that is,
∫
Ω
μ(u,v) +

∫
Ω
|u|p−2uvσ(dx)≤ 0 for every positive v ∈D0(Ω), supp(v)⊂Ω.

(1.27)

Remark 1.6. We observe that the problems (1.26) and (1.27) make sense, due to a Schech-
ter type inequality, which we will prove in Section 2, giving the continuous embedding of
Dloc[Ω] into L

p
loc(Ω,σ).

Our first result is a local L∞ estimate for positive subsolutions of (1.26)

Theorem 1.7. Let x0 ∈Ω. For every q > 0 there exist positive structural constants Cq (de-
pending on q) and R0 (depending on σ) such that, for every positive local subsolution u of
(1.26) and every r ≤ R0, such that Bx0,2r ⊂Ω, one has

sup
B(x0,r/2)

u≤ Cq

(
1

m
(
B
(
x0,r

))
∫
B(x0,r)

uqm(dx)
)1/q

. (1.28)
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We prove Theorem 1.7 in Section 1 by methods derived from [10]. We use Theorem
1.7 to prove in Section 2 the following Harnack inequality.

Theorem 1.8. Let xo ∈Ω. There exist positive structural constants C̃ and R1 (depending on
σ) such that for every positive local solution u of (1.26) and every r ≤ R1 such that Bx0,2r ⊂Ω,
one has

sup
B(x0,r)

u≤ C̃ inf
B(x0,r)

u. (1.29)

We can assume without loss of generality R0 = R1. From Theorem 1.8 we obtain the
following result on the continuity of harmonic functions (local solutions) for (1.26).

Theorem 1.9. Every local solution of (1.26) is continuous in Ω. Moreover if σ(B(x,r)) ≤
c(x)rν−p+ε for some ε > 0 and for a continuous function c(x) (of x ∈Ω), then u is locally
Hölder continuous in Ω.

Each of Theorems 1.8 and 1.9 follow from the former. We follow the method of [7] to
prove Theorems 1.8 and 1.9. Because of the great generality of the structure we cannot
apply the Moser iteration technique to prove Theorem 1.7 which follows from a Schecter-
type inequality and an iterative application of a Cacciopoli-type inequality, introduced in
[9] in the Euclidean case and extended by [19] to the subelliptic framework and in [10]
to our general framework.

2. Proof of Theorem 1.7

Let σ ∈ K(Ω) and B = B(x0,r)⊂⊂Ω, we denote

ημ,B(r)= sup
x∈B

∫ r

0

( |σ|(B(x,ρ)
)

m
(
B(x,ρ)

) ρp
)1/(p−1)

dρ

ρ
. (2.1)

Consider the problem
∫
B
μ(w,v)(dx)=

∫
B
vσ(dx), (2.2)

w ∈D0(B), for any v ∈D0(B) with compact support in Ω.

Proposition 2.1. Let w ∈ D0(B) be a subsolution of (2.2). Then there exists a structural
constant C depending on σ such that

sup
B
|w| ≤ Cησ(2r). (2.3)

Proof. In this proof we denote by C possibly different structural constants.
We observe that |w| is a subsolution of problem (2.2). Then from [10, Theorem 1.1]

it follows that

sup
B
|w| ≤ C

[(
1

m(B)

∫
B
|w|pm(dx)

)1/p

+ησ ,B(2r)

]
, (2.4)
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where C is independent on r. By Poincaré inequality, (2.4) gives

sup
B
|w| ≤ C

{[
r p

m(B)

∫
B
α(w)(dx)

]1/p

+ησ ,B(2r)

}
. (2.5)

From (2.2) with v =w and (2.5), we obtain

∫
B
α(w)(dx)≤ C

[
|σ|(B)p

r p

m(B)

]1/p[∫
B
α(w)(dx)

]1/p

+C|σ|(B)ησ ,B(2r) (2.6)

and applying Young inequality to the first term in the right-hand side of (2.6), we have

∫
B
α(w)(dx)≤ C|σ|(B)ησ ,B(2r). (2.7)

Combining (2.5) and (2.7) gives

sup
B
|w| ≤ C

{[ |σ|(B)
m(B)

r pησ ,B(2r)
]1/p

+ησ ,B(2r)

}
(2.8)

and applying Young inequality,

sup
B
|w| ≤ C

[( |σ|(B)
m(B)

r p
)1/(p−1)

+ησ ,B(2r)

]
≤ Cησ ,B(2r). (2.9)

�

Proposition 2.2 (Schechter’s inequality). Let x0 ∈ Ω and for any ρ > 0 denote Bρ =
B(x0,ρ).

For any 0 < ε < 1, there exist some constants t0 > 0 and C(ε) > 0 such that B2t0 ⊂⊂Ω and
such that if 0 < s < t ≤ t0, then

∫
Bs

|u|p|σ|(dx)≤ ε
∫
Bt

α(u)(dx) +
C(ε)

(t− s)p

∫
Bt−Bs

|u|pm(dx) (2.10)

for every u∈Dloc(Bt), where C(ε) depends on ε and the structural constants. In particular
if u∈D0(Bt), then

∫
Bs

|u|p|μ|(dx)≤ ε
∫
Bt

α(u)(dx). (2.11)

Proof. Let w be the weak solution of the problem (2.2) in B2t and let ϕ be a cut-off func-
tion between the balls Bs and Bt, where s < t ≤ t0 and t0 will be specified at the end of the
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proof. Set in (2.2) the test function |u|pϕp. We have

∫
Bt

|u|pϕp|σ|(dx)=
∫
Bt

μ
(
w,|u|pϕp

)
(dx)

≤ p
∫
Bt

|u|p−1ϕpμ
(
w,|u|)(dx) + p

∫
Bt

|u|pϕp−1μ(w,ϕ)(dx)

≤ (p2(p+2))pε(1−p)
∫
Bt

|u|pϕpα(w)(dx) +
ε
8

∫
Bt

ϕpα(u)(dx)

+
(
p2(p+2))pε(1−p)

∫
Bt

|u|pϕpα(w)(dx) +
ε
8

∫
Bt

|u|pα(ϕ)(dx)

≤ 2
(
p2(p+2))pε(1−p)

∫
Bt

|u|pϕpα(w)(dx)

+
ε
4

[∫
Bt

ϕpα(u)(dx) +
∫
Bt

|u|pα(ϕ)(dx)
]
.

(2.12)

Now we estimate the first term in the right-hand side of (2.12). In virtue of Proposition
2.1, we obtain

∫
Bt

|u|pϕpα(w)(dx)

=
∫
Bt

μ
(
w,w|u|pϕp

)
(dx)− p

∫
Bt

w|u|p−1ϕp−1μ(w,uϕ)(dx)

=
∫
Bt

w|u|pϕpσ(dx)− p
∫
Bt

w|u|p−1ϕp−1μ(w,uϕ)(dx)

≤Cησ(2t)
∫
Bt

|u|pϕpσ(dx)

+
1
2

∫
Bt

|u|pϕpμ(w,w)(dx) + 2(p2+1)p(p−1)
∫
Bt

wpα(uϕ)(dx)

≤Cησ(t)
∫
Bt

|u|pϕpμ(dx) +
1
2

∫
Bt

|u|pϕpα(w)(dx)

+Cp
(
Cησ(t)

)p[∫
Bt

ϕpα(u)(dx) +
∫
Bt

|u|pα(ϕ)(dx)
]

,

(2.13)

where Cp > 1 is a constant depending only on p.
Then we have

∫
Bt

|u|pϕpα(w)(dx)

≤ 2Cησ(t)
∫
Bt

|u|pϕpμ(dx) + 2Cp
(
Cησ(t)

)p[∫
Bt

ϕpα(u)(dx) +
∫
Bt

|u|pα(ϕ)(dx)
]
.

(2.14)
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Substituting (2.14) in (2.12) and supposing Cημ(t) < 1, we obtain

∫
Bt

|u|pϕpσ(dx)

≤4
(
p2(p+2))pε(1−p)CpCησ(t)

∫
Bt

|u|pϕpσ(dx)

+4
(
p2(p+2))pε(1−p)CpCησ(t)

[∫
Bt

ϕpα(u)(dx) +
∫
Bt

|u|pα(ϕ)(dx)
]

+
ε
4

[∫
Bt

ϕpα(u)(dx) +
∫
Bt

|u|pα(ϕ)(dx)
]
.

(2.15)

Let t0 be such that 4(p2(p+2))pε(1−p)CpCησ(t0) < ε/4. Then for t ≥ t0, we have

∫
Bt

|u|pϕpμ(dx)≤ ε
∫
Bt

ϕpα(u)(dx) +C(ε)
∫
Bt

|u|pα(ϕ)(dx) (2.16)

and the proof is concluded. �

Let τ be defined as 1/τ = (p− 1)/q + 1/p, where p < q < νp/(ν− p). We observe that
the infimum of the values of τ is 1 and the supremum of the values of τ is given by

[
(p− 1)

ν− p

νp
+

1
p

]−1

=
[
p− 1
p

− p− 1
p

(
1− ν− p

ν

)
+

1
p

]−1

=
(

1− p− 1
ν

)−1

= ν

ν− p+ 1
.

(2.17)

Then the supremum of the values of τ is less than p∗/p (where p∗ = νp/(ν− p)) so uτp

and u(τ−1)p are integrable for the measure m(dx). We have ν > p(p− 1) so we have that
uτ(p−1) is integrable for the measure |σ|(dx).

Proposition 2.3. Let x0 ∈Ω and for any ρ > 0 denote Bρ = B(x0,ρ). Let u be a solution of
(1.26) and B4r ⊂Ω. Then for any h > 0, one has

∫
Br

α
((

(u−h)+)γ/p)(dx)≤ C

rp

∫
B2r−Br

(
(u−h)+)γ(dx) +Chγ|σ|(B2r

)
, (2.18)

where γ = τ(p− 1).

Proof. We choose in (1.26) the test function

v = ϕp
(
(u−h)+ + ε

)(τ−1)(p−1)
, (2.19)

where ϕ is a cut-off function between the balls Br and B2r . We obtain

∫
B2r

μ
(
u,ϕp

(
(u−h)+ + ε

)(τ−1)(p−1)
)

(dx) +
∫
B2r

ϕp|u|p−1((u−h)+ + ε
)(τ−1)(p−1)

σ(dx)= 0.

(2.20)
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Let us estimate the first term in the left-hand side of (2.20),

∫
B2r

μ
(
u,ϕp

(
(u−h)+ + ε

)(τ−1)(p−1)
)

(dx)

=
∫
B2r

ϕpμ
(
u,
(
(u−h)+ + ε

)(τ−1)(p−1)
)

(dx)

+
∫
B2r

(
(u−h)+ + ε

)(τ−1)(p−1)
μ
(
u,ϕp

)
(dx)

= p
∫
B2r

ϕp(τ − 1)(p− 1)
(
(u−h)+ + ε

)((τ−1)(p−1)−1)
α
(
(u−h)+ + ε

)
(dx)

+
∫
B2r

pϕp−1((u−h)+ + ε
)(τ−1)(p−1)

μ(u,ϕ)(dx)

= p
(
γ

p

)−p ∫
B2r

ϕp(τ − 1)(p− 1)α
((

(u−h)+ + ε
)γ/p)

(dx)

+
∫
B2r

pϕ(p−1)((u−h)+ + ε
)(τ−1)(p−1)

μ(u,ϕ)(dx).

(2.21)

From (2.20) and (2.21), we obtain

p
(
γ

p

)−p ∫
B2r

ϕp(τ − 1)(p− 1)α
((

(u−h)+ + ε
)γ/p)

(dx)

≤
∫
B2r

pϕ(p−1)((u−h)+ + ε
)(τ−1)(p−1)∣∣μ(u,ϕ)

∣∣(dx)

+
∫
B2r

σ p|u|p−1((u−h)+ + ε
)(τ−1)(p−1)|σ|(dx).

(2.22)

The right-hand side of (2.22) is uniformly bounded with respect to 0 < ε < 1, so we can
pass to the limit ε → 0 (in the first term of the right-hand side of (2.22), we use the
convergence q.e. and the uniform integrability with respect to the capacity) and we obtain

p
(
γ

p

)−p ∫
B2r

ϕp(τ − 1)(p− 1)α
((

(u−h)+)γ/p)(dx)

≤
∫
B2r

pϕ(p−1)((u−h)+)(τ−1)(p−1)∣∣μ(u,ϕ)
∣∣(dx)

+
∫
B2r

ϕp|u|p−1((u−h)+)(τ−1)(p−1)|σ|(dx).

(2.23)
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Then

p
(
γ

p

)−p ∫
B2r

ϕp(τ − 1)(p− 1)α
((

(u−h)+)γ/p)(dx)

≤
∫
B2r

pϕ(p−1)((u−h)+)(τ−1)(p−1)∣∣μ((u−h)+,ϕ
)|(dx)

+
∫
B2r

ϕp|u|p−1((u−h)+)(τ−1)(p−1)|σ|(dx)

≤
(
γ

p

)−p∫
B2r

pϕ(p−1)((u−h)+)(τ−1)(p−1)−((τ(p−1)−p)/p)(p−1)∣∣μ(((u−h)+)γ/p,ϕ
)∣∣(dx)

+
∫
B2r

ϕp|u|p−1((u−h)+)(τ−1)(p−1)|σ|(dx)

≤
(
γ

p

)−p ∫
B2r

pϕ(p−1)((u−h)+)γ/p∣∣μ(((u−h)+)γ/p,ϕ
)∣∣(dx)

+
∫
B2r

ϕp|u|p−1((u−h)+)(τ−1)(p−1)|σ|(dx)

≤ C

rp

∫
B2r−Br

(
(u−h)+)γm(dx) + χ

∫
B2r

ϕpα
((

(u−h)+)γ/p)(dx)

+C
∫
B2r

ϕp
(
(u−h)+)γ|σ|(dx) +Chγ|σ|(B2r

)
,

(2.24)

where χ = (γ/p)−p(τ − 1)(p− 1)/2, and then from (2.24), we obtain
∫
B2r

α
((

(u−h)+)γ/p)(dx)

≤ C

rp

∫
B2r−Br

(
(u−h)+)γm(dx)+C

∫
B2r

ϕp
(
(u−h)+)γ|σ|(dx) +Chγ|σ|(B2r

)
.

(2.25)

Using the Schecter inequality (2.10) applied to the function ϕuγ/p to estimate the second
term in the right-hand side of (2.25) and choosing r small enough, we obtain

∫
Br

α
((

(u−h)+)γ/p)(dx)≤
∫
B2r

ϕpα
((

(u−h)+)γ/p)(dx)

≤ C

rp

∫
B2r−Br

(
(u−h)+)γm(dx) +Chγ|σ|(B2r

) (2.26)

and Proposition 2.3 follows. �

We recall now the following result; see [10, Theorem 1].

Proposition 2.4. Let ζ be a positive Radon measure in K(Ω) and let w ∈D[Ω] be a posi-
tive subsolution of the problem

∫
Ω
μ(w,v)(dx)=

∫
Ω
vζ(dx) (2.27)
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for any v ∈ D0[Ω] with compact support in Ω. Then ζ ∈ D′0[Ω] (where D′0[Ω] is the dual
space of D0[Ω]) and for any Br = B(x0,r)⊂Ω, r ≤ R�, one has

u
(
x0
)≤ C

(
1∣∣Br

∣∣
∫
Br

uγm(dx)
)1/γ

+C
∫ r

0

(
ζ
(
Bs
) sp∣∣Bs

∣∣
)1/(p−1) ds

s
, (2.28)

where R� is positive suitably fixed.

Remark 2.5. Let us observe that if u is a positive subsolution of (1.26), then the Radon
measure ζ = μup−1 is in D′o(Ω) and u is a positive subsolution of the problem (2.27).

Proposition 2.6. Let u be a positive subsolution of (1.26). Then for q.e. x0 ∈ Ω and for
every Br = B(x0,r) such that r ≤ R0, B2r ⊂⊂Ω, one has

u
(
x0
)≤ C

(
1

m
(
Br
)
∫
Br

uγm(dx)
)1/γ

. (2.29)

Proof. Let r j = 2− j r, j = 0,1, . . . . Define recursively l0 = 0 and

l j+1 = l j +
(

1
κm
(
Brj

)
∫
Brj

ϕ
q
j

((
u− l j

)+)γ
m(dx)

)1/γ

,

δj = l j+1− l j =
(

1
κm
(
Brj

)
∫
Brj

ϕ
q
j

((
u− l j

)+)γ
m(dx)

)1/γ

,

(2.30)

where κ is the constant of [10, Lemma 2.2], and ϕj is a cut-off function between the balls
Brj and Brj+1 . We have

δj = 1
2
δj−1 +C

[ r
p
j

m
(
Brj

)
∫
Brj

up−1|σ|(dx)
]1/(p−1)

. (2.31)

The proof of (2.31) can be found in [10, Proof of Theorem 1] taking into account Remark
2.5. We now estimate the second term in the right-hand side of (2.31). We have

r
p
j

m
(
Brj

)
∫
Brj

up−1|σ|(dx)≤C r
p
j

m
(
Brj

)
[∫

Brj

((
u− l j

)+)p−1|σ|(dx) + l
p−1
j |σ|(Brj

)]

≤C r
p
j

m
(
Brj

) |σ|(Brj

)(τ−1)/τ
[∫

Brj−1

ϕ
q
j−1

((
u− l j

)+)γ|σ|(dx)
]1/τ

+l
p−1
j

r
p
j

m
(
Brj

) |σ|(Brj

)

(2.32)
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(in virtue of Schecter’s inequality (2.11) and taking into account that ϕj−1 ∈D0(Bj−1))

≤ C
r
p
j

m
(
Brj

) |σ|(Brj

)(τ−1)/τ
[
ω
(
r j
)∫

Brj−1

α
(
ϕ
q/p
j−1

((
u− l j

)+)γ/p)
(dx)

]1/τ

+Cl
p−1
j

r
p
j

m
(
Brj

) |σ|(Brj

)
,

(2.33)

where ω(s)= C(p)ησ(s) as in the proof of Schecter’s inequality. Using Proposition 2.3, we
continue to estimate as follows:

≤ C
r
p
j

m
(
Brj

) |σ|(Brj

)(τ−1)/τ
[
ω
(
r j
)
r
−p
j

∫
Brj−2

ϕ
q
j−2

((
u− l j−2

)+)γ
m(dx)

]1/τ

+Cl
p−1
j

[
ω
(
r j
)1/τ r

p
j−1

m
(
Brj−1

) |σ|(Brj−1

)
+

r
p
j

m
(
Brj

) |σ|(Brj

)]

≤C r
p
j

m
(
Brj

) |σ|(Brj

)(τ−1)/τ
[
ω
(
r j
)
r
−p
j

∫
Brj−2

ϕ
q
j−2

((
u− l j−2

)+)γ
m(dx)

]1/τ

+Cl
p−1
j−1 ω

(
r j
)1/τ r

p
j−1

m
(
Brj−1

) |σ|(Brj−1

)

+Cδ
p−1
j−1 ω

(
r j
)1/τ r

p
j−1

m
(
Brj−1

) |σ|(Brj−1

)
+Cl

p−1
j

r
p
j

m
(
Brj

) |σ|(Brj

)
.

(2.34)

So

δj ≤ 1
2
δj−1+C

[ r
p
j

m
(
Brj

) |σ|(Brj

)](τ−1)/γ

ω
(
r j
)1/γ

δj−1

+Clj

[ r
p
j

m
(
Brj

) |σ|(Brj

)]1/(p−1)

+Clj−1

[ r
p
j−1

m
(
Brj−1

) |σ|(Brj−1

)]1/(p−1)

.

(2.35)

We can assume that r is small enough so we obtain

C
[ r

p
j

m
(
Brj

) |σ|(Brj

)](τ−1)/γ

ω
(
r j
)1/γ≤C

[ r
p
j

m
(
Brj

) |σ|(Brj

)]1/(p−1)

+ω
(
r j
)1/(p−1) ≤ 1

4
.

(2.36)

Then

δj ≤ 3
4
δj−1+Clj

[ r
p
j

m
(
Brj

) |σ|(Brj

)]1/(p−1)

+Clj−1

[ r
p
j−1

m
(
Brj−1

) |σ|(Brj−1

)]1/(p−1)

. (2.37)

We now sum up the previous relations for j = 2, . . . ,s and we obtain

s∑
2

δj ≤ 3
4

s−1∑
1

δj+2C
s∑
0

l j

[ r
p
j

m
(
Brj

) |σ|(Brj

)]1/(p−1)

. (2.38)
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It follows that

s∑
0

δj ≤ δ0 + δ1 +
3
4

s∑
0

δj +Cls

∫ r

rs

[
ρp

m
(
Bρ
) |σ|(Bρ

)]1/(p−1) dρ

ρ
(2.39)

and then

ls =
s∑
0

δj ≤ δ0 + δ1 +Clsησ(r). (2.40)

Finally we have

ls ≤ δ0 + δ1 ≤ C
[

1
m
(
Br
)
∫
Br

uγ
]1/γ

. (2.41)

We observe that ls is a bounded increasing sequence. Then ls converges to l such that

l ≤ C
[

1
m
(
Br
)
∫
Br

uγ
]1/γ

. (2.42)

It remains to prove that

u
(
x0
)≤ Cl (2.43)

for q.e. x0 ∈Ω. We observe that for every fixed ε > 0 and every j = 0,1, . . . ,

εγ
m
({
x ∈ Brj : u(x) > l+ ε

})
κm
(
Brj

) ≤ 1
κm
(
Brj

)
∫
Brj

(
(u− l)+)γm(dx)

≤ 1
κm
(
Brj

)
∫
Brj

((
u− l j−1

)+)γ
m(dx).

(2.44)

Then

ε
+∞∑
j=∅

[m({x ∈ Brj : u(x) > l+ ε
})

κm
(
Brj

)
]1/γ

≤ C
+∞∑
j=0

δj < +∞. (2.45)

From the previous relation, we obtain

lim
j→+∞

m
({
x ∈ Brj : u(x) > l+ ε

})
κm
(
Brj

) = 0 (2.46)

for every fixed ε > 0. Then, taking into account the quasi-continuity of u for the measure
m, we have (2.43) for a.e. xo ∈Ω. We recall that u is also quasi-continuous for the capacity
relative to α, then (2.43) holds for q.e. xo ∈Ω. We have so proved Proposition 2.6. �

Corollary 2.7. Let the hypothesis of Proposition 2.6 hold. Then there exists a positive struc-
tural constant C such that if 1/2≤ s < t ≤ 1, r ≤ R0, B(x0,2r)⊂Ω, then one has

sup
B(x0,sr)

|u| ≤ C

(t− s)ν/γ

[
1

m
(
B
(
x0, tr

))
∫
B(x0,tr)

uγm(dx)
]1/γ

. (2.47)
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Proof. Let x ∈ B(x0,sr). We have from Proposition 2.6,

u(x)≤ C
[

1
m
(
B
(
x,
(
(t− s)/2

)
r
))
∫
B(x,((t−s)/2)r)

uγm(dx)
]1/γ

. (2.48)

Then

sup
B(x0,sr)

|u|≤C sup
B(x0,sr)

[
m
(
B
(
x0, tr

))
m
(
B
(
x, (t− s)r

)) 1
m
(
B
(
x0, tr

))
∫
B(x0,tr)

uγm(dx)
]1/γ

. (2.49)

We observe that B(x0, tr)⊂ B(x, (t+ s)r), then

sup
B(x0,sr)

[
m
(
B
(
x0, tr

))
m
(
B
(
x, (t− s)r

))
]1/γ

≤ sup
B(x0,sr)

[
m
(
B
(
x, (t+ s)r

))
m
(
B
(
x, (t− s)r

))
]1/γ

≤ C

(t− s)ν/γ (2.50)

and (2.47) is so proved. �

Theorem 1.7 is now an immediate consequence of Corollary 2.7 and [10, Lemma 4.1]
(see also [6, Lemma 5.2]).

3. Proof of Theorem 1.8

Assume that u≥ ε > 0. We recall that for x0 ∈Ω; we denote Bs = B(x0,s).
Insert in (1.26) as test function ϕpu−p+1 ∈ D0[Ω], where ϕ is a cut-off function be-

tween the balls Br and B2r , where r ≤ R0 and B2r ⊂Ω. Then
∫
B2r

μ
(
u,ϕpu−p+1)(dx) +

∫
B2r

ϕpσ(dx)= 0. (3.1)

Then

−
∫
B2r

ϕpμ
(
u,u−p+1)(dx)≤p

∫
B2r

ϕp−1u−p+1|μ|(u,ϕ)(dx) +
∫
B2r

ϕp|σ|(dx). (3.2)

We have

−
∫
B2r

ϕpμ
(
u,u−p+1)(dx)≥ p(p− 1)

∫
B2r

ϕpu−pα(u)(dx), (3.3)
∫
B2r

ϕp−1u−p+1|μ|(u,ϕ)(dx)≤ ε
∫
B2r

ϕpu−pα(u)(dx) +C(ε)
∫
B2r

α(ϕ)(dx)

≤ε
∫
B2r

ϕpα(logu)(dx) +C(ε)
m
(
B2r
)

r p
,

(3.4)

∫
B2r

ϕp|σ|(dx)≤ C
[ |σ|(B2r

)
m
(
B2r
) (2r)p

]
m
(
Br
)

r p
. (3.5)

Merging now (3.3)–(3.5) into (3.2) and taking into account the doubling inequality, we
obtain

∫
Br

α(logu)(dx)≤ C
[

1 +
|σ|(B2r

)
m
(
B2r
) (2r)p

]
m
(
Br
)

r p
, (3.6)
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where C is a structural constant. Since σ ∈ K(Ω), the term (|σ|(B2r)/m(B2r))(2r)p is
bounded. Assume B2kr ⊂Ω, using Poincaré inequality, we obtain

1
m
(
Br
)
∫
Br

∣∣ logu− (logu)r
∣∣pm(dx)≤ C. (3.7)

As in [6, Proposition 5.7] we deduce from (3.7) that there exists a positive constant q such
that

(
1

m
(
Br
)
∫
Br

uqm(dx)
)(

1
m
(
Br
)
∫
Br

u−qm(dx)
)
≤ C. (3.8)

We observe now that 1/u is a positive subsolution of (1.26). Then taking into account
Theorem 1.7 and (3.8), we prove the result as in [20] (concerning the case σ = 0). Finally
we apply the above part of the proof to u+ ε, and taking ε→ 0, we conclude the proof.

4. Proof of Theorem 1.9

Let u be a local solution of (1.26). From Theorem 1.7 applied to u+ and u− we obtain
that u is locally bounded in Ω. Then |u|p−2uμ is locally a measure in K(Ω). So the result
follows from [10, Theorem 1.2].
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