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By using fixed point theorems in cones, the existence of multiple positive solutions is considered
for nonlinear m-point boundary value problem for the following second-order boundary value
problem on time scales (φ(uΔ))∇ + a(t)f(t, u(t)) = 0, t ∈ (0, T), φ(uΔ(0)) =

∑m−2
i=1 aiφ(uΔ(ξi)),

u(T) =
∑m−2

i=1 biu(ξi), where φ : R → R is an increasing homeomorphism and homomorphism and
φ(0) = 0. Some new results are obtained for the existence of twin or an arbitrary odd number of
positive solutions of the above problem by applying Avery-Henderson and Leggett-Williams fixed
point theorems, respectively. In particular, our criteria generalize and improve some known results
by Ma and Castaneda (2001). We must point out for readers that there is only the p-Laplacian
case for increasing homeomorphism and homomorphism. As an application, one example to
demonstrate our results is given.
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1. Introduction

In this paper, we will be concerned with the existence of positive solutions for the following
boundary value problem on time scales:

(
φ
(
uΔ
))∇

+ a(t)f(t, u(t)) = 0, t ∈ (0, T), (1.1)

φ
(
uΔ(0)

)
=

m−2∑

i=1

aiφ
(
uΔ(ξi)

)
, u(T) =

m−2∑

i=1

biu(ξi), (1.2)

where φ : R → R is an increasing homeomorphism and homomorphism and φ(0) = 0.
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A time scale T is a nonempty closed subset of R. We make the blanket assumption that
0, T are points in T. By an interval (0, T), we always mean the intersection of the real interval
(0, T)with the given time scale, that is, (0, T) ∩ T.

A projection φ : R → R is called an increasing homeomorphism and homomorphism,
if the following conditions are satisfied:

(i) if x ≤ y, then φ(x) ≤ φ(y), ∀x, y ∈ R;

(ii) φ is a continuous bijection and its inverse mapping is also continuous;

(iii) φ(xy) = φ(x)φ(y), ∀x, y ∈ R.

We will assume that the following conditions are satisfied throughout this paper:

(H1) 0 < ξ1 < · · · < ξm−2 < ρ(T), ai, bi ∈ [0,+∞) satisfy 0 <
∑m−2

i=1 ai < 1, and
∑m−2

i=1 bi <
1, T
∑m−2

i=1 bi ≥
∑m−2

i=1 biξi;

(H2) a(t) ∈ Cld((0, T), [0,+∞)) and there exists t0 ∈ (ξm−2, T), such that a(t0) > 0;

(H3) f ∈ C([0, T] × [0,+∞), [0,+∞)). (The Δ-derivative and the ∇-derivative in (1.1),
(1.2) and the Cld space in (H2) are defined in Section 2.)

Recently, there has been much attention paid to the existence of positive solutions for
second-order nonlinear boundary value problems on time scales, for examples, see [1–6] and
references therein. At the same time, multipoint nonlinear boundary value problems with
p-Laplacian operators on time scales have also been studied extensively in the literature, for
details, see [4, 5, 7–13] and the references therein. But to the best of our knowledge, few
people considered the second-order dynamic equations of increasing homeomorphism and
positive homomorphism on time scales.

For the existence problems of positive solutions of boundary value problems on time
scales, some authors have obtained many results in the recent years, especially [6, 7, 9, 10, 14,
15] and the references therein. To date few papers have appeared in the literature concerning
multipoint boundary value problems for an increasing homeomorphism and homomorphism
on time scales.

In [16], Liang and Zhang studied the existence of countably many positive solutions
for nonlinear singular boundary value problems:

(
ϕ
(
u′
))′ + a(t)f(u(t)) = 0, t ∈ (0, 1),

u(0) =
m−2∑

i=1

αiu(ξi), ϕ
(
u′(1)

)
=

m−2∑

i=1

βiϕ
(
u′(ξi)

)
,

(1.3)

where ϕ : R → R is an increasing homeomorphism and positive homomorphism and ϕ(0) =
0. By using the fixed point index theory and a new fixedpoint theorem in cones, they obtained
countably many positive solutions for problem (1.3).

Very recently, Sang et al. [6] investigated the nonlinear m-point BVP on time scales
(1.1) and (1.2).
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Let

M = φ−1

⎛

⎝
∫T

0
a(τ)∇τ +

∑m−2
i=1 ai

∫ ξi
0 a(τ)∇τ

1 −∑m−2
i=1 ai

⎞

⎠ × T −∑m−2
i=1 biξi

1 −∑m−2
i=1 bi

,

N = φ−1

⎛

⎝

∑m−2
i=1 ai

∫ ξi
0 a(τ)∇τ

1 −∑m−2
i=1 ai

⎞

⎠T

+

∑m−2
i=1 biφ

−1
(∫ ξi

0 a(τ)∇τ +
∑m−2

i=1 ai
∫ ξi
0 a(τ)∇τ/

(
1 −∑m−2

i=1 ai
))

(T − ξi)
1 −∑m−2

i=1 bi
.

(1.4)

They mainly obtained the following results.

Theorem 1.1. Assume that (H1), (H2), and (H3) hold, there exist c, b, d > 0, such that 0 < d/γ <
c < γb < b, and suppose that f satisfies the following additional conditions:

(H4) f(t, u) ≥ 0, (t, u) ∈ [0, T] × [d, b];

(H5) f(t, u) < φ(c/M), (t, u) ∈ [0, T] × [0, c];

(H6) f(t, u) > φ(b/N), (t, u) ∈ [0, T] × [γb, b].

Then (1.1) and (1.2) has at least two positive solutions u1 and u2.

Motivated by the above papers, the purpose of our paper is to show the existence
of twin or an arbitrary odd number of positive solutions to the BVP (1.1), (1.2). The most
important is that the authors would like to point out that there is only the p-Laplacian case for
increasing homeomorphism and homomorphism, this point was proposed by professor Jeff
Webb. This is the main motivation for us to write down the present paper. We also point out
that when T = R, φ(u) = u, (1.1) and (1.2) becomes a boundary value problem of differential
equations and just is the problem considered in [15]. Our main results extend and include the
main results of [5, 15, 16].

The rest of the paper is arranged as follows. We state some basic time scale definitions
and prove several preliminary results in Section 2. Sections 3, 4, and 5 are devoted to
the existence of positive solutions of (1.1) and (1.2), with the main tool being the Avery-
Henderson and Leggett-Williams fixed point theorems. Finally, in Section 6, we give an
example to illustrate our main results.

2. Preliminaries and Some Lemmas

For convenience, we list the following definitions which can be found in [2, 17–19].

Definition 2.1. A time scale T is a nonempty closed subset of real numbersR. For t < supT and
r > infT, define the forward jump operator σ and backward jump operator ρ, respectively,
by

σ(t) = inf{τ ∈ T | τ > t} ∈ T,

ρ(r) = sup{τ ∈ Tτ < r} ∈ T,
(2.1)
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for all t, r ∈ T. If σ(t) > t, t is said to be right scattered, and if ρ(r) < r, r is said to be left
scattered; if σ(t) = t, t is said to be right dense, and if ρ(r) = r, r is said to be left dense. If T
has a right scattered minimum m, define Tk = T − {m}; otherwise set Tk = T. If T has a left
scattered maximumM, define Tk = T − {M}; otherwise set Tk = T.

Definition 2.2. For f : T → R and t ∈ Tk, the delta derivative of f at the point t is defined
to be the number fΔ(t) (provided it exists) with the property that for each ε > 0, there is a
neighborhoodU of t such that

∣
∣
∣f(σ(t)) − f(s) − fΔ(t)(σ(t) − s)

∣
∣
∣ ≤ ε|σ(t) − s|, (2.2)

for all s ∈ U.
For f : T → R and t ∈ Tk, the nabla derivative of f at t is the number f∇(t) (provided

it exists) with the property that for each ε > 0, there is a neighborhoodU of t such that

∣
∣
∣f
(
ρ(t)
) − f(s) − f∇(t)

(
ρ(t) − s)

∣
∣
∣ ≤ ε

∣
∣ρ(t) − s∣∣, (2.3)

for all s ∈ U.

Definition 2.3. A function f is left-dense continuous (i.e., ld-continuous), if f is continuous at
each left-dense point in T and its right-sided limit exists at each right-dense point in T.

Definition 2.4. If GΔ(t) = f(t), then we define the delta integral by

∫b

a

f(t)Δt = G(b) −G(a). (2.4)

If F∇(t) = f(t), then we define the nabla integral by

∫b

a

f(t)∇t = F(b) − F(a). (2.5)

To prove the main results in this paper, we will employ several lemmas. These lemmas are
based on the linear BVP

(
φ
(
uΔ
))∇

+ h(t) = 0, t ∈ (0, T), (2.6)

φ
(
uΔ(0)

)
=

m−2∑

i=1

aiφ
(
uΔ(ξi)

)
, u(T) =

m−2∑

i=1

biu(ξi). (2.7)

Lemma 2.5. For h ∈ Cld[0, T] the BVP (2.6) and (2.7) has the unique solution

u(t) = −
∫ t

0
φ−1
(∫ s

0
h(τ)∇τ − Ä

)

Δs + B, (2.8)
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where

Ä = −
∑m−2

i=1 ai
∫ ξi
0 h(τ)∇τ

1 −∑m−2
i=1 ai

,

B =

∫T
0φ

−1(∫s
0h(τ)∇τ − Ä)Δs −∑m−2

i=1 bi
∫ ξi
0 φ

−1(∫s
0h(τ)∇τ − Ä)Δs

1 −∑m−2
i=1 bi

.

(2.9)

Proof. Let u be as in (2.8). By [18, Theorem 2.10 (iii)], taking the delta derivative of (2.8), we
have

uΔ(t) = −φ−1
(∫ t

0
h(τ)∇τ − Ä

)

, (2.10)

moreover, we get

φ
(
uΔ(t)

)
= −
(∫ t

0
h(τ)∇τ − Ä

)

, (2.11)

taking the nabla derivative of this expression yields
(
φ
(
uΔ
))∇ = −h(t). And routine

calculations verify that u satisfies the boundary value conditions in (2.7), so that u given
in (2.8) is a solution of (2.6) and (2.7).

It is easy to see that the BVP (φ(uΔ))∇ = 0, φ(uΔ(0)) =
∑m−2

i=1 aiφ(uΔ(ξi)), u(T) =
∑m−2

i=1 biu(ξi) has only the trivial solution. Thus u in (2.8) is the unique solution of (2.6) and
(2.7). The proof is complete.

Lemma 2.6. Assume that(H1) holds, for h ∈ Cld[0, T] and h ≥ 0, then the unique solution u of (2.6)
and (2.7) satisfies

u(t) ≥ 0, for t ∈ [0, T]. (2.12)

Proof. Let

ϕ0(s) = φ−1
(∫s

0
h(τ)∇τ − Ä

)

. (2.13)

Since

∫s

0
h(τ)∇τ − Ä =

∫ s

0
h(τ)∇τ +

∑m−2
i=1 ai

∫ ξi
0 h(τ)∇τ

1 −∑m−2
i=1 ai

≥ 0,

(2.14)

then ϕ0(s) ≥ 0.
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According to Lemma 2.5, we get

u(0) = B =

∫T
0ϕ0(s)Δs −

∑m−2
i=1 bi

∫ ξi
0 ϕ0(s)Δs

1 −∑m−2
i=1 bi

=

∫T
0ϕ0(s)Δs −

∑m−2
i=1 bi

(∫T
0ϕ0(s)Δs −

∫T
ξi
ϕ0(s)Δs

)

1 −∑m−2
i=1 bi

=
∫T

0
ϕ0(s)Δs +

∑m−2
i=1 bi

∫T
ξi
ϕ0(s)Δs

1 −∑m−2
i=1 bi

≥ 0,

u(T) = −
∫T

0
ϕ0(s)Δs + B

= −
∫T

0
ϕ0(s)Δs +

∫T
0ϕ0(s)Δs −

∑m−2
i=1 bi

∫ ξi
0 ϕ0(s)Δs

1 −∑m−2
i=1 bi

=

∑m−2
i=1 bi

∫T
ξi
ϕ0(s)Δs

1 −∑m−2
i=1 bi

≥ 0.

(2.15)

If t ∈ (0, T), we have

u(t) = −
∫ t

0
ϕ0(s)Δs +

1

1 −∑m−2
i=1 bi

[∫T

0
ϕ0(s)Δs −

m−2∑

i=1

bi

∫ ξi

0
ϕ0(s)Δs

]

≥ −
∫T

0
ϕ0(s)Δs +

1

1 −∑m−2
i=1 bi

[∫T

0
ϕ0(s)Δs −

m−2∑

i=1

bi

∫ ξi

0
ϕ0(s)Δs

]

=
1

1 −∑m−2
i=1 bi

[

−
(

1 −
m−2∑

i=1

bi

)∫T

0
ϕ0(s)Δs +

∫T

0
ϕ0(s)Δs −

m−2∑

i=1

bi

∫ ξi

0
ϕ0(s)Δs

]

=
1

1 −∑m−2
i=1 bi

m−2∑

i=1

bi

∫T

ξi

ϕ0(s)Δs ≥ 0.

(2.16)

So u(t) ≥ 0, t ∈ [0, T].
Let the norm on Cld[0, T] be the maximum norm. Then the Cld[0, T] is a Banach space.

Choose the cone P ⊂ Cld[0, T] defined by

P =
{
u ∈ Cld[0, T] : u(t) ≥ 0, for t ∈ [0, T], uΔ∇(t) ≤ 0, uΔ(t) ≤ 0, for t ∈ (0, T)

}
. (2.17)
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Clearly, ‖u‖ = u(0) for u ∈ P . Define the operator A : P → Cld[0, T] by

(Au)(t) = −
∫ t

0
φ−1
(∫ s

0
a(τ)f(τ, u(τ))∇τ − Ã

)

Δs + B̃, (2.18)

where

Ã = −
∑m−2

i=1 ai
∫ ξi
0 a(τ)f(τ, u(τ))∇τ
1 −∑m−2

i=1 ai
,

B̃ =

∫T
0φ

−1
(∫s

0a(τ)f(τ, u(τ))∇τ − Ã
)
Δs −∑m−2

i=1 bi
∫ ξi
0 φ

−1
(∫s

0a(τ)f(τ, u(τ))∇τ − Ã
)
Δs

1 −∑m−2
i=1 bi

.

(2.19)

It is obvious from Lemma 2.6 that, Au(t) ≥ 0 for t ∈ [0, T].
From the definition of A, we claim that for each u ∈ P , Au ∈ Pand Au(t) satisfies (1.2)

and Au(0) is the maximum value of Au(t) on [0, T].
In fact, let

ϕ(s) = φ−1
(∫s

0
a(τ)f(τ, u(τ))∇τ − Ã

)

. (2.20)

Then it holds

(Au)Δ(t) = −ϕ(t). (2.21)

Since

∫ t

0
a(τ)f(τ, u(τ))∇τ − Ã =

∫ t

0
a(τ)f(τ, u(τ))∇τ +

∑m−2
i=1 ai

∫ ξi
0 a(τ)f(τ, u(τ))∇τ
1 −∑m−2

i=1 ai

≥ 0,

(2.22)

then ϕ(t) ≥ 0. So (Au)Δ(t) ≤ 0, t ∈ (0, T).
Moreover, φ−1 is a monotone increasing and continuous function and

(∫ t

0
a(τ)f(τ, u(τ))∇τ − Ã

)∇
= −a(t)f(t, u(t)) ≤ 0, (2.23)

then we obtain (Au)Δ∇(t) ≤ 0, so, A : P → P . So by applying Arzela-Ascoli theorem on time
scales [20], we can obtain that A(P) is relatively compact. In view of Lebesgue’s dominated
convergence theorem on time scales [21], it is easy to prove that A is continuous. Hence,
A : P → P is completely continuous.
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Lemma 2.7. If u ∈ P , then u(t) ≥ ((T − t)/T)‖u‖ for t ∈ [0, T].

Proof. Since uΔ∇(t) ≤ 0, it follows that uΔ(t) is nonincreasing. Thus, for 0 < t < T ,

u(t) − u(0) =
∫ t

0
uΔ(s)Δs ≥ tuΔ(t),

u(T) − u(t) =
∫T

t

uΔ(s)Δs ≤ (T − t)uΔ(t),
(2.24)

from which we have

u(t) ≥ tu(T) + (T − t)u(0)
T

≥ T − t
T

u(0) =
T − t
T

‖u‖. (2.25)

The proof is complete.

In the rest of this section, we provide some background material from the theory of
cones in Banach spaces, and we then state several fixed point theorems which we will use
later.

Let E be a Banach space and Ë a cone in E. A map ψ : Ë → [0,+∞) is said to
be a nonnegative, continuous, and increasing functional provided that ψ is nonnegative,
continuous and satisfies ψ(x) ≤ ψ(y) for all x, y ∈ Ë and x ≤ y.

Given a nonnegative continuous functional ψ on a cone Ë of a real Banach space E, we
define, for each d > 0, the set Ë(ψ, d) = {x ∈ Ë : ψ(x) < d}.

Lemma 2.8 (see [22]). Let Ë be a cone in a real Banach space E. Let α and γ be increasing,
nonnegative continuous functionals on Ë, and let θ be a nonnegative continuous functional on Ë
with θ(0) = 0 such that, for some c > 0 andH > 0,

γ(x) ≤ θ(x) ≤ α(x), ‖x‖ ≤ Hγ(x), (2.26)

for all x ∈ Ë(γ, c). Suppose that there exists a completely continuous operator A : Ë(γ, c) → Ë and
0 < a < b < c such that

θ(λx) ≤ λθ(x) for 0 ≤ λ ≤ 1, x ∈ ∂Ë(θ, b), (2.27)

and

(i) γ(Ax) > c for all x ∈ ∂Ë(γ, c);
(ii) θ(Ax) < b for all x ∈ ∂Ë(θ, b);
(iii) Ë(α, a)/= ∅ and α(Ax) > a for x ∈ ∂Ë(α, a).

Then, A has at least two fixed points, x1 and x2 belonging to Ë(γ, c) satisfying

a < α(x1) with θ(x1) < b, b < θ(x2) with γ(x2) < c. (2.28)



Boundary Value Problems 9

The following lemma is similar to Lemma 2.8.

Lemma 2.9 (see [23]). Let Ë be a cone in a real Banach space E. Let α and γ be increasing,
nonnegative continuous functionals on Ë, and let θ be a nonnegative continuous functional on Ë
with θ(0) = 0 such that, for some c > 0 andH > 0,

γ(x) ≤ θ(x) ≤ α(x), ‖x‖ ≤ Hγ(x) (2.29)

for all x ∈ Ë(γ, c). Suppose that there exists a completely continuous operator A : Ë(γ, c) → Ë and
0 < a < b < c such that

θ(λx) ≤ λθ(x) for 0 ≤ λ ≤ 1, x ∈ ∂Ë(θ, b), (2.30)

and

(i) γ(Ax) < c for all x ∈ ∂Ë(γ, c);
(ii) θ(Ax) > b for all x ∈ ∂Ë(θ, b);
(iii) Ë(α, a)/= ∅ and α(Ax) < a for x ∈ ∂Ë(α, a).

Then, A has at least two fixed points, x1 and x2 belonging to Ë(γ, c) satisfying

a < α(x1) with θ(x1) < b, b < θ(x2) with γ(x2) < c. (2.31)

Let 0 < a < b be given and let α be a nonnegative continuous concave functional on
the cone Ë. Define the convex sets Ëa, Ë(α, a, b) by

Ëa =
{
x ∈ Ë : ‖x‖ < a}, Ë(α, a, b) =

{
x ∈ Ë : a ≤ α(x), ‖x‖ < b}. (2.32)

Finally we state the Leggett-Williams fixed point theorem [3].

Lemma 2.10 (see [3]). Let Ë be a cone in a real Banach spaceE,A : Ëc → Ëc completely continuous,

and α a nonnegative continuous concave functional on Ë with α(x) ≤ ‖x‖ for all x ∈ Ëc. Suppose
that there exist 0 < d < a < b ≤ c such that

(i) {x ∈ Ë(α, a, b) : α(x) > a}/= ∅ and α(Ax) > a for x ∈ Ë(α, a, b);
(ii) ‖Ax‖ < d for ‖x‖ ≤ d;
(iii) α(Ax) > a for x ∈ Ë(α, a, c) with ‖Ax‖ > b.

Then, A has at least three fixed points, x1, x2, x3 satisfying

‖x1‖ < d, a < α(x2), ‖x3‖ > d, α(x3) < a. (2.33)
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Now, for the convenience, we introduce the following notations. Let l = max{t ∈ T :
0 ≤ t ≤ T/2} and fixed c ∈ T such that 0 < c < l, denote

M =
T − l
T

∫ l

0
φ−1
(∫ s

0
a(τ)∇τ

)

Δs,

N =
1

1 −∑m−2
i=1 bi

∫T

0
φ−1

⎛

⎝
∫s

0
a(τ)∇τ +

∑m−2
i=1 ai

∫ ξi
0 a(τ)∇τ

1 −∑m−2
i=1 ai

⎞

⎠Δs,

L =
T − c
T

∫ c

0
φ−1
(∫s

0
a(τ)∇τ

)

Δs.

(2.34)

Define the nonnegative, increasing, and continuous functionals γ, θ, and α on P by

γ(u) = min
t∈[c,l]

u(t) = u(l), θ(u) = min
t∈[0,l]

u(t) = u(l),

α(u) = min
t∈[0,c]

u(t) = u(c).
(2.35)

We observe that, for each u ∈ P , γ(u) = θ(u) ≤ α(u).
In addition, for each u ∈ P , γ(u) = u(l) ≥ ((T − l)/T)‖u‖. Thus ‖u‖ ≤ (T/(T − l))γ(u),

u ∈ P.
Finally, we also note that θ(λu) = λθ(u), 0 ≤ λ ≤ 1, and u ∈ ∂P(θ, b′).

3. Existence Theorems of Twin Positive Solutions

Theorem 3.1. Assume that there are positive numbers a′ < b′ < c′ such that

0 < a′ <
L

N
b′ <

(T − l)L
TN

c′. (3.1)

Assume further that f(t, u) satisfies the following conditions:

(i) f(t, u) > φ(c′/M), (t, u) ∈ [0, l] × [c′, (T/(T − l))c′],
(ii) f(t, u) < φ(b′/N), (t, u) ∈ [0, T] × [0, (T/(T − l))b′],
(iii) f(t, u) > φ(a′/L), (t, u) ∈ [0, c] × [a′, (T/(T − c))a′].

Then (1.1) and (1.2) has at least two positive solutions u1 and u2 such that

a′ < min
t∈[0,c]

u1(t) with min
t∈[0,l]

u1(t) < b′, b′ < min
t∈[0,l]

u2(t) with min
t∈[c,l]

u2(t) < c′. (3.2)

Proof. By the definition of the operator A and its properties, it suffices to show that the
conditions of Lemma 2.8 hold with respect to A.

We first show that if u ∈ ∂P(γ, c′) then γ(Au) > c′. Indeed, if u ∈ ∂P(γ, c′), then γ(u) =
mint∈[c,l]u(t) = u(l) = c′. Since u ∈ P, ‖u‖ ≤ (T/(T − l))γ(u) = (T/(T − l))c′,we have c′ ≤ u(t) ≤
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(T/(T − l))c′, t ∈ [0, l]. As a consequence of (i), f(t, u) > φ(c′/M), t ∈ [0, l]. Also, Au ∈ P
implies that

γ(Au) = Au(l) ≥ T − l
T

Au(0) =
T − l
T

B̃ =
T − l
T

·
∫T
0φ

−1
(∫s

0a(τ)f(τ, u(τ))∇τ − Ã
)
Δs −∑m−2

i=1 bi
∫ ξi
0 φ

−1
(∫s

0a(τ)f(τ, u(τ))∇τ − Ã
)
Δs

1 −∑m−2
i=1 bi

≥ T − l
T

∫T

0
φ−1
(∫s

0
a(τ)f(τ, u(τ))∇τ − Ã

)

Δs

=
T − l
T

∫T

0
φ−1

⎛

⎝
∫s

0
a(τ)f(τ, u(τ))∇τ +

∑m−2
i=1 ai

∫ ξi
0 a(τ)f(τ, u(τ))∇τ
1 −∑m−2

i=1 ai

⎞

⎠Δs

≥ T − l
T

∫T

0
φ−1
(∫s

0
a(τ)f(τ, u(τ))∇τ

)

Δs ≥ T − l
T

∫ l

0
φ−1
(∫ s

0
a(τ)f(τ, u(τ))∇τ

)

Δs

>
T − l
T

· c
′

M

∫ l

0
φ−1
(∫ s

0
a(τ)∇τ

)

Δs = c′.

(3.3)

Next, we verify that θ(Au) < b′ for u ∈ ∂P(θ, b′).
Let us choose u ∈ ∂P(θ, b′), then θ(u) = mint∈[0,l]u(t) = u(l) = b′, and 0 ≤ u(t) ≤ ‖u‖ ≤

(T/(T − l))u(l) = (T/(T − l))b′, for t ∈ [0, T]. Using (ii),

f(t, u(t)) < φ
(
b′

N

)

, t ∈ [0, T]. (3.4)

Also, Au ∈ P implies that

θ(Au) = Au(l) ≤ Au(0) = B̃

≤ 1

1 −∑m−2
i=1 bi

∫T

0
φ−1
(∫s

0
a(τ)f(τ, u(τ))∇τ − Ã

)

Δs

=
1

1 −∑m−2
i=1 bi

∫T

0
φ−1

⎛

⎝
∫s

0
a(τ)f(τ, u(τ))∇τ +

∑m−2
i=1 ai

∫ ξi
0 a(τ)f(τ, u(τ))∇τ
1 −∑m−2

i=1 ai

⎞

⎠Δs

≤ b′

N
· 1

1 −∑m−2
i=1 bi

∫T

0
φ−1

⎛

⎝
∫s

0
a(τ)∇τ +

∑m−2
i=1 ai

∫ ξi
0 a(τ)∇τ

1 −∑m−2
i=1 ai

⎞

⎠Δs

= b′.

(3.5)

Finally, we prove that P(α, a′)/= ∅ and α(Au) > a′ for u ∈ ∂P(α, a′).
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In fact, the constant function a′/2 ∈ P(α, a′). Moreover, for u ∈ ∂P(α, a′), we have
α(u) = mint∈[0,c]u(t) = u(c) = a′. This implies that a′ ≤ u(t) ≤ (T/(T − c))a′, t ∈ [0, c]. Using
assumption (iii), f(t, u(t)) > φ(a′/L), t ∈ [0, c]. As before, by Au ∈ P , we obtain

α(Au) = (Au)(c) ≥ T − c
T

Au(0) =
T − c
T

B̃

≥ T − c
T

∫T

0
φ−1
(∫ s

0
a(τ)f(τ, u(τ))∇τ

)

Δs ≥ T − c
T

∫ c

0
φ−1
(∫ s

0
a(τ)f(τ, u(τ))∇τ

)

Δs

>
T − c
T

· a
′

L

∫ c

0
φ−1
(∫ s

0
a(τ)∇τ

)

Δs = a′.

(3.6)

Thus, by Lemma 2.8, there exist at least two fixed points of Awhich are positive solutions u1
and u2, belonging to P(γ, c′), of the BVP (1.1) and (1.2) such that

a′ < α(u1) with θ(u1) < b′, b′ < θ(u2) with γ(u2) < c′. (3.7)

The proof is complete.

Theorem 3.2. Assume that there are positive numbers a′ < b′ < c′ such that

0 < a′ <
T − c
T

b′ <
(T − c)M
TN

c′. (3.8)

Assume further that f(t, u) satisfies the following conditions:

(i) f(t, u) < φ(c′/N), (t, u) ∈ [0, T] × [0, (T/(T − l))c′],
(ii) f(t, u) > φ(b′/M), (t, u) ∈ [0, l] × [b′, (T/(T − l))b′],
(iii) f(t, u) < φ(a′/N), (t, u) ∈ [0, c] × [0, (T/(T − c))a′].

Then (1.1) and (1.2) has at least two positive solutions u1 and u2 such that

a′ < min
t∈[0,c]

u1(t) with min
t∈[0, l]

u1(t) < b′, b′ < min
t∈[0,l]

u2(t) with min
t∈[c,l]

u2(t) < c′. (3.9)

Using Lemma 2.9, the proof is similar to that of Theorem 3.1 and we omit it here.

4. Existence Theorems of Triple Positive Solutions

In this section, let the nonnegative continuous functional ψ : P → [0,+∞) be defined by

ψ(u) = min
t∈[0,l]

u(t) = u(l), u ∈ P. (4.1)

Note that for u ∈ P, ψ(u) ≤ ‖u‖.
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Theorem 4.1. Suppose that there exist positive constants 0 < d′ < a′ such that

(i) f(t, u) < φ(d′/N), (t, u) ∈ [0, T] × [0, d′];

(ii) f(t, u) ≥ φ(a′/M), (t, u) ∈ [0, l] × [a′, (T/(T − l))a′];
(iii) one of the following conditions holds:

(D1) limu→∞maxt∈[0,T](f(t, u)/φ(u)) < φ(1/N);
(D2) there exists a number c′ > (T/(T − l))a′ such that f(t, u) < φ(c′/N), (t, u) ∈

[0, T] × [0, c′].

Then (1.1) and (1.2) has at least three positive solutions.

Proof. By the definition of operatorA and its properties, it suffices to show that the conditions
of Lemma 2.10 hold with respect to A.

We first show that if (D1) holds, then there exists a number l′ > (T/(T − l))a′ such that
A : Pl′ → Pl′ . Suppose that

lim
u→∞

max
t∈[0,T]

f(t, u)
φ(u)

< φ

(
1
N

)

(4.2)

holds, then there are τ > 0 and δ < 1/N such that if u > τ, then maxt∈[0,T](f(t, u)/φ(u)) ≤
φ(δ), that is to say, f(t, u) ≤ φ(δu), (t, u) ∈ [0, T] × [τ,+∞).

Set λ = max{f(t, u) : (t, u) ∈ [0, T] × [0, τ]}, then

f(t, u) ≤ λ + φ(δu), (t, u) ∈ [0, T] × [0,+∞). (4.3)

Set

l′ > max
{

T

T − l a
′, φ−1

(
λφ(N)

1 − φ(δN)

)}

. (4.4)

If u ∈ Pl′ , then by (2.18), (4.3), (4.4), we obtain

‖Au‖ = Au(0) = B̃

≤ 1

1 −∑m−2
i=1 bi

∫T

0
φ−1
(∫ s

0
a(τ)f(τ, u(τ))∇τ − Ã

)

Δs

=
1

1 −∑m−2
i=1 bi

∫T

0
φ−1

⎛

⎝
∫ s

0
a(τ)f(τ, u(τ))∇τ +

∑m−2
i=1 ai

∫ ξi
0 a(τ)f(τ, u(τ))∇τ
1 −∑m−2

i=1 ai

⎞

⎠Δs

≤ φ−1(λ + φ
(
δl′
)) 1

1 −∑m−2
i=1 bi

∫T

0
φ−1

⎛

⎝
∫s

0
a(τ)∇τ +

∑m−2
i=1 ai

∫ ξi
0 a(τ)∇τ

1 −∑m−2
i=1 ai

⎞

⎠Δs

= φ−1(λ + φ
(
δl′
))
N < l′.

(4.5)
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Here we used the inequality

λ + φ
(
δl′
)
< φ

(
l′

N

)

, (4.6)

For this, by (4.4), we have

l′ > φ−1
(

λφ(N)
1 − φ(δN)

)

, (4.7)

so

λφ(N)
1 − φ(δN)

< φ
(
l′
)
, (4.8)

by using the property of φ and easy computation, we have

(
λ + φ

(
δl′
))
φ(N) < φ

(
l′
)
, (4.9)

and (4.6) is obtained.
Next we verify that if there is a positive number r ′ such that if f(t, u) < φ(r ′/N),

for (t, u) ∈ [0, T] × [0, r ′], then A : Pr ′ → Pr ′ .
Indeed, if u ∈ Pr ′ , then

‖Au‖ = Au(0) = B̃

≤ 1

1 −∑m−2
i=1 bi

∫T

0
φ−1
(∫s

0
a(τ)f(τ, u(τ))∇τ − Ã

)

Δs

=
1

1 −∑m−2
i=1 bi

∫T

0
φ−1

⎛

⎝
∫s

0
a(τ)f(τ, u(τ))∇τ +

∑m−2
i=1 ai

∫ ξi
0 a(τ)f(τ, u(τ))∇τ
1 −∑m−2

i=1 ai

⎞

⎠Δs

<
r ′

N
· 1

1 −∑m−2
i=1 bi

∫T

0
φ−1

⎛

⎝
∫s

0
a(τ)∇τ +

∑m−2
i=1 ai

∫ ξi
0 a(τ)∇τ

1 −∑m−2
i=1 ai

⎞

⎠Δs

= r ′,
(4.10)

thus, Au ∈ Pr ′ .
Hence, we have shown that either (D1) or (D2) holds, then there exists a number c′

with c′ > (T/(T − l))a′ such that A : Pc′ → Pc′ . Also note that from (i)we have that A : Pd′ →
Pd′ .

Now, we show that {u ∈ P(ψ, a′, (T/(T − l))a′) : ψ(u) > a′}/= ∅ and ψ(Au) > a′ for all
u ∈ P(ψ, a′, (T/(T − l))a′).
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In fact,

u =
(l + T)a′

2l
∈
{

u ∈ P
(

ψ, a′,
T

T − l a
′
)

: ψ(u) > a′
}

. (4.11)

For u ∈ P(ψ, a′, T/(T − l)a′), we have

a′ ≤ min
t∈[0,l]

u(t) = u(l) ≤ u(t) ≤ T

T − l a
′, (4.12)

for all t ∈ [0, l]. Then, in view of (ii), we know that

ψ(Au) = min
t∈[0,l]

Au(t) = Au(l) ≥ T − l
T

Au(0) =
T − l
T

B̃ =
T − l
T

·
∫T
0φ

−1
(∫s

0a(τ)f(τ, u(τ))∇τ − Ã
)
Δs −∑m−2

i=1 bi
∫ ξi
0 φ

−1
(∫s

0a(τ)f(τ, u(τ))∇τ − Ã
)
Δs

1 −∑m−2
i=1 bi

≥ T − l
T

∫T

0
φ−1
(∫s

0
a(τ)f(τ, u(τ))∇τ − Ã

)

Δs

=
T − l
T

∫T

0
φ−1

⎛

⎝
∫s

0
a(τ)f(τ, u(τ))∇τ +

∑m−2
i=1 ai

∫ ξi
0 a(τ)f(τ, u(τ))∇τ
1 −∑m−2

i=1 ai

⎞

⎠Δs

≥ T − l
T

∫T

0
φ−1
(∫s

0
a(τ)f(τ, u(τ))∇τ

)

Δs ≥ T − l
T

∫ l

0
φ−1
(∫ s

0
a(τ)f(τ, u(τ))∇τ

)

Δs

>
T − l
T

· a
′

M

∫ l

0
φ−1
(∫s

0
a(τ)∇τ

)

Δs = a′.

(4.13)

Finally, we assert that if u ∈ P(ψ, a′, c′) and ‖Au‖ > (T/(T − l))a′, then ψ(Au) > a′.
Suppose u ∈ P(ψ, a′, c′) and ‖Au‖ > (T/(T − l))a′, then

ψ(Au) = min
t∈[0,l]

Au(t) = Au(l) ≥ T − l
T

Au(0) =
T − l
T

‖Au‖ > a′. (4.14)

To sum up, the hypotheses of Lemma 2.10 are satisfied, hence (1.1) and (1.2) has at least three
positive solutions u1, u2, u3 such that

‖u1‖ < d′, a′ < min
t∈[0,l]

u2(t), ‖u3‖ > d′ with min
t∈[0,l]

u3(t) < a′. (4.15)

The proof is complete.
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5. Existence Theorems of 2n − 1 Positive Solutions

From Theorem 4.1, we see that, when assumptions like (i), (ii), and (iii) are imposed
appropriately on f , we can establish the existence of an arbitrary odd number of positive
solutions of (1.1) and (1.2).

Theorem 5.1. Suppose that there exist positive constants

0 < d′
1 < a

′
1 <

T

T − l a
′
1 < d

′
2 < a

′
2 <

T

T − l a
′
2 < d

′
3 < · · · < d′

n, n ∈N, (5.1)

such that the following conditions are satisfied:

(i) f(t, u) < φ(d′
i/N), (t, u) ∈ [0, T] × [0, d′

i];

(ii) f(t, u) ≥ φ(a′i/M), (t, u) ∈ [0, l] × [a′i, (T/(T − l))a′i].

Then (1.1) and (1.2) has at least 2n − 1 positive solutions.

Proof. When n = 1, it is immediate from condition (i) that A : Pd′
1
→ Pd′

1
⊂ Pd′

1
, which means

that A has at least one fixed point u1 ∈ Pd′
1
by the Schauder fixed point theorem. When n = 2,

it is clear that Theorem 4.1 holds (with c1 = d′
2). Then we can obtain at least three positive

solutions u1, u2, u3 satisfying

‖u1‖ < d′
1, a′1 < min

t∈[0,l]
u2(t), ‖u3‖ > d′

1 with min
t∈[0,l]

u3(t) < a′1. (5.2)

Following this way, we finish the proof by induction. The proof is complete.

6. Application

In the section, we will present a simple example of discrete case to explain our results.
Concerning the continuous case, differential equation, we refer to [8, 15, 24, 25].

Example 6.1. Let T = {(1/2)n : n ∈N}⋃{1}, T = 1. Consider the following BVP on time scales

(
φ
(
uΔ
))∇

+ f(t, u(t)) = 0, t ∈ (0, T),

φ
(
uΔ(0)

)
=

1
3
φ

(

uΔ
(
1
2

))

, u(T) =
1
4
u

(
1
2

)

,

(6.1)

where

φ(u) = u, f(t, u) = f(u) :=
4000u2

u2 + 5000
, (t, u) ∈ [0, 1] × [0,+∞). (6.2)
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It is easy to check that f : [0, 1] × [0,+∞) → [0,+∞) is continuous. In this case, a(t) ≡ 1, a1 =
1/3, b1 = 1/4, ξ1 = 1/2, m = 3, it follows from a direct calculation that

M =
T − l
T

∫ l

0
φ−1
(∫ s

0
a(τ)∇τ

)

Δs =
1
2

∫ l/2

0
sds =

1
16
,

N =
1

1 −∑m−2
i=1 bi

∫T

0
φ−1

⎛

⎝
∫ s

0
a(τ)∇τ +

∑m−2
i=1 ai

∫ ξi
0 a(τ)∇τ

1 −∑m−2
i=1 ai

⎞

⎠Δs

=
1

1 − 1/4

∫1

0

(

s +
(1/3) · (1/2)

1 − 1/3

)

ds = 1.

(6.3)

Clearly f is always increasing. If we take d′ = 1/5, a′ = 23, c′ = 5000, then

0 < d′ < a′ < 2a′ =
T

T − l a
′ < c′. (6.4)

Now we check that (i), (ii) and (iii) of Theorem 4.1 are satisfied. In view of f(1/5) =
4000/125025 = 0.0320, we get

f(t, u) = f(u) <
1
5N

=
1
5
= 0.2, u ∈ [0, d′], (6.5)

so that (i) of Theorem 4.1 is satisfied. To verify (ii), note that f(23) = 4000 · 232/(232 + 5000) ≈
382.7094, so that

f(u) ≥ 23
M

= 368, u ∈ [a′, 2a′]. (6.6)

Finally, as limu→∞f(u) = 4000,

f(u) ≤ 4000 <
c′

N
= 5000, u ∈ [0, c′], (6.7)

and (D2) of (iii) holds. Thus by Theorem 4.1, the boundary value problem (6.1) has at least
three positive solutions u1, u2, u3 such that

‖u1‖ < 1
5
, 23 < min

t∈[0,1/2]
u2(t), ‖u3‖ > 1

5
with min

t∈[0,1/2]
u3(t) < 23. (6.8)
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