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In this work, we consider some dynamical properties and specific contact bifurcations of two-dimensional maps having an inverse with vanishing denominator. We introduce new concepts and notions of focal points and prefocal curves which may cause and generate new dynamic phenomena. We put in evidence a link existing between basin bifurcation of a map with fractional inverse and the prefocal curve of this inverse.

## 1. Introduction

Specific class of maps, defined by $x^{\prime}=F(x, y), y^{\prime}=G(x, y)$, with at least one of the components $F$ or $G$ defined by a rational and fractional function, are evidenced in the literature (see the references therein), and have very interesting properties. Some peculiar dynamical properties have been evidenced and observed in iterated maps (or in the inverse) having a vanishing denominator or assuming the form $0 / 0$ in a point of $I R^{2}$. These past years have seen substantial progress on several questions concerning two-dimensional maps. There have been many books on dynamical systems to reflect the recent interest, but relatively few of the books to offer a large account of the area. In particular, there has been a sequence of texts which have gradually developed the subject of bifurcation theory, and have a variety of different strategies to cover the subject, but some areas remained fuzzy.

In this paper, we introduce and characterize new singularities following the notations $[2,3,4,5,6]$, called focal point and prefocal curve, and their role on the geometrical properties of a rational map is described.

A prefocal curve is defined in $[2,3,4,5,6]$ as a set of points for which at least one inverse exists, which focalizes the whole set into a single point, called focal point. A bifurcation of the unstable set of a saddle point (or a saddle cycle), at the contact with the set of points which vanish the denominator (called the set of nondefinition), gives rise to unbounded branches of the unstable set. This kind of bifurcation is specific to maps with denominator.

Another considerable property (for maps with inverse having a vanishing denominator) is a curve, on which the denominator vanishes, which can separate the plane in areas
characterized by different number of preimages, even though this curve is not a critical curve in the sense of Mira (see $[7,8]$ ).

The existence of a focal point of an inverse map may give rise to an attracting particular set, where the focal point has the same behavior of a node with an infinity of invariant curves.

Section 2 is devoted to definitions, properties, and the key role of focal points and prefocal curves. We describe and study the link existing between basin bifurcation of a map with fractional inverse and the prefocal curve of this inverse, and we explain this phenomenon in different terms, making use of Mira's concepts. In Section 3, we explain these concepts in one example: the Bogdanov map.

## 2. Definitions and generic properties

The few definitions and generic properties given here concern maps denoted by $(x, y) \rightarrow$ $\left(x^{\prime}, y^{\prime}\right)=T(x, y)$ of the form given by

$$
T:\left\{\begin{array}{l}
x^{\prime}=F(x, y)  \tag{2.1}\\
y^{\prime}=G(x, y)
\end{array}\right.
$$

where $x$ and $y$ are real variables and at least one of the components has the form of a rational function, that is,

$$
\begin{equation*}
F(x, y)=\frac{N_{1}(x, y)}{D_{1}(x, y)} \tag{2.2}
\end{equation*}
$$

and where

$$
\begin{equation*}
G(x, y)=\frac{N_{2}(x, y)}{D_{2}(x, y)} \tag{2.3}
\end{equation*}
$$

In order to simplify, it is assumed that only one of the components has a denominator which can vanish, example $G(x, y)=N(x, y) / D(x, y)$, Thus map (2.1) is written as

$$
T:\left\{\begin{array}{l}
x^{\prime}=F(x, y)  \tag{2.4}\\
y^{\prime}=\frac{N(x, y)}{D(x, y)}
\end{array}\right.
$$

where it is assumed that the functions $F(x, y), N(x, y)$, and $D(x, y)$ are defined in the entire plane $I R^{2}$. The set of nondefinition of $T$ is given by

$$
\begin{equation*}
\delta_{s}=\left\{(x, y) \in I R^{2} \mid D(x, y)=0\right\} . \tag{2.5}
\end{equation*}
$$

In the following, one will suppose that $\delta_{s}$ is a smooth curve in the plane. The twodimensional map obtained by successive iteration of $T$ will be well defined, if the initial conditions belong to $E$, given by:

$$
\begin{equation*}
E=I R^{2} \backslash \bigcup_{k=0}^{\infty} T^{-k}\left(\delta_{s}\right) \tag{2.6}
\end{equation*}
$$

In order to define concepts of focal point and prefocal curve, we consider a smooth arc $\gamma$ transverse to $\delta_{s}$ and we study the shape of its image under $T$, that is, $T(\gamma)$. We assume that $\gamma$ is deprived of its point of intersection with $\delta_{s}$.
Definition 2.1. Consider the map (2.1). A point $Q=\left(x_{0}, y_{0}\right)$ is a focal point if at least one component of $T$ takes the form $0 / 0$ in $Q$ and there exist smooth simple arcs $\gamma(\tau)$, with $\gamma(0)=Q$, such that $\lim _{\tau->0} T(\gamma(\tau))$ is finite. The set of all finite values, obtained in different arcs $\gamma(\tau)$ through $Q$, is called prefocal curve $\delta_{Q}$.

We can calculate prefocal curve and the focal point analytically by the following method provided that the inverse is known explicitly. We search for the set of $J_{0}^{\prime}$ for which $\operatorname{det}\left(D T^{-1}\right)$ vanishes, and we calculate the images, under $T^{-1}$, points of $J_{0}^{\prime}$. If $J_{0}^{\prime}$ contains a curve $\delta$ such that $T^{-1}(\delta)$ reduces itself to a point $Q$, thus $\delta$ is a prefocal curve for the map $T$, and $Q$ is then the associated focal point.

The proposition which follows shows that $\lim _{\tau \rightarrow>0} T(\gamma(\tau))$ depends only on the slope $m$ at the point $Q$ of the arc $\gamma(\tau)$ and not on $\gamma(\tau)$ itself. The demonstration is in [5].

Proposition 2.2. Let $T$ be a map of the form (2.4) and let $Q$ be a focal point whose corresponding prefocal curve is $\delta_{Q}$. Then,
(1) there exists a one-to-one correspondence between the slope $m$ of an arc $\gamma$ passing through $Q$, not tangent to $\delta_{s}$, and the point $\left(F(Q), y=\lim _{\tau->0} G(\gamma(\tau))\right)$ in which $T(\gamma)$ crosses $\delta_{\mathrm{Q}}$,
(2) this correspondence is defined by

$$
\begin{align*}
m \longrightarrow & (F(Q), y(m))=\left(F(Q), \frac{N_{x}^{\prime}+m N_{y}^{\prime}}{D_{x}^{\prime}+m D_{y}^{\prime}}\right)  \tag{2.7}\\
& (F(Q), y) \longrightarrow m(y)=\frac{D_{x}^{\prime} y-N_{x}^{\prime}}{N_{y}^{\prime}-D_{y}^{\prime} y} \tag{2.8}
\end{align*}
$$

where $N_{x}^{\prime}=\partial N / \partial x\left(x_{0}, y_{0}\right)$ and analogously for the other partial derivatives.
We need to locate geometrically the focal point in the plane. This concept is stated and proved in the following proposition and proof.

Proposition 2.3. Let $T=(F(x, y), G(x, y))$ be a polynomial map of $I R^{2}->I R^{2}$ and let $T^{-1}=(H(x, y), N(x, y) / D(x, y))$ be its inverse. If $T\left(\delta_{s}\right)$ crosses transversely $\delta_{s}$ in a point $Q=\left(x_{0}, y_{0}\right)$, where $\delta_{s}$ is the set of nondefinition of $T^{-1}$, then $Q$ is a focal point of $T^{-1}$.

Proof. We want to prove that if $Q \in \delta_{s} \cap T\left(\delta_{s}\right)$, then $Q$ is a focal point of $T^{-1}$. As $Q=$ $\left(x_{0}, y_{0}\right) \in T\left(\delta_{s}\right)$, there exists $\left(x_{-1}, y_{-1}\right) \in \delta_{s}$ such that $\left(x_{0}, y_{0}\right)=T\left(x_{-1}, y_{-1}\right)$.

Assume that in any neighborhood of $\left(x_{-1}, y_{-1}\right)$, the set of nondefinition $\delta_{s}$ can be represented by the parametric equations

$$
\delta_{s}=\left\{\begin{array}{l}
x(\tau)=x_{-1}+\xi_{1} \tau+\xi_{2} \tau^{2}+\cdots  \tag{2.9}\\
y(\tau)=y_{-1}+\eta_{1} \tau+\eta_{2} \tau^{2}+\cdots
\end{array}\right.
$$

In a neighborhood of $\left(x_{-1}, y_{-1}\right), T$ is expressed as

$$
T=\left\{\begin{array}{l}
x^{\prime}=F(x, y)=F\left(x_{-1}, y_{-1}\right)+F_{x}^{\prime}\left(x-x_{-1}\right)+F_{y}^{\prime}\left(y-y_{-1}\right)+O_{1}\left(x-x_{-1}, y-y_{-1}\right),  \tag{2.10}\\
y^{\prime}=G(x, y)=G\left(x_{-1}, y_{-1}\right)+G_{x}^{\prime}\left(x-x_{-1}\right)+G_{y}^{\prime}\left(y-y_{-1}\right)+O_{2}\left(x-x_{-1}, y-y_{-1}\right),
\end{array}\right.
$$

where $O_{1}$ and $O_{2}$ are terms of the second order, these relations are obtained by considering series expansion of the two functions.

Therefore, in the neighborhood of $\left(x_{-1}, y_{-1}\right)$ and as $\left(x_{0}, y_{0}\right)=T\left(x_{-1}, y_{-1}\right)=\left(F\left(x_{-1}\right.\right.$, $\left.\left.y_{-1}\right), G\left(x_{-1}, y_{-1}\right)\right)$,

$$
T\left(\delta_{s}\right)=\left\{\begin{array}{l}
x^{\prime}(\tau)=x_{0}+\left(F_{x}^{\prime} \xi_{1}+F_{y}^{\prime} \eta_{1}\right) \tau+O_{1}(\tau),  \tag{2.11}\\
y^{\prime}(\tau)=y_{0}+\left(G_{x}^{\prime} \xi_{1}+G_{y}^{\prime} \eta_{1}\right) \tau+O_{2}(\tau) .
\end{array}\right.
$$

The Taylor expansions of the polynomial functions $N(x, y)$ and $D(x, y)$, at the point $Q=\left(x_{0}, y_{0}\right)$, are written as

$$
\begin{align*}
& N(x, y)=N\left(x_{0}, y_{0}\right)+N_{x}^{\prime}\left(x-x_{0}\right)+N_{y}^{\prime}\left(y-y_{0}\right)+O_{3}\left(x-x_{0}, y-y_{0}\right),  \tag{2.12}\\
& D(x, y)=D\left(x_{0}, y_{0}\right)+D_{x}^{\prime}\left(x-x_{0}\right)+D_{y}^{\prime}\left(y-y_{0}\right)+O_{4}\left(x-x_{0}, y-y_{0}\right),
\end{align*}
$$

where $O_{3}$ and $O_{4}$ are higher-order terms and $D\left(x_{0}, y_{0}\right)=0$ by hypothesis.
In the neighborhood of $\left(x_{0}, y_{0}\right)$ and along $T\left(\delta_{s}\right)$, we set

$$
\begin{equation*}
T^{-1}(T(x(\tau), y(\tau)))=(x(\tau), y(\tau)), \tag{2.13}
\end{equation*}
$$

and then

$$
\begin{equation*}
T(x(\tau), y(\tau)) \neq T(x(0), y(0))=T\left(x_{-1}, y_{-1}\right)=\left(x_{0}, y_{0}\right) \in \delta_{s}, \tag{2.14}
\end{equation*}
$$

which implies that

$$
\begin{align*}
\lim _{\tau \rightarrow 0} T^{-1}\left(x^{\prime}(\tau), y^{\prime}(\tau)\right) & =\lim _{\tau \rightarrow 0} T^{-1}(T(x(\tau), y(\tau)))=\lim _{\tau \rightarrow 0}(x(\tau), y(\tau))  \tag{2.15}\\
& =(x(0), y(0))=\left(x_{-1}, y_{-1}\right) .
\end{align*}
$$

From relations (2.11), (2.12), (2.13), it results that

$$
\begin{align*}
\lim _{\tau \rightarrow 0} & \frac{N\left(x^{\prime}(\tau), y^{\prime}(\tau)\right)}{D\left(x^{\prime}(\tau), y^{\prime}(\tau)\right)} \\
& =\lim _{\tau \rightarrow 0} \frac{N\left(x_{0}, y_{0}\right)+N_{x}^{\prime}\left(\left(F_{x}^{\prime} \xi_{1}+F_{y}^{\prime} \eta_{1}\right) \tau\right)+N_{y}^{\prime}\left(\left(G_{x}^{\prime} \xi_{1}+G_{y}^{\prime} \eta_{1}\right) \tau\right)+O_{5}(\tau)}{D_{x}^{\prime}\left(\left(F_{x}^{\prime} \xi_{1}+F_{y}^{\prime} \eta_{1}\right) \tau\right)+D_{y}^{\prime}\left(\left(G_{x}^{\prime} \xi_{1}+G_{y}^{\prime} \eta_{1}\right) \tau\right)+O_{6}(\tau)}  \tag{2.16}\\
& =y_{-1},
\end{align*}
$$

where $O_{5}$ and $O_{6}$ are higher-order terms.
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Figure 3.1. Image of a smooth curve $\gamma$ when there is a contact between this last and the set of nondefinition $\delta_{s}$.

As $y_{-1}$ is finite, then necessarily $N\left(x_{0}, y_{0}\right)=0$, so the limit (2.16) is equal to

$$
\begin{equation*}
\lim _{\tau \rightarrow 0} \frac{N\left(x^{\prime}(\tau), y^{\prime}(\tau)\right)}{D\left(x^{\prime}(\tau), y^{\prime}(\tau)\right)}=\frac{N_{x}^{\prime}\left(F_{x}^{\prime} \xi_{1}+F_{y}^{\prime} \eta_{1}\right)+N_{y}^{\prime}\left(G_{x}^{\prime} \xi_{1}+G_{y}^{\prime} \eta_{1}\right)}{D_{x}^{\prime}\left(F_{x}^{\prime} \xi_{1}+F_{y}^{\prime} \eta_{1}\right)+D_{y}^{\prime}\left(G_{x}^{\prime} \xi_{1}+G_{y}^{\prime} \eta_{1}\right)}=y_{-1} \tag{2.17}
\end{equation*}
$$

It is plain that this limit is finite, since the slope of $\delta_{s}$ in $Q$, which is equal to $-D_{x}^{\prime} / D_{y}^{\prime}$, is different from $T\left(\delta_{s}\right)$ in $Q$, and equal to $\left(G_{x}^{\prime} \xi_{1}+G_{y}^{\prime} \eta_{1}\right) /\left(F_{x}^{\prime} \xi_{1}+F_{y}^{\prime} \eta_{1}\right)$, since we suppose that $T\left(\delta_{s}\right)$ is transverse to $\delta_{s}$ at $Q$.

We have $N(x, y) / D(x, y)$ which takes the form $0 / 0$ in $Q$ and the limit (2.15) is finite, then $Q$ is a focal point focal of $T^{-1}$.

Corollary 2.4. Let $Q$ be a focal point of $T^{-1}$, if $\gamma(\tau)=T\left(\delta_{s}\right)$ and $\gamma(0)=Q$, then $\lim _{\tau->0} T^{-1}(\gamma(\tau))$ belongs to $\delta_{s} \cap \delta_{Q}$.

We are rather far from a complete and systematic knowledge of the effects of these new concepts. Then we are illustrating our results by a collection of figures.

## 3. Geometric properties of focal points and prefocal curves

In this section, we study how a contact between a segment of the curve $\gamma$ and the set $\delta_{s}$ causes a qualitative noticeable change in the shape of the image $T(\gamma)$, and how a contact of $\gamma$ with a prefocal curve $\delta_{Q}$ causes an important qualitative change in the shape of the preimage $T_{j}^{-1}(\gamma)$.

Consider a segment of the curve $\gamma$ entirely contained in an area where the denominator of the map $T$ does not vanish, and such a map is continuous in every point of $\gamma$. Since $\gamma$ is a compact subset of $I R^{2}$, its image $T(\gamma)$ is also compact. Now imagine that $\gamma$ displaces itself toward $\delta_{s}$, till it becomes tangent at a point $A_{0}=\left(x_{0}, y_{0}\right)$ which is not a focal point. At the contact, $T(\gamma)$ is not more compact and becomes the union of two unbounded branches asymptotic to the line $\sigma$ of equation $x=F\left(x_{0}, y_{0}\right)$ (see Figure 3.1).

Indeed, $T(\gamma)=T\left(\gamma_{a}\right) \cup T\left(\gamma_{b}\right)$, where $\gamma_{a}$ and $\gamma_{b}$ are two parts of $\gamma$ separated from the point $A_{0}=\gamma \cap \delta_{s}$. At the point $A_{0}$, the map $T$ is not defined and the limit of $T(x, y)$ as $(x, y)->A_{0}$ along $\gamma_{a}$ and $\gamma_{b}$ is equal to $\lim _{(x, y)->A_{0}} T(x, y)=\left(F\left(x_{0}, y_{0}\right), \infty\right)$.

In such a situation, any image of $\gamma$ of rank $k>1$, given by $T^{k}(\gamma)$, contains two unbounded disjoint branches asymptotic to the image $T^{k}(\sigma)$ of the line $\sigma$ of rank $k$.


Figure 3.2. Image under $T^{-1}$ of a smooth curve $\omega$ after crossing through $\delta_{Q}$.

The qualitative change of $T(\gamma)$, due to the contact of $\gamma$ and $\delta_{s}$, as described above, can represent an important contact bifurcation of a rational map $T$ when $\gamma$ is, for example, the local unstable manifold $W^{u}$ of a saddle point or a saddle cycle. In fact, the appearance of an unbounded branch of $W^{u}$, due to the contact with $\delta_{s}$, gives birth to homoclinic points, due to new transversal intersections between unstable and stable sets $W^{s}$ and $W^{u}$, of a same saddle point (or cycle), and which do not come from a tangential contact between $W^{s}$ and $W^{u}$. This implies that, in map with denominator, homoclinic points can be born without causing the occurrence of homoclinic tangency between $W^{s}$ and $W^{u}$, due to a sudden apparition of unbounded branches of $W^{u}$ when it crosses $\delta_{s}$.

Show now the action and the role played by the inverse map on a segment of a smooth curve $\omega$ which tends through a prefocal curve $\delta_{Q}$ until crossing it. It assumes that $\delta_{Q}$ belongs to the line of equation $x=F(Q)$, and that the correspondence defined by (2.7) and (2.8) is verified.

As $\omega$ tends to $\delta_{Q}$, its preimage $\omega_{-1}=T^{-1}(\omega)$ tends through the focal point $Q$. When $\omega$ becomes tangent to $\delta_{Q}$ at a point $C=\left(F(Q), y_{c}\right)$, thus $\omega_{-1}$ is a cuspidal point in $Q$ (Figures 3.2(a) and 3.2(b)). The slope of the common tangent to the two arcs which join each other in $Q$ is given by (2.8).

If the segment of the curve $\omega$ crosses $\delta_{Q}$ in two points $\left(F(Q), y_{1}\right)$ and $\left(F(Q), y_{2}\right)$, thus $\omega_{-1}$ forms a loop of double point to focal point $Q$ (see Figure 3.2). Indeed the images under $T^{-1}$ of the two portions of $\omega$, which cross $\delta_{Q}$, are two arcs of $\omega_{-1}$ passing through $Q$, and the tangents to these two arcs in a focal point have different slopes, $m\left(y_{1}\right)$ and $m\left(y_{2}\right)$, clarified by formula (2.8).

The following proposition shows the link between the structure of the basin of attraction of an attractor of $T$ and the fact that a prefocal curve being inside or outside the basin.

Proposition 3.1. Let $T$ be a two-dimensional invertible map whose inverse $T^{-1}$ is with denominator. Let $D_{0}$ be the immediate basin of an attractor $A$ of $T$ and $\delta_{Q}$ a prefocal curve of $T^{-1}$ associated with the focal point $Q$. Suppose that $\delta_{s} \cap D_{0} \neq \varnothing$, where $\delta_{s}$ is the set of nondefinition of $T^{-1}$. The basin $D$ of $A$ is connected if and only if $Q$ belongs to $D$.

Demonstration. First, we have the following implications:
(i) $\delta_{s} \cap D_{0} \neq \varnothing \Rightarrow T\left(\delta_{s}\right) \cap D_{0} \neq \varnothing$,
(ii) $Q \in D_{0} \Leftrightarrow T^{-1}\{Q\}=\delta_{Q} \subset T^{-1}\left(D_{0}\right)$,
(iii) $Q \notin D_{0} \Leftrightarrow \delta_{Q} \cap T^{-1}\left(D_{0}\right)=\varnothing$.

We denote by $D_{0}^{+}$and $D_{0}^{-}$the parts of $D_{0}$ situated, respectively, above and below of $\delta_{s}$. Since $T$ is invertible and $T^{-1}\left(\delta_{s}\right)$ is the set of points at infinity of $T^{-1}$ plus $\delta_{Q}$, then $T^{-1}\left(D_{0}^{+}\right)$and $T^{-1}\left(D_{0}^{-}\right)$are on all sides of $\delta_{Q}$.
(1) We show that if $D$ is connected, then $Q$ belongs to $D$.

Suppose the contrary, this means that $Q \notin D$, which implies that $Q \notin D_{0}$, and thus $\delta_{\mathrm{Q}}$ does not intersect $T^{-1}\left(D_{0}\right)=T^{-1}\left(D_{0}^{+} \cup D_{0}^{-}\right)=T^{-1}\left(D_{0}^{+}\right) \cup T^{-1}\left(D_{0}^{-}\right)$. Since it has been shown that $T^{-1}\left(D_{0}^{+}\right)$and $T^{-1}\left(D_{0}^{-}\right)$are on both sides of $\delta_{\mathrm{Q}}$, it follows that $T^{-1}\left(D_{0}\right)$ is not connected, and then $D$ is not connected. This is a contradiction, $D$ is thus connected, and therefore $Q \in D$.
(2) To prove that if $Q$ belongs to $D$, then $D$ is connected. We suppose that $Q \in D_{0}$, which implies that $T^{-1}\{Q\}=\delta_{Q} \subset T^{-1}\left(D_{0}\right)=T^{-1}\left(D_{0}^{+}\right) \cup T^{-1}\left(D_{0}^{-}\right)$. Hence $T^{-1}\left(D_{0}^{+}\right)$and $T^{-1}\left(D_{0}^{-}\right)$are on either side of $\delta_{Q}$, therefore, so that $T^{-1}\left(D_{0}\right)$ can contain $\delta_{Q}$, it is necessary that $T^{-1}\left(D_{0}^{+}\right)$and $T^{-1}\left(D_{0}^{-}\right)$merge, this means that $T^{-1}\left(D_{0}^{+}\right) \cap T^{-1}\left(D_{0}^{-}\right)=\delta_{\mathrm{Q}}$, it follows that $T^{-1}\left(D_{0}\right)$ is connected, and then $D$ is connected.

## 4. Application to Bogdanov map

The Bogdanov map is defined in the whole plane $I R^{2}$ by the following equations [1]:

$$
T(x, y)=\left\{\begin{array}{l}
x^{\prime}=x+y+a y+b x(x-1)+c x y  \tag{4.1}\\
y^{\prime}=y+a y+b x(x-1)+c x y
\end{array}\right.
$$

where $a, b, c$ are real parameters. Bogdanov map is invertible, with one of the components of the inverse $T^{-1}$ having a vanishing denominator. The inverse $T^{-1}$ is given by

$$
T^{-1}\left(x^{\prime}, y^{\prime}\right)=\left\{\begin{array}{l}
x=x^{\prime}-y^{\prime}  \tag{4.2}\\
y=\frac{y^{\prime}-b\left(x^{\prime}-y^{\prime}\right)\left(x^{\prime}-y^{\prime}-1\right)}{1+a+c\left(x^{\prime}-y^{\prime}\right)}
\end{array}\right.
$$

The set of nondefinition $\delta_{s}$ of $T^{-1}$ is as follows:

$$
\begin{equation*}
y=x+\frac{1+a}{c} \tag{4.3}
\end{equation*}
$$



Figure 4.1. The attractor is the closed curve, its basin is colored clear gray.

The Jacobian matrix of $T$ is equal to

$$
D T(x, y)=\left[\begin{array}{cc}
1+2 b x-b+c y & 1+a+c x  \tag{4.4}\\
2 b x-b+c y & 1+a+c x
\end{array}\right] .
$$

The Jacobian is

$$
\begin{equation*}
\operatorname{det} D T(x, y)=1+a+c x \tag{4.5}
\end{equation*}
$$

which vanishes on the curve of equation given by $x=(-1-a) / c$. The image of this curve is reduced to a point

$$
\begin{equation*}
\left(\frac{-1-a}{c}+b\left(\frac{-1-a}{c}\right)\left(\frac{-1-a}{c}-1\right), b\left(\frac{-1-a}{c}\right)\left(\frac{-1-a}{c}-1\right)\right) . \tag{4.6}
\end{equation*}
$$

Consequently, this point is a focal point of $T^{-1}$ and the curve of equation $x=(-1-a) / c$ is the associated prefocal curve.
(I) One Fixes $b=0.3$ and $c=-1.7$ and one varies the parameter $a$.
(1) For $a=0.12$ (see Figure 4.1), the map $T$ has an attractor, which is a closed invariant curve resulting from a Neimark-Hopf bifurcation. The focal point of $T^{-1}$ is the intersection point of $\delta_{s}$ and $T\left(\delta_{s}\right)$, and inside the basin of attraction of the invariant closed curve. Hence, the corresponding prefocal curve and its images under $T^{-1}$ are inside the basin of attraction. That's which gives an unbounded basin with a boundary asymptotic to the prefocal curve and its images under $T^{-1}$. We remark that the attractor does not touch


Figure 4.2. Enlargement of a portion of Figure 4.1.


Figure 4.3. Creation of cusp points on the attractor, contact the cusp and the focal point.
the prefocal curve and then the focal point. An enlargement of a portion of the attractor, close to the prefocal curve, is illustrated by Figure 4.2.
(2) We fix $a=0.132$, and the attractor comes closer to the focal point, a part situated inside the same area as the one represented in Figure 4.2, and visible in Figure 4.3.


Figure 4.4. Formation of a loop after the crossing of the focal point.


Figure 4.5. Contact between the focal point (and its images) and the attractor which becomes chaotic.
(3) For $a=0.133$, the attractor degenerates. It is a bifurcation value for which the focal point becomes a point cusp of the attractor before it degenerates. While increasing the value of the parameter $a$, loops on the attractor replace cusp points. The double points of these loops are confounded with the focal point and its images (Figures 4.4 and 4.5).
(II) We pose $a=-0.4, b=-0.3$, and we vary $c$.
(1) For $c=-0.1999$, the map $T$ has a saddle point of coordinates $(0,0)$, whose invariant stable manifold delimits the frontier of the basin of attraction of a stable focus of


Figure 4.6. Basin nonconnected and iterates of focal point outside the basin.


Figure 4.7. Iterates of focal point on the boundary of the basin.
coordinates $(1,0)$. We can see in Figure 4.6 that this basin of attraction is nonconnected and that the iterates, under $T$, of focal point $Q$ of $T^{-1}$, are outside the basin, which implies that $Q$ is outside the basin.
(2) For $c=-0.2000$, the focal point and its iterates by $T$ are on the border of the attraction basin of the stable focus and converge to the saddle (Figure 4.7). The basin of attraction is not connected, but its adherence is connected.


Figure 4.8. Basin connected and iterates of focal point inside the basin.
(3) For $c=-0.2001$, we can see in Figure 4.8 that the basin of attraction of the stable focus is connected and that iterates, under $T$, of focal point $Q$ of $T^{-1}$ are inside the basin, which implies that $Q$ is inside the basin.

Of these last three values of $c$, we conclude that $c=-0.2000$ is a basin bifurcation value, passing from nonconnected to connected and inversely, depending on whether the focal point is outside or inside the basin. It illustrates Proposition 3.1.

Whatever be the map with denominator, a contact of a attractor with a prefocal curve gives rise to a new type of bifurcation that causes the creation of cusp points and loops along the attractor which may give rise to a particular fractalization of this one.
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