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1. Introduction

Consider the following set of difference equations:

yn+1l) =a+(1-Pym) - D wi(y(n+1)xn+1), n>0,
i=1

(1.1)
xi(n+1)=1-a)x1(n) + P (y(n))xr(n), 1<L<m,

xi(n+1) = (1-a)xi(n) + ¢i(y(n))xi.1(n), i=2,3,...,m,

where ¢;(x),$i(x) € CO(R), 1 < i < m. Moreover ¢;, 1 < i < m, and at least one of the
@ (1 <j <L) is strictly monotone increasing functions and

ypi(y) >0, VyeR, i=1,...,m. (1.2)
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This difference system contains a very large class of population dynamics models in the
presence of an infection involving typically at least two populations: susceptible individuals
and infective ones. The former is represented in (1.1) by the sequence y, while the latter is
represented by one of the sequences x;; we name it x; where I is an integer between 1 and L.

The paper is organized as follows. In the next section we report various examples
of continuous models which can be discretized by (1.1). The correspondence among the
sequences appearing in (1.1) and the dependent variables of the continuous problem is
indicated for each example. In Section 3 we prove some basic properties of the solution of
the proposed scheme such as positivity and boundedness, which makes it meaningful in the
applications. Our main result is proved in Section 4 where the question of the asymptotic
behavior of the solution is investigated. We prove a necessary and sufficient condition for
the vanishing of the sequences {x;(n)} and we derive the expression of the basic reproduction
number, a threshold parameter which allows to predict whether the infection develops or
not. Such a parameter permit to check that, in all the examples quoted in Section 2, the
asymptotic behavior of the discrete and continuous problem coincides; therefore, our discrete
system incorporates the dynamical characteristics (such as positivity and steady states) of the
continuous-time models.

2. Continuous Models

In this section we report different classes of continuous models which can be discretized by
means of (1.1). In order to avoid the introduction of many different symbols and for the sake
of brevity we do not always use the symbolism found in the literature and we indicate the
specific references for the explanation of their meaning.

Example 2.1 (see [1]). This continuous model represents the spread of HIV-1 infection inside
the human organism. Here S(t) represents the number of susceptible cells which are present
at time f in a unit of plasma. The process of infection of a cell is divided into several sequential
stages; therefore, T(t) is the number of infected cells at time ¢ at stage j. The variable V (t) is
the number of viruses at time ¢. The meaning of the rest of symbols can be found in [1]

S'(t)=a-bS(t) - cSH)V(t),
I (t) = cS(HV(F) - kL (),
Ii(t) = k(Iioi(t) - I;i(t), j=2,...,5

V/(t) = pIs(t) ~ gV (1),

2.1)

Rewrite (1.1) at a general time step t the length of which is h and put

m=6; I=L=6 ¢(y)=0, i=1,..,5

po(y) =1(y) =vy;  ¢i(y)=kh, i=2,...,5  ¢e(y) =ph; (2.2)
a;=kh, i=1,...,5 as = qh; a = ah; p =Dbh; y = ch.
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We obtain

y(t+h)—y(t) = ah - bhy(t) — chy(t + h)xe(t + h),
x1(t+h) — x(t) = =khx1(t) + chy (t)x(t),
xi(t + h) — x(t) = —khx;(t) + khx;-1(t), i=2,...,5, 23
Xe(t + h) — x(t) = —ghxs(t) + phxs(t).
This can be easily seen (see, e.g., [2]) to be the discrete analogue of (2.1) by dividing each
equation by h.

In conclusion, by assuming k = 1, we have that (1.1) is the discrete counterpart of (2.1)
provided that

m=6; I=L=6; $1(y) =cy; pi(y)=k, i=2,...,5 P (y) =p;

a=k, i=1,...,5 as =q, a=aq ﬁ:b

(2.4)

Theroleof y,x;, i =1,...,6is related to that of the variable of (2.1) according to the following
scheme: y < S, x1 < Iy,...,x5 < I5, xg < V.

Observe that y(n) and x¢(n) play the role of S(t) and V (¢), respectively, and therefore
they correspond to the susceptible and infective populations as we mentioned in the
introduction.

Example 2.2 (see [3]). This represents the spread of HTLV-I infection in a human organism
we refer to [3] for the meaning of the symbols

T'(t) = a—-bT(t) - cTA()T(),
Ty(t) = cTa(D)T(t) - dpTi(), (2.5)
T, (t) = gTp(t) — daTa(t).

As in Example 2.1 we can see that (1.1) is the discrete counterpart of (2.5) provided that
m=21=L=2¢1(y) =0, p1(y) =¢2(y) =cy; p2(y) =g a1 =dp, a2 =da;a=a; f = b.
The correspondence between the variables of (1.1) and (2.5) is summarized by y < T, x1 <
TB,' Xy TA.

Let us note that this model is mathematically equivalent to the classical SIR model [4,
model (2.5)].

Example 2.3 (see [5]). This represents the spread of HIV-I infection in a human organism

T'(t) = a-bT () - cVi(HT(t),
Vi(t) = @iT*(t) = diVi(t),
(2.6)
T(t) = cVi()T(t) - daT"(t),

Vi (t) = &T*(t) = di Vi (t).
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Here we have m = 3; 1 = 1; L = 2; ¢1(y) = gi; 92(y) = ¢1(y) = cy; ¢3(y) = &5 ¢2(y) =
¢p3(y) =0, a1=dy, ax=do;as=dy;a=a;, p=b.y =T, x1 <V x2 T x3 - V.

It is worth to note that all the continuous models just proposed can be discretized
by means of the discrete model proposed in [6]. The following example shows instead a
continuous model that has not this property but can be discretized by means of (1.1).

Example 2.4 (see [5]). This represents the spread of HIV-I infection in a human organism, too

T'(t) = A — dT(t) - (1 - e)kV()T() - qT* ()T (H),
T*(t) = (1 - e)kV ()T () - 5T*(t), (2.7)
V'(t) = Np6T* (t) - cV (b).

This continuous model cannot be discretized by means of the discrete model proposed in
[6] because of the presence of the two nonlinear terms (kV (t)T(t) and gT*(t)T(t)) in the first
equation. Instead, that can be done by means of (1.1) and wehavem =2, I =1, L =2; a =

La=6a=cp=deypy) =qy;¢py) =hy) =A-eky;, ¢2(y) = Nra, T < y; T* <

X1, Ve X7.

3. Basic Properties

Since functions y and x; (i = 1,2,...,m) represent populations, at first, we can prove in the
following two theorems their positivity and boundedness by using very natural hypotheses.

Theorem 3.1. Assume that
(i) a>0;
(ii)) p<1;
(i) a;<1,i=1,...,m;
(iv) ¢i(y) is not decreasing and ¢;(0) >0,i=1,...,m;
(V) y(pl(y) > Or V]/ € R/ i= 1/-~rm;
(vi) 3s.t. 1 <1< L and gy is strictly increasing.
Then y(n) >0, x;(n) >0,n>0,i=1,...,m.

Proof. From (iii), (iv) and the positivity of x;(0) we have x;(1) > 0,i =1,...,m. Now assume
y(1) <0. (3.1)

From (v), (vi), we get >\, ¢si((1))xi(1) < 0 and from (i), (ii) and the first of (1.1) we obtain
y(1) > 0 which contradicts (3.1). The rest of the theorem can be proved in the same way (by
induction). O
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Theorem 3.2. Assume that
(i) a>0;
(ii)0<p<1;
(iii)0<a;<1,i=1,...,m;
(iv) ¢i(y) is not decreasing and ¢;(0) 20,i=1,...,m;
)

V) yyi(y) 20, Yy eR, i=1,...,m;

(vi) 3is.t. 1 <1< Land g is strictly increasing;
(vii) Jis.t.1<i< Land

(3.2)

{¢1(y)5qw(y),y20 ifi=1,
dg>0: .
$:(y) <q9i4(y), ¥y >0 if2<i<L.

Then, the sequences {y(n)}, {xi(n)}, i=1,...,m are bounded.

Proof. In order to prove this theorem it is convenient to represent (1.1) in the form of the
following system of Volterra difference equations (see, e.g., [7, 8]):

yns )= 51 (=)™ + (1-)"y0) - 21(1 -p)" : g (y () xi(D),
xi(n+1) = (1-a1)" " x(0) + g(l - al)"_l(i)l (y())xr(l), 1<L<m, (3.3)
xin+1) = (1-a)"x;(0) + g(l —a)" iy (D)) xia(l), i=2,...,m.

Since the hypotheses of the previous theorem hold, positivity of the sequences {y(1)}, {xi(n))

is assured. From the first of (3.3) we obtain

24

[24 n n
y(n+1) < 5 [1 ~-(1-p) ”] +(1-p)""y(0) < max{ ﬁ,y(O)} = ym (3.4)
and so the boundedness of y. From the first of (1.1) and (3.4) we also obtain forall j =1,...,m

g (yD)x; (D) < D, ¢ (yD)xi(D),
i=1

35
=a+(1-Byl-1)-y() .

<a+(1-P)ym.

Assume that there exists g > 0 such that

¢1(v) <qp(y), y=0. (3.6)
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From the second of (3.3), (ii), (iii) and (3.5) we have

xi(n+1) = (1 -a)" " x(0) + i(l —a)" ¢y (y()xc(l)
1=0

< (1= @)™ (0) + 3301 - a)™ g (y()x1 (1)
1=0

a+(1-p)ym

<x1(0) +q o

= X1,M-

Let us consider the third of (3.3) for i = 2. From the boundedness of x; and (iv) we
have

x2(n+1) <x2(0) + x1,m¢P2 (yM)Z(l — )"
1=0

3.8
<x(0) + —xl’Mq:z(yM) 58

= X2,M-
The boundedness of the remaining sequences can be proved in the same way.

If (3.6) does not hold then, from (i) and (vii), there exists g > 0 and isuchthat2<i<m
and

¢:(y) <qyi,(y), y=0. (3.9)

Thus, by the third of (3.3), (ii), (iii), and (3.5), the boundedness of x; (and then the x;
sequences, j > i ) can be proved with the same argumentation used before for x; and x;.
Since by 1 < i< L, x; is bounded, we obtain the boundedness of the remaining sequences
xj, 1<j<i. O

In order to simplify the theorems’ proofs of the remaining section, let us set

X, = x; = liminfx; (n), X = Xt lim sup xz (n) (3.10)
n—oo n— o

and introduce the following basic lemma.
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Lemma 3.3. Let one assume that hypotheses of Theorem 3.2 hold. Then

Proof. From (1.1) and Theorems 3.1 and 3.2, we easily have that
y2za+(1-Py- D wi([®)%
i=1

and then

a- 37 ¢i(y)xi
y2 5 .
In the same way it can be proved that
. a- erzl @i <y>£i a
y< — < .
p p
Also, we easily have that
¢l y i n
l<1_> El—l S Ei S _i S (‘b [Ey) yl—ll l = 1/2/

IN

IR

.., m,

(3.11)

(3.12)

(3.13)

(3.14)

(3.15)
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and we have that

(3.16)

IN
N
I ~

S
Q [~
=<
N—"
N
-
Q
= Q\I
N—
=
L
IN
IN
YR
g
Sy
Q |~
=l
N
N
(-\
I
f -
sy
\Q —~
<
N
\_/
=l

[
YIRS
-
>
Q| ~
=<
N—"
~_

&l

—_

A

A

=

and then

% < <IL“[¢"§?) >z~, 1<i<L. (3.17)

Similarly, we have that

x> 1‘[ = |x 1<i<L. (3.18)
j=1 ]
The remaining parts are obtained similarly. O

Note that if there exists an integer i € {1,2,...,m} such that x, > 0, then by the last
inequalities of (3.11) in Lemma 3.3, we have that

(3.19)

4. Asymptotic Properties
We assume that hypotheses of Theorem 3.2 hold and

(viii) P(A) = ]_[le(dy (1)/aj) is a strictly increasing positive continuous function of A on
(0,+00) and 0 < P(0) < 1,

and put

Ry = P(%) (4.1)

We have the following theorems.
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Theorem 4.1. Let one assume that hypotheses of Theorem 3.2 and (viii) hold. Then Ry < 1 if and only
if the desease free equilibrium point Eq = (a/,0, ...,0) is global asymptotically stable. In this case

lim y(n) = % lim x(n) =0, i=12...,m. (4.2)

n—oo
Proof. Sufficient condition ("=") is proved by Lemmas 4.4 and 4.5. Necessary condition
("&") is proved by Lemma 4.7. O
Theorem 4.2. Let one assume that hypotheses of Theorem 3.2 and (viii) hold. Then Ry > 1 if and
only if

, x;>0, 1<i<m. (4.3)

1

<
A
IR

In this case, it holds that for \* defined in Lemma 4.6,

a—pr*

XS o ] <X, i=12..,m  (44)
25 (W) TTjzia (¢j(1*)/a))

y <A<y,

Proof. By Theorem 4.1 and (3.11) in Lemma 3.3, we obtain (4.3). Moreover, by Lemma 4.6 and
(3.19), we have y < A* <y and by (3.11), we have (4.4). O

Theorem 4.3. Let one assume that hypotheses of Theorem 3.2 and (viii) hold and let one suppose that
there exists a globally asymptotically stable endemic equilibrium point (y*, x3,...,xy,), then Ry > 1
if and only if there exists a unique solution 0 < A = \* < a/f such that P(\) = 1, and

a
=A< o,
YT
* . | (4.5)
x; < — ; , 1i=1,2,...,m.
205 (V) Tz (¢i(A*)/aj)
Proof. By Lemmas 4.5 and 3.3, we obtain the thesis. O

For the proofs of Theorems 4.1-4.3, we need the following lemmas.

Lemma 4.4. Let one assume that hypotheses of Theorem 3.2 and (viii) hold. Then, if Ry < 1, then

n—oo

lim y(n) = % lim xi(n) =0, i=12,...,m. (4.6)

If Ry =1, then

(4.7)

<
Il
=R
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Proof. If P(y) = ]_[]-L:1(¢j (y)/a;) <1, then by (3.17) and Lemma 3.3, we have that x; = x; =
0, 1<i<mandy =Yy = a/p which implies (4.6). Therefore, if Ry < 1, then P(y) < P(a/p) =
Ry < 1 and hence, (4.6) holds.

If Rop = 1, then ¥ = a/p, because if ¥ < a/pf then by the fact that P() is a strictly
increasing positive function of 1 on (0, +o0), we have that P(y) < P(a/p) = Ry = 1 and by the
above discussion, we obtain (4.6), which is a contradiction. O

Lemma 4.5. Let one assume that hypotheses of Theorem 3.2 and (viii) hold. Then Ry = 1 implies
(4.6).

Proof. First let us assume

a
y(0) < —. (4.8)
p
From Lemma4.4 we have ¥ = a/f, so there exists a sequence {ni}y.; such that
limy o y(nk) = y. Let us define the two sets:
Eg = {mk:y(mi — 1) > y(ny)}, w9)
Ey = {ny: y(nk - 1) < y(ni)}.
Let us consider two cases with respect to the cardinality of the set E;.
Case 1 (Egt = oo). Let us consider the subsequence {ny,};Z; corresponding to indexes

belonging to Eg;.
In this case we easily see (from Lemma 3.3 y < a/f) that lim;_, .y (nk, - 1) = y. From
the first of (1.1) computed in nk, j=1,2,... we have

y(nk].> =a+(1 —ﬁ)y(nkj - 1) - i (pi<y<nkj>>xi<nkj>, (4.10)

i=1

and as j goes to infinity:
> () lim xi(my, ) = 0. (4.11)
i=1 Jzee

We know that there exists 1 such that ¢ is strictly increasing, so from positivity of ¢;(y), we
obtain:

Jim x, <nk/.> =0. (4.12)
Case 2 (Eg¢ < o). In this case we have |Ey| = oo. Let us consider the subsequence

corresponding to indexes belonging to Ej;, name it { Tk, }]3‘21 again, so we have

y(mg) ~y(m,-1) 20 VkeN. (4.13)
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From the first of (1.1) we have

m

By (i) =a+ (1= By (mq-1) = (1= By () = > 0 (v (i, ) )i (i) (4.14)

i=1

and then
y("h) - e [y<nkj> - y(nkj _[15>] = (Pi<y<nkj>>xi<nkj> < %- (4.15)
As j goes to infinity, we obtain
G pln) v ] S .

j—oe p p

and then

i (1= fu(m) oo 1)) 3 4,,.<y(nk/.))x,.<nk]_)> 0 aw

i=1

This leads (from (4.13) and positivity of 312, ¢5i (y (nx;) ) xi (nx;) ) to
. . _ o«

tim y (m ) = lim y (= 1) =7 = 7,

tim > i (y (i) )i ) = .

U ]

(4.18)

Once again from this last statement, from the strict monotonousness of ¢; and Theorem 3.1
we obtain

lim xi<nk].> =0. (4.19)

jooo

So we proved in both cases that exists a sequence {r; }]. such that

lim y(nk]) = jlir&y(nkj - 1> =y=

]

IR

(4.20)
lim xi<nk].> =0.

J—»
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In the same way, we can prove that there exists a subsequence of {n; }]., for the sake of

simplicity we name it {n;};, such that

lim y(m—L) = lim y(m-L-1) =¥ = % (4.21)
lim x;(m L) =0, j=1,...,L (4.22)
Let us consider the positive and bounded sequence
L-1L-1
A(x(n) = xi.(n) + #inla/p) (“/ D). my. (4.23)

i=1 j=i

Assume L #1 and compute its first difference, there results
w(a/
Ax(n +1)) — A(x(n)) = x1.(n) [—a T H¢7 ! (“ P b1 (y(n))]

L-1 L-1 .
. HM () + ¢ (y(m) xis (m)] + . (y ()11 ()

a

i=2 j=i

s M (n)

g @/p)

j=1

= xr(n) [-a +H ]+l(a/ﬁ)¢( (”))]

L-1 -1 L L-1
N H‘i)ﬁl(“/ﬂ) [aixi(m)]+ Y ¢7+1( /ﬂ) PP b (1)) xi1 (),
i1 j=i i=2 =i
] (4.24)
where H;;} = 1. Hence
L-
A(x(n+1)) = A(x(m)) = x1 () [ H‘pf“( =P, (y(n))]
=1
S M ¢]+1(“/ﬁ) a
. (4.25)
i=1 ]1:[1 ()b 1<'6> n)
L1 L1 g

31

i=1 j=i+

Ms’bm (y(n))xi(n).
]

—.
Ju
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As it can be easily seen this equality also holds for L = 1. From the first of (3.3) and (4.8) it is

y(n) < -, (4.26)

IR

then, by taking into account the fact that ¢; is nondecreasing, we have

¢mmmhﬁ@wm>

A(x(n+1)) - A(x(n)) < arxr(n) [_1 + o1 (a/ﬁ) % a;

], 1<L<m (4.27)

and from definition of Ry

A(x(n+1)) - A(x(n)) < arxp(n) [—1 + %RO], 1<L<m. (4.28)

Once again by recalling that ¢; is nondecreasing and Ry = 1 we have

Ax(n+1)) - A(x(n)) <0, 1<L<m. (4.29)

This implies that the sequence A(x(n)) is convergent. Since, from (4.22), lim;_, , A(x(1;—L)) =
0, we obtain lim,, _, ,A(x(n)) = 0, and considering that xr (n) < A(x(n)), we obtain

lim xp(n) =0. (4.30)
Equation (4.6) can be easily obtained from this last statement, from Lemma 3.3 and (1.1).
Now let us consider the case

ym>% VieN. (4.31)
From the first of (1.1), we obtain

y(n+1)-—y(n) =a-pyn) - Z gi(yn+1))xi(n+1) <0, (4.32)

i=1

so the bounded sequence y(n) is monotonic, then it converges. From this and Lemma 3.3 we
obtain:

lim y(n) = <. (4.33)

n—oo ﬂ
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This implies that
lim > wi(y(n))xi(n) = 0. (4.34)
i=1

We know that exists 1 such that ¢ is strictly increasing, and so we have

lim x;(n) = 0. (4.35)

From (1.1) we obtain lim, . ,x;(n) = 0 for j < 1 and lim, . ,x.(n) = 0. Moreover, from
Lemma 3.3 we obtain lim,, _, ,xx(n) =0 for k > 1.
Hence, we have:

lim x;(n) =0, i=1,...,m. (4.36)

Otherwise, if (4.31) does not hold, there exists r € N such that y(r) < a/p then we can use
y(r) as starting value instead of y(0). O

Lemma 4.6. Let one assume that hypotheses of Theorem 3.2 and (viii) hold. Then, if Ry > 1, then
there exist a unique solution 0 < A = A* < a/p of P(A) = 1 and positive constant solutions of (1.1)
such that foranyn=0,1,2,...

wm=r<%
xo(n) := x(n) = s $;(A%) >0,
S () T <’a—]> (4.37)

xi(n) = ﬁwxo(rz), i=1,2,...,m.

j=1 a]

Proof. If Ry = P(a/p) > 1, then by the fact that P(1) is a strictly increasing positive function of
Aon (0,+00) and 0 < P(0) < 1, we have that P(1) = 1 has a unique solutions 0 < A = * < a/p.
Then, by Lemma 3.3 and (3.19), we can easily see that there are positive constant solutions of
(1.1) defined by (4.37). O

From Lemmas 4.4—4.6, we obtain the following.

Lemma 4.7. Let one assume that hypotheses of Theorem 3.2 and (viii) hold. Then (4.6) implies
Ry<1

Proof. If Ry = P(a/p) > 1, then by Lemma 4.6, we can see that there are positive constant
solutions of (1.1). Hence the thesis holds. O
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