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Our aim is twofold: first, we want to introduce a partial quasiordering in cone uniform spaces with
generalized pseudodistances for giving the general maximality principle in these spaces. Second,
we want to show how this maximality principle can be used to obtain new and general results of
Ekeland and Caristi types without lower semicontinuity assumptions, which was not done in the
previous publications on this subject.

1. Introduction

The famous Banach contraction principle [1], fundamental in fixed point theory, has
been extended in many different directions. Among these extensions, Caristi’s fixed point
theorem [2] concerning dissipative maps with lower semicontinuous entropies, equivalent to
celebrated Ekeland’s variational principle [3] providing approximate solutions of nonconvex
minimization problems concerning lower semicontinuous maps, may be the most valuable
one.

These results are very useful, simple, and important tools for investigating various
problems in nonlinear analysis, mathematical programming, control theory, abstract econ-
omy, global analysis, and others. They have many generalizations and extensive applications
in many fields of mathematics and applied mathematics.

In the literature, the several generalizations of the variational principle of Ekeland
type, for lower semicontinuous maps and fixed point and endpoint theorem of Caristi type
for dissipative single-valued and set-valued dynamic systems with lower semicontinuous
entropies in metric and uniform spaces are given, and various techniques and methods of
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investigations (notably based on maximality principle) are presented. However, in all these
papers the restrictive assumptions about lower semicontinuity are essential. For details see
[4–29] and references therein. It is not our purpose to give a complete list of related papers
here.

A long time ago, we did not know how to define the distances in metric, uniform, or
cone uniform spaces, which generalize metrics, pseudometrics, or cone pseudometrics, which
are connected with metrics, pseudometrics, or cone pseudometrics, respectively, and which
have applications to obtaining the solutions of several new important problems in nonlinear
analysis. The pioneering effort in this direction is papers of Tataru [30] in Banach spaces,Kada
et al. [31], Suzuki [32], and Lin andDu [33] inmetric spaces, andVályi [34] in uniform spaces.
In these papers, among other things, various distances are introduced, and relations between
Tataru [30], and Kada et al. [31] distances and distances of Suzuki [32] and Lin and Du
[33] are established. For many applications of these distances, see the papers [30–48] where,
among other things, in metric and uniform spaces with generalized distances [30–34], the
new fixed point theorems of Caristi’ type for dissipative maps with lower semicontinuous
entropies and variational principles of Ekeland type for lower semicontinuous maps are
given.

In this paper, in cone uniform spaces [49, 50], the families of generalized pseudodis-
tances are introduced (see Section 2), a partial quasiordering is defined and the general
maximality principle is formulated and proved (see Section 3). As applications, in cone
uniform spaces with the families of generalized pseudodistances, the general variational
principle of Ekeland type for not necessarily lower semicontinuous maps and a fixed point
and endpoint theorem of Caristi type for dissipative set-valued dynamic systems with not
necessarily lower semicontinuous entropies are established (see Section 4). Special cases
are discussed and examples and comparisons show a fundamental difference between our
results and the well-known ones in the literature where the standard lower semicontinuity
assumptions are essential (see Section 5). Relations between our generalized pseudodistances
and generalized distances are described (see Section 6; the aim of this section is to prove
that each generalized distance [30–34] is a generalized pseudodistance and we construct the
examples which show that the converse is not true). The definitions, the results, the ideas
and the methods presented here are new for set-valued and single-valued dynamic systems
in cone uniform, cone locally convex and cone metric spaces and even in uniform, locally
convex, and metric spaces.

2. Generalized Pseudodistances in Cone Uniform Spaces

We define a real normed space to be a pair (L, ‖ · ‖), with the understanding that a vector space
L over R carries the topology generated by the metric (a, b) → ‖a − b‖, a, b ∈ L.

Let L be a real normed space. A nonempty closed convex set H ⊂ L is called a cone in
L if it satisfies (H1)∀s∈(0,∞){sH ⊂ H}, (H2)H ∩ (−H) = {0}, and (H3) H /= {0}.

It is clear that each cone H ⊂ L defines, by virtue of “a	H b if and only if b − a ∈ H”,
an order of L under which L is an ordered normed space with cone H. We will write a≺H b to
indicate that a	H b but a/= b.

A cone H is said to be solid if int(H)/= ∅; int(H) denotes the interior of H. We will
write a � b to indicate that b − a ∈ int(H).

The cone H is normal if a real number M > 0 exists such that for each a, b ∈ H,
0	H a	H b implies that ‖a‖ � M‖b‖. The numberM satisfying the above is called the normal
constant ofH.
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The following terminologies will be much used.

Definition 2.1 (see [49, 50]). LetX be a nonempty set and let L be an ordered normed spacewith
cone H.

(i) The family P = {pα : X × X → L, α ∈ A}, A-index set, is said to be a P-family of
cone pseudometrics on X(P-family, for short) if the following three conditions hold:

(P1) ∀α∈A∀x,y∈X{0	H pα(x, y) ∧ x = y ⇒ pα(x, y) = 0};
(P2) ∀α∈A∀x,y∈X{pα(x, y) = pα(y, x)};
(P3) ∀α∈A∀x,y,z∈X{pα(x, z)	H pα(x, y) + pα(y, z)}.

(ii) If P is a P-family, then the pair (X,P) is called a cone uniform space.

(iii) A P-family P is said to be separating if

(P4) ∀x,y∈X{x /=y ⇒ ∃α∈A{0≺H pα(x, y)}}.
(iv) If a P-family P is separating, then the pair (X,P) is called a Hausdorff cone uniform

space.

Definition 2.2 (see [49, Definition 2.3]). Let L be an ordered normed space with solid cone H
and let (X,P) be a cone uniform space with cone H.

(i) We say that a sequence (wm : m ∈ N) in X is a P-convergent in X, if there exists
w ∈ X such that

∀α∈A∀cα∈L,0�cα∃n0=n0(α,cα)∈N∀m∈N;n0�m

{
pα(wm,w) � cα

}
. (2.1)

(ii) We say that a sequence (wm : m ∈ N) in X is a P-Cauchy sequence in X, if

∀α∈A∀cα∈L,0�cα∃n0=n0(α,cα)∈N∀m,n∈N;n0�m<n

{
pα(wm,wn) � cα

}
. (2.2)

(iii) If every P-Cauchy sequence in X is P-convergent in X, then (X,P) is called a P-
sequentially complete cone uniform space.

The following holds.

Theorem 2.3 (see [49, Theorem 2.1]). Let L be an ordered normed space with normal solid cone H
and let (X,P) be a Hausdorff cone uniform space with cone H.

(a) Let (wm : m ∈ N) be a sequence in X and let w ∈ X. The sequence (wm : m ∈ N) is
P-convergent to w if and only if

∀α∈A∀εα>0∃n0=n0(α,εα)∈N∀m∈N;n0�m

{∥∥pα(wm,w)
∥∥ < εα

}
. (2.3)

(b) Let (wm : m ∈ N) be a sequence in X. The sequence (wm : m ∈ N) is a P-Cauchy sequence
if and only if

∀α∈A∀εα>0∃n0=n0(α,εα)∈N∀m,n∈N;n0�m<n

{∥∥pα(wm,wn)
∥∥ < εα

}
. (2.4)

(c) Each P-convergent sequence is a P-Cauchy sequence.
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Definition 2.4. Let L be an ordered normed space with solid cone H. The cone H
is called regular if for every increasing (decreasing) sequence which is bounded from
above (below), that is, if for each sequence (cm : m ∈ N) in L such that
c1 	H c2 	H · · · 	H cm 	H · · · 	H b (b	H · · · 	H cm 	H · · · 	H c2 	H c1) for some b ∈ L, there exists
c ∈ L such that limm→∞‖cm − c‖ = 0.

Remark 2.5. Every regular cone is normal; see [51].

Definition 2.6. Let L be an ordered normed space with normal solid cone H and let (X,P) be
a Hausdorff cone uniform space with cone H.

(i) The family J = {Jα : X × X → L, α ∈ A} is said to be a J-family of cone
pseudodistances onX (J-family onX, for short) if the following three conditions hold:

(J1) ∀α∈A∀x,y∈X{0	H Jα(x, y)};
(J2) ∀α∈A∀x,y,z∈X{Jα(x, z)	H Jα(x, y) + Jα(y, z)};
(J3) for any sequence (wm : m ∈ N) in X such that

∀α∈A∀εα>0∃n0=n0(α,εα)∈N∀m,n∈N; n0�m�n{‖Jα(wm,wn)‖ < εα}, (2.5)

if there exists a sequence (vm : m ∈ N) in X satisfying

∀α∈A∀εα>0∃n0=n0(α,εα)∈N∀m∈N; n0�m{‖Jα(wm, vm)‖ < εα}, (2.6)

then

∀α∈A∀εα>0∃n0=n0(α,εα)∈N∀m∈N; n0�m

{∥∥pα(wm, vm)
∥∥ < εα

}
. (2.7)

(ii) Let the family J = {Jα : X × X → L, α ∈ A} be a J-family on X. One says that a
sequence (wm : m ∈ N) in X is a J-Cauchy sequence in X if (2.5) holds.

Remark 2.7. Each P-family is a J-family.

The following result is useful.

Proposition 2.8. Let (X,P) be a Hausdorff cone uniform space with cone H. Let the J-family J =
{Jα : X ×X → L, α ∈ A} be a J-family. If ∀α∈A{Jα(x, y) = 0 ∧ Jα(y, x) = 0}, then x = y.

Proof. Let x, y ∈ X be such that ∀α∈A{Jα(x, y) = 0 ∧ Jα(y, x) = 0}. By
(J2), ∀α∈A{Jα(x, x)	H Jα(x, y) + Jα(y, x)}. By (J1), this gives ∀α∈A{Jα(x, x) =
0}. Thus, we get ∀α∈A∀εα>0∃n0=n0(α,εα)∈N∀m,n∈N; n0�m�n{‖Jα(wm,wn)‖ < εα} and
∀α∈A∀εα>0∃n0=n0(α,εα)∈N∀m∈N; n0�m{‖Jα(wm, vm)‖ < εα} where wm = x, vm = y, and
m ∈ N, and, by (J3), ∀α∈A∀εα>0∃n0=n0(α,εα)∈N∀m∈N;n0�m{‖pα(wm, vm)‖ < εα}, that is,
∀α∈A∀εα>0{‖pα(x, y)‖ < εα}. Hence, ∀α∈A{pα(x, y) = 0} which, according to (P4), implies that
x = y.
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3. Maximality (Minimality) Principle in Cone Uniform Spaces with
Generalized Pseudodistances

We start with the following result.

Proposition 3.1. Let L be an ordered Banach space with normal solid cone H, let (X,P) be a
Hausdorff cone uniform space with cone H and let J = {Jα : X × X → L, α ∈ A} be aJ-family on
X. Every J-Cauchy sequence in X is P-Cauchy sequence in X.

Proof. Indeed, assume that a sequence (wm : m ∈ N) in X is J-Cauchy, that is, by
Definition 2.6(ii), assume that

∀α∈A∀εα>0∃n0=n0(α,εα)∈N∀m,n∈N; n0�m�n{‖Jα(wm,wn)‖ < εα}. (3.1)

Hence ∀α∈A∀εα>0∃n0=n0(α,εα)∈N∀m∈N; n0�m∀q∈{0}∪N{‖Jα(wm,wq+m)‖ < εα}, and if i0 ∈ N, j0 ∈ {0} ∪
N, i0 > j0, and

um = wi0+m, vm = wj0+m for m ∈ N, (3.2)

then

∀α∈A∀εα>0∃n0=n0(α,εα)∈N∀m∈N; n0�m{‖Jα(wm, um)‖ < εα ∧ ‖Jα(wm, vm)‖ < εα}. (3.3)

By (J3), (3.1) and (3.3),

∀α∈A∀εα>0∃n0=n0(α,εα)∈N∀m∈N; n0�m

{∥∥pα(wm, um)
∥∥ < εα ∧

∥∥pα(wm, vm)
∥∥ < εα

}
. (3.4)

IfM is a normal constant of H, then (3.2) and (3.4) give

∀α∈A∀εα>0∃n0=n0(α,εα)∈N∀m∈N; n0�m

{∥∥pα(wm,wi0+m)
∥∥ <

εα
2M

∧ ∥∥pα
(
wm,wj0+m

)∥∥ <
εα
2M

}
.

(3.5)

Let α ∈ A and εα > 0 be arbitrary and fixed and letm,n ∈ N satisfy n0 � m < n. Wemay
suppose that n = i0+n0 andm = j0+n0 for some i0 ∈ N and j0 ∈ {0}∪N such that i0 > j0. Then,
by (P1)–(P3), ∀α∈A{0	H pα(wm,wn) = pα(wj0+n0 , wi0+n0)	H pα(wn0 , wj0+n0) + pα(wn0 , wi0+n0)}.
Hence, using (3.5), ∀α∈A{‖pα(wm,wn)‖ � M‖pα(wn0 , wj0+n0)‖ + M‖pα(wn0 , wi0+n0)‖ < εα}
and, consequently, ∀α∈A∀εα>0∃n0=n0(α,εα)∈N∀m,n∈N;n0�m<n{‖pα(wm,wn)‖ < εα}. Therefore, by
Theorem 2.3(b), the sequence (wm : m ∈ N) is P-Cauchy.

Let (Λ,≤Λ) denote a directed set whose elements will be indicated by the letters λ, η,
and μ. In the sequel, λ<Λ η will stand for λ≤Λ η and λ/=η.

The relation ≤X on X which is reflexive (i.e., for all x ∈ X the condition x≤X x holds)
and transitive (i.e., for all x, y, z ∈ X the conditions x ≤X y and y ≤X z imply that x≤X z) is
called a quasiordering on X and the pair (X, ≤X) is called a quasiordering space. If, additionally,
relation ≤X satisfies, for all x, y ∈ X, the conditions: x≤X y and y ≤X xwhich imply that x = y,
then it is called a partial quasiordering on X and the pair (X,≤X) is called a partial quasiordering
space. In the sequel, u<X v will stand for u≤X v and u/=v.
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Definition 3.2. Let L be an ordered normed space with solid coneH, let (X,P) be a Hausdorff
cone uniform space with cone H and let J = {Jα : X ×X → L, α ∈ A} be a J-family on X.

(i) One says that the net (wλ : λ ∈ Λ) in X is J-Cauchy (P-
Cauchy) in X if ∀α∈A∀cα∈L,0�cα∃π0∈Λ∀η,μ∈Λ;π0≤Λη≤Λμ{Jα(wη,wμ) � cα}
(∀α∈A∀cα∈L,0�cα∃π0∈Λ∀η,μ∈Λ;π0≤Λη<Λμ{pα(wη,wμ) � cα}).

(ii) One says that the net (wλ : λ ∈ Λ) in X is J-convergent (P-convergent ) in
X, if there exists w ∈ X such that ∀α∈A∀cα∈L,0�cα∃π0∈Λ∀η∈Λ;π0≤Λη{Jα(wη,w) �
cα}(∀α∈A∀cα∈L,0�cα∃π0∈Λ∀η∈Λ;π0≤Λη{pα(wη,w) � cα}).

(iii) One says that (X,P) is complete, if every P-Cauchy net (wλ : λ ∈ Λ) in X is P-
convergent in X.

(iv) Let (X,P) be complete. For an arbitrary subset E of X, the closure of
E, denoted by cl(E), is defined as the set cl(E) = {w ∈ X :
∃(wλ:λ∈Λ)⊂E∀α∈A∀cα∈L,0�cα∃π0∈Λ∀η∈Λ;π0≤Λη{pα(wη,w) � cα}}. The subset E of X is said
to be a closed subset in X if cl(E) = E.

(v) Let (X,≤X) be a partial quasiordering space. One says that the net (wλ : λ ∈
Λ) in (X,≤X) is increasing (decreasing) with respect to ≤X if ∀η,μ∈Λ{η <Λ μ ⇒
wη ≤X wμ} (∀η,μ∈Λ{η <Λ μ ⇒ wμ ≤X wη}).

Of course, each P-convergent net is a P-Cauchy net. Also we show the following

Proposition 3.3. Let L be an ordered Banach space with a solid coneH and let (X,P) be a Hausdorff
cone uniform space with cone H. Let J = {Jα : X × X → L, α ∈ A} be aJ-family on X and let
(X,≤X) be a partial quasiordering space.

(a) Assume that each increasing sequence (wm : m ∈ N) in X is J-Cauchy (P-Cauchy). Then
each increasing net (wλ : λ ∈ Λ) in X is J -Cauchy (P-Cauchy).

(b) Assume that each decreasing sequence (wm : m ∈ N) in X is J-Cauchy (P-Cauchy). Then
each decreasing net (wλ : λ ∈ Λ) in X is J-Cauchy (P-Cauchy).

Proof. (a) Suppose that there exists an increasing net (wλ : λ ∈ Λ) in X which is not
J-Cauchy, that is, which satisfies ∀η,μ∈Λ{η <Λ μ ⇒ wη ≤X wμ} and

∃α0∈A∃cα0∈L, 0�cα0
∀π∈Λ∃η,μ∈Λ;π≤Λη≤Λμ

{
Jα0

(
wη,wμ

) − cα0 /∈ int(H)
}
. (3.6)

Assume that π1 ∈ Λ is arbitrary and fixed. By (3.6), there exist η1, μ1 ∈ Λ,
π1 ≤Λ η1 ≤Λ μ1, such that Jα0(wη1 , wμ1) − cα0 /∈ int(H) and define v1 = wη1 and
v2 = wμ1 . Next, for π2 = μ1, by (3.6), there exist η2, μ2 ∈ Λ, π2 ≤Λ η2 ≤Λ μ2,
such that Jα0(wη2 , wμ2) − cα0 /∈ int(H) and define v3 = wη2 and v4 = wμ2 . Now,
if vk are defined for k = 1, . . . , 2(n − 1) and if πn = μn−1, then, by (3.6), there
exist ηn, μn ∈ Λ, πn ≤Λ ηn ≤Λ μn, such that Jα0(wηn,wμn) − cα0 /∈ int(H) and define
v2n−1 = wηn and v2n = wμn . By induction, this gives ∀m∈N{vm ≤X vm+1} and
∃α0∈A∃cα0∈L,0�cα0

∀n∈N∃m0,n0∈N; n�m0�n0{Jα0(vm0 , vn0) − cα0 /∈ int(H)}. Consequently,
there exists an increasing sequence (vn : n ∈ N) in X which is not J-Cauchy.

By Remark 2.7, we get the claim.

(b) We use a similar argument as in (a).
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Let (X,≤X) be a partial quasiordering space. Set E ⊂ X which is called a chain in X
if any two elements of E are comparable, that is, x≤X y or y ≤X x for all x, y ∈ E. The Zorn
lemma says that every partially ordered set in which every chain has an upper (lower) bound
contains at least one maximal (minimal) element.

The main result of this section is the following maximality (minimality) principle.

Theorem 3.4. Let L be an ordered Banach space with a normal solid cone H and let (X,P) be a
Hausdorff cone uniform space with cone H. Let J = {Jα : X × X → L, α ∈ A} be aJ-family on X
and let (X,≤X) be a partial quasiordering space.

(A) Assume that (a1) for each x ∈ X, the set {y ∈ X : x ≤X y} is complete, and (a2) each
increasing sequence (wm : m ∈ N) inX isJ-Cauchy. ThenX contains at least one maximal
element.

(B) Assume that (b1) for each x ∈ X, the set {y ∈ X : y ≤X x} is complete, and (b2) each
decreasing sequence (wm : m ∈ N) inX isJ-Cauchy. ThenX contains at least one minimal
element.

Proof. (A) The proof will be broken into five steps.

Step 1. Suppose (a2) holds, that is, that each increasing sequence (wm : m ∈ N) in X is J-
Cauchy. Then, by Proposition 3.1, each increasing sequence (wm : m ∈ N) in X is P-Cauchy
and, consequently, Proposition 3.3(a) gives that each increasing net (wλ : λ ∈ Λ) in X is
P-Cauchy.

Step 2. Let an increasing net (wλ : λ ∈ Λ) in X be arbitrary and fixed. In view of (a1) and
Step 1, (wλ : λ ∈ Λ) is convergent to a w ∈ X and, since X is Hausdorff, w is unique.

Step 3. Let E be a chain in (X,≤X). If ∃u∈E∀v∈E{v ≤X u}, then E has an upper bound in X.

Step 4. Let E be a chain in (X,≤X). If ∀u∈E∃v∈E{u<X v}, then denoting Λ = E and wλ = λ for
each λ ∈ E, we can identify E with the increasing net (wλ : λ ∈ Λ). Next, using, in particular,
Steps 1 and 2, we can show that ∀λ∈Λ{wλ ≤X w} where w is a unique limit of (wλ : λ ∈ Λ);
which means that w is an upper bound of (wλ : λ ∈ Λ). Indeed, let λ0 ∈ Λ be arbitrary and
fixed and define the sets Λ0, E0 by Λ0 = {λ ∈ Λ : λ0≤Λλ}, E0 = {y ∈ X : wλ0 ≤X y}. By
assumption (a1), E0 is complete. Clearly, the net (wλ : λ ∈ Λ0) is increasing in X, P-Cauchy,
convergent to w and w ∈ E0. This proves that wλ0 ≤X w. Therefore, E has an upper bound in
X.

Step 5. Using Steps 3 and 4 and the Zorn lemma, we conclude that X contains at least one
maximal element.

(B)We use a similar argument as in (A).

4. Variational Principle of Ekeland Type and Fixed Point and
Endpoint Theorem of Caristi Type in Cone Uniform Spaces with
Generalized Pseudodistances

Let 2X denote the family of all nonempty subsets of a spaceX. Recall that a set-valued dynamic
system is defined as a pair (X, T), where X is a certain space and T is a set-valued map
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T : X → 2X ; in particular, a set-valued dynamic system includes the usual dynamic system
where T is a single-valued map.

Let L be an ordered Banach space with a coneH and let (X,P) be a cone uniform space
with cone H.

Let an element +∞/∈L be such that a	H +∞ for all a ∈ L. We say that a map F : X →
L ∪ {+∞} is proper if its effective domain, dom(F) = {x : ω(x)/= +∞}, is nonempty.

If J = {Jα : X ×X → L : α ∈ A} is a J-family, then

X = X0
J ∪X+

J, (4.1)

where

X0
J = {x ∈ X : ∀α∈A{0 = Jα(x, x)}},

X+
J = {x ∈ X : ∃α∈A{0≺H Jα(x, x)}}.

(4.2)

Using Theorem 3.4(B), we can prove the following variational principle of Ekeland
type.

Theorem 4.1. Assume that

(a) L is an ordered Banach space with a regular solid cone H;

(b) (X,P) is a Hausdorff complete cone uniform space with coneH;

(c) the family J = {Jα : X ×X → L, α ∈ A} is a J-family on X such that X0
J /= ∅;

(d) the family Ω = {ωα : X → H ∪ {+∞}, α ∈ A} satisfies DΩ =
⋂

α∈A dom(ωα)/= ∅;
(e) {εα, α ∈ A} is a family of finite positive numbers;

(f) for each x ∈ X0
J, the set QJ,Ω(x) defined by the formula

QJ,Ω(x) =
{
y ∈ X0

J : ∀α∈A
{
ωα

(
y
)
+ εαJα

(
x, y

)	H ωα(x)
}}

(4.3)

is a nonempty closed subset in X.

Then, for each w0 ∈ DΩ ∩X0
J, there existsw ∈ DΩ ∩X0

J such that

(i) ∀α∈A{ωα(w) + εαJα(w0, w)	H ωα(w0)};
(ii) ∀x∈QJ,Ω(w0)\{w}∃β∈A{ωβ(w)≺H ωβ(x) + εβJβ(x,w)};
(iii) if w/=w0, then ∃γ∈A{ωγ(w)≺H ωγ(w0)}.

Proof. The key observation in the proof is that (X,ZJ,Ω) is a set-valued dynamic system
where

ZJ,Ω(x) =

{
QJ,Ω(x) if x ∈ X0

J,

{x} if x ∈ X+
J

(4.4)

and, by assumption (f), for each x ∈ X, ZJ,Ω(x) is a closed subset in X.
The proof will be broken into five steps.
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Step 1. The following shrinking property holds:

∀w0∈X∀v∈ZJ,Ω(w0){ZJ,Ω(v) ⊂ ZJ,Ω(w0)}. (4.5)

Let w0 ∈ X, v ∈ ZJ,Ω(w0) and u ∈ ZJ,Ω(v) be arbitrary and fixed. Then u ∈ ZJ,Ω(w0).
Indeed, we have the following.

Case 1. Assuming that w0 ∈ X0
J, we get v ∈ ZJ,Ω(w0) = QJ,Ω(w0). Hence, by definition

of QJ,Ω(w0), v ∈ X0
J. Consequently, u ∈ ZJ,Ω(v) implies that u ∈ QJ,Ω(v) and, by

(J2), we obtain ∀α∈A{ωα(u) + εαJα(w0, u)	H ωα(u) + εαJα(v, u) + εαJα(w0, v)	H ωα(v) +
εαJα(w0, v)	H ωα(w0)}, that is, u ∈ QJ,Ω(w0) = ZJ,Ω(w0), which gives (4.5).

Case 2. Assuming that w0 ∈ X+
J, we get v ∈ ZJ,Ω(w0) = {w0}. Hence v = u = w0. This gives

(4.5).

Step 2. Let w0 ∈ X be arbitrary and fixed. Define the relation ≤ZJ,Ω(w0) on ZJ,Ω(w0) as follows:

∀u1,u2∈ZJ,Ω(w0)

{
u2≤ZJ,Ω(w0)u1 ⇐⇒ u2 = u1, if u1 ∈ X+

J, or u2 ∈ QJ,Ω(u1), if u1 ∈ X0
J
}
. (4.6)

Then (ZJ,Ω(w0),≤ZJ,Ω(w0)) is a partial quasiordering space.

Remark 4.2. It is worth noticing that, for w0 ∈ X and u1, u2 ∈ ZJ,Ω(w0), if w0 ∈ X0
J, then

u1, u2 ∈ X0
J and if w0 ∈ X+

J, then u1 = u2 = w0 ∈ X+
J.

Relation ≤ZJ,Ω(w0) on ZJ,Ω(w0) is reflexive. We show that, for each u ∈ ZJ,Ω(w0),
u≤ZJ,Ω(w0)u. Indeed, assuming that w0 ∈ X0

J we have u ∈ X0
J and, consequently, we have

∀α∈A{0 = Jα(u, u)} which gives u ∈ QJ,Ω(u) and thus u≤ZJ,Ω(w0)u. Assuming that w0 ∈ X+
J we

have that u = w0 ∈ X+
J and thus we get that u≤ZJ,Ω(w0)u.

Relation ≤ZJ,Ω(w0) on ZJ,Ω(w0) is transitive. Indeed, let u≤ZJ,Ω(w0) v and v ≤ZJ,Ω(w0) z for
u, v, z ∈ ZJ,Ω(w0). Clearly, by Remark 4.2, we have that u, v, z ∈ X0

J ifw0 ∈ X0
J or u, v, z ∈ X+

J
if w0 ∈ X+

J. If v, z ∈ X0
J, then u ∈ QJ,Ω(v) and v ∈ QJ,Ω(z). Hence, using (J2), we obtain

∀α∈A{ωα(u) + εαJα(z, u)	H ωα(u) + εα(Jα(z, v) + Jα(v, u))	H ωα(z)}which gives u≤ZJ,Ω(w0) z.
If v, z ∈ X+

J, then u = v = z which implies that u≤ZJ,Ω(w0) z.
Relation ≤ZJ,Ω(w0) on ZJ,Ω(w0) is partial. Indeed, let u≤ZJ,Ω(w0)v and v ≤ZJ,Ω(w0) u for

u, v ∈ ZJ,Ω(w0). Then, by Remark 4.2, u, v ∈ X0
J if w0 ∈ X0

J or u, v ∈ X+
J if w0 ∈ X+

J. If
v, u ∈ X0

J, then u ∈ QJ,Ω(v) and v ∈ QJ,Ω(u). By order 	H , we conclude that the conditions
v ∈ QJ,Ω(u), ∀α∈A{ωα(u) − [ωα(v) + εαJα(u, v)] = [ωα(u) − εαJα(u, v)] −ωα(v)} ∈ H and

∀α∈A{ωα(v)	Hωα(u) − εαJα(u, v)} (4.7)

are equivalent. Further, u ∈ QJ,Ω(v)means that

∀α∈A{ωα(u) + εαJα(v, u)	Hωα(v)}. (4.8)
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In virtue of (4.8), (4.7) and transitive property of order 	H , we obtain that

∀α∈A{ωα(u) + εαJα(v, u)	Hωα(u) − εαJα(u, v)}. (4.9)

In conclusion, ∀α∈A{−εα[Jα(u, v) + Jα(v, u)] ∈ H}. Hence, by (J1), ∀α∈A{Jα(u, v) = 0 ∧
Jα(v, u) = 0}. Therefore, Proposition 2.8 implies that u = v.

If v, u ∈ X+
J, then u = v.

Step 3. Let w0 ∈ X be arbitrary and fixed. For each v ∈ ZJ,Ω(w0), the set {u ∈ ZJ,Ω(w0) :
u≤ZJ,Ω(w0) v}is complete.

Case 1. Assume that w0 ∈ X0
J. Therefore ZJ,Ω(w0) = QJ,Ω(w0) ⊂ X0

J. However, v ∈
ZJ,Ω(w0) ⊂ X0

J. Hence, by Step 1 and (4.6), we obtain that {u ∈ ZJ,Ω(w0) : u≤ZJ,Ω(w0) v} =
ZJ,Ω(v) = QJ,Ω(v) ⊂ X0

J which, by (f), (b) and Definition 3.2(iv), implies that the set
{u ∈ ZJ,Ω(w0) : u≤ZJ,Ω(w0)v} is complete.

Case 2. Assume that w0 ∈ X+
J. Then ZJ,Ω(w0) = {w0} and the set {u ∈ ZJ,Ω(w0) :

u≤ZJ,Ω(w0)v} = {w0} is complete.

Step 4. Letw0 ∈ X be arbitrary and fixed. Each decreasing (with respect to ≤ZJ,Ω(w0)) sequence (wm :
m ∈ N) in ZJ,Ω(w0)is J-Cauchy.

Indeed, let (wm : m ∈ N) be a decreasing sequence in ZJ,Ω(w0), that is,
∀m∈N{wm+1 ≤ZJ,Ω(w0)wm and wm ∈ ZJ,Ω(w0)}.

Case 1. If w0 ∈ X0
J, then, for each m ∈ N, wm ∈ X0

J. Therefore, ∀m∈N{wm+1 ∈
QJ,Ω(wm)}, that is, ∀m∈N∀α∈A{ωα(wm+1) + εαJα(wm,wm+1)	Hωα(wm)}. Hence, by (d),
∀m∈N∀α∈A{0	H · · · 	Hωα(wm+1)	Hωα(wm)	H · · · } and since H is a closed and regular cone,
it follows that

∀α∈A∃uα∈H

{
lim
m→∞

‖ωα(wm) − uα‖ = 0
}
. (4.10)

Moreover,

∀m∈N∀α∈A{0	H uα 	H · · · 	H ωα(wm+1)	H ωα(wm)	H · · · }. (4.11)

Indeed, letm0 ∈ N and α0 ∈ A be arbitrary and fixed. Then, ∀n∈N{ωα0(wm0)−ωα0(wm0+n) ∈ H}.
Consequently, sinceH is closed, by (4.10), limn{ωα0(wm0)−ωα0(wm0+n)} = ωα0(wm0)−uα0 ∈ H.
This gives (4.11).

On the other hand, if m � n, then, in virtue of (J1) and (J2),
we derive ∀α∈A{0	H εαJα(wm,wn)	H

∑n−1
j=m εααJα(wj,wj+1)	H ωα(wm) − uα −

(ωα(wn) − uα)}. From this, since H is normal (see Remark 2.5), we conclude that
∀α∈A∀ηα>0∃n0∈N∀m,n∈N;n0�m�n{‖Jα(wm,wn)‖ < ηα}. Therefore, by Definition 2.6(ii),
Proposition 3.1 and Theorem 2.3(b), (wm : m ∈ N) is P-Cauchy.

Case 2. If w0 ∈ X+
J, then, for each m ∈ N, wm = w0 and (wm : m ∈ N) is P-Cauchy.
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Step 5. Let w0 ∈ DΩ ∩X0
J be arbitrary and fixed. Then there exists w ∈ QJ,Ω(w0) such that {w} =

QJ,Ω(w).

Since w0 ∈ DΩ ∩ X0
J, thus ZJ,Ω(w0) = QJ,Ω(w0)/= ∅ and, by Steps 1–4 and

Theorem 3.4(B), ZJ,Ω(w0) has a minimal element w. Of course, w ∈ QJ,Ω(w0) gives (i).
Moreover, denoting that V = {v ∈ QJ,Ω(w0) : v≤ZJ,Ω(w0)w} we conclude that V = {v ∈
QJ,Ω(w0) : v ∈ QJ,Ω(w)} = {w}. Therefore, w is an endpoint of QJ,Ω in QJ,Ω(w0), that
is, {w} = QJ,Ω(w); we see, by (J1), that {w} = QJ,Ω(w) gives ∀α∈A{Jα(w,w) = 0}, that
is, w ∈ X0

J. Of course, {w} = QJ,Ω(w) implies that ∀x∈QJ,Ω(w0)\{w}{x /∈QJ,Ω(w)}, that is, (ii)
holds. Assertion (iii) follows from (i) and (ii).

Definition 4.3. Let (X,P) be aHausdorff complete cone uniform spacewith coneH. LetE ⊆ X,
E/= ∅. The map F : E → H ∪ {+∞} is lower semicontinuous on E with respect to X (written: F is
(E,X)-lsc when E/=X and F is lsc when E = X) if the set {y ∈ E : F(y)	H c} is closed subset
in X for each c ∈ H.

Remark 4.4. (a) A special case of condition (f) is a condition (f′) defined by

(f′) for each (x, α) ∈ X0
J ×A, the map ωα(·) + εαJα(x, ·) : X0

J → H ∪ {+∞} is (X0
J, X)-lsc

and, for each x ∈ X0
J, the set QJ,Ω(x) is nonempty.

(b) If J = P, then a special case of condition (f) is a condition (f′′) defined by

(f′′) for each (x, α) ∈ X × A, the map ωα(·) + εαpα(x, ·) : X → H ∪ {+∞} is lsc and, for
each x ∈ X, the set QP,Ω(x) is nonempty.

Let (X, T) be a set-valued dynamic system. By Fix(T) and End(T) we denote the sets
of all fixed points and endpoints of T , respectively, that is, Fix(T) = {w ∈ X : w ∈ T(w)} and
End(T) = {w ∈ X : {w} = T(w)}.

A dynamic process or a trajectory starting atw0 ∈ X or amotion of the system (X, T) atw0

is a sequence (wm : m ∈ {0} ∪ N) defined by wm ∈ T(wm−1) for m ∈ N (see,Aubin and Siegel
[4], and Yuan [52]).

The following fixed point and endpoint theorem of Caristi type holds.

Theorem 4.5. Assume that

(a) L is an ordered Banach space with a regular solid cone H;

(b) (X,P) is a Hausdorff complete cone uniform space with coneH;

(c) the family J = {Jα : X ×X → L, α ∈ A} is a J -family on X such that X0
J /= ∅;

(d) the family Ω = {ωα : X → H ∪ {+∞}, α ∈ A} satisfies DΩ =
⋂

α∈A dom(ωα)/= ∅;
(e) {εα, α ∈ A} is a family of finite positive numbers;

(f) (X, T) is a set-valued dynamic system;

(g) for each x ∈ X0
J, the set QJ,Ω;T(x) defined by the formula

QJ,Ω;T(x) =
{
y ∈ T(x) ∩X0

J : ∀α∈A
{
ωα

(
y
)
+ εαJα

(
x, y

)	H ωα(x)
}}

(4.12)

is a nonempty closed subset in X.
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Then, there exists w ∈ DΩ ∩X0
J such that

(i) w ∈ T(w).

Assume, in addition, that

(h) for each x ∈ X0
J, each dynamic process (wm : m ∈ {0} ∪ N) starting at w0 = x and

satisfying ∀m∈{0}∪N{wm+1 ∈ T(wm)} satisfies ∀m∈{0}∪N{wm+1 ∈ QJ,Ω;T (wm)}.
Then assertion (i) is of the form

(i‘) {w} = T(w).

Proof. The proof will be broken into two steps.

Step 1. Assume that assumptions (a)–(g) hold.
Define the relation ≤X0

J
on X0

J as follows:

∀u1,u2∈X0
J

{
u2 ≤X0

J
u1 ⇐⇒ u2 ∈ QJ,Ω;T (u1)

}
. (4.13)

Using analogous argumentation as in the proof of Theorem 4.1 we obtain that (X0
J,≤X0

J
)

is a partial quasiordering space; for each v ∈ X0
J, the set {u ∈ X0

J : u≤X0
J
v} is complete; each

decreasing sequence (wm : m ∈ N) in X0
J is J-Cauchy; and X0

J contains at least one minimal
element.

Let w ∈ X0
J be a minimal element of X0

J. Hence, w ∈ QJ,Ω;T(w) and this gives w ∈
T(w) and ∀α∈A{ωα(w) + εαJα(w,w)	H ωα(w)}. Consequently, w ∈ T(w) and w ∈ DΩ ∩ X0

J.
Therefore, (i) holds.

Step 2. Assume that assumptions (a)–(h) hold.
By Step 1, w ∈ T(w) where w ∈ X0

J is a minimal element of X0
J. We prove that {w} =

T(w). Otherwise, there existsw′ ∈ T(w) satisfyingw′ /=w. However, by (h), for each dynamic
process (wm : m ∈ {0} ∪ N) starting at w0 = w and such that w1 = w′ we have {w′ ∈
QJ,Ω;T(w)}. Hence it follows that the pointsw′ andw are in the relationw′ ≤X0

J
w. This gives,

by minimality of w, w′ = w. This is impossible. Therefore, (i′) holds.

Remark 4.6. (a) A special case of condition (g) is a condition (g′) defined by

(g
′
) for each (x, α) ∈ X0

J × A, the map ωα(·) + εαJα(x, ·) : T(x) ∩ X0
J → H ∪ {+∞} is

(T(x) ∩X0
J, X)-lsc and, for each x ∈ X0

J, the set QJ,Ω;T (x) is nonempty.

(b) If J = P, then a special case of condition (g) is a condition (g′′) defined by

(g′′) for each (x, α) ∈ X×A, the mapωα(·)+εαpα(x, ·) : T(x) → H∪{+∞} is (T(x), X)-lsc
and, for each x ∈ X, the set QPΩ;T (x) is nonempty.

Definition 4.7. A family Ω = {ωα : X → H ∪ {+∞}, α ∈ A} is called an entropy
of a set-valued dynamic system (X, T) if ∀α∈A∀x∈X∀y∈T(x){εαJα(x, y)	H ωα(x) − ωα(y)} or
∀α∈A∀x∈X∃y∈T(x){εαJα(x, y)	H ωα(x) − ωα(y)}. A dynamic system (X, T) is called dissipative
if it has an entropy Ω. One says that a family Ω is lsc if, for each α ∈ A, ωα is lsc.

The notion of a dissipative map in metric space was introduced in [4].



Fixed Point Theory and Applications 13

Remark 4.8. By Definition 4.3, Remarks 4.4 and 4.6, and Definition 4.7, we see that we
established, in particular, the variational principle of Ekeland type for not necessarily lsc
families Ω and endpoint and fixed point theorem of Caristi type for dissipative set-valued
dynamic systems with not necessarily lsc entropies Ω. Consequently, our results are original
in the literature.

5. Examples and Comparisons of Our Results with
the Well-Known Ones

We provide some examples to illustrate the concepts introduced so far.
First, we give the example of J-family. Let L be an ordered normed space with cone

H ⊂ L, let the familyP = {pα : X×X → L, α ∈ A} be aP-family, and let (X,P) be a Hausdorff
cone uniform space, with a cone H, containing at least two different points.

Example 5.1. Let W ⊂ X, containing at least two different points, be arbitrary and fixed and
let {cα}α∈A ⊂ H satisfy ∀α∈A{0≺H cα}. Then the family J = {Jα : X ×X → L, α ∈ A}, defined
by Jα(x, y) = 0 if x = y ∈ W and Jα(x, y) = cα if x /=y ∨ x = y /∈W , x, y ∈ X, and α ∈ A, is a
J-family on X.

Indeed, condition (J1) obviously holds. Clearly ∀α∈A∀x,y,z∈X{Jα(x, y)	HJα(x, z) +
Jα(z, y)}, therefore condition (J2) holds. For proving that (J3) holds we assume that the
sequences {xm} and {ym} in X satisfy (2.5) and (2.6). Then, in particular, (2.6) yields

∀α∈A∀0<εα<‖cα‖∃m0=m0(α,εα)∈N∀m�m0

{‖Jα
(
xm, ym

)‖ < εα < ‖cα‖
}
. (5.1)

By (5.1) and definition of J, denoting m′ = min{m0(α, εα) : α ∈ A}, we conclude that

∃a∈W∀m�m′
{(

xm = ym = a
)}

. (5.2)

From (5.1) and (5.2), we get ∀α∈A∀0<εα<‖cα‖∃m′∈N∀m�m′ {‖pα(xm, ym)‖ = 0 < εα}. The result is
that the sequences {xm} and {ym,} satisfy (2.7). Therefore, property (J3) holds.

Example 5.2 illustrates a fixed point version of Theorem 4.5; we show that, for
set-valued dynamic system, assumptions (a)–(g) are satisfied and assertion (i) holds but
assumption (h) is not satisfied and assertion (i′) does not hold.

Example 5.2. Let (L, ‖ · ‖), L = R
2, be a real normed space. Then H = {(x, y) ∈ L : x, y � 0} is

a regular solid cone and let (X,P) be a cone metric space (see [53])with a coneH where X =
[0, 1] ⊂ R, P = {p} and p : X ×X → L is a cone metric of the form p(x, y) = (|x − y|, 2|x − y|),
x, y ∈ X.

Let W = (1/2, 1] and let J : X ×X → L be of the form

J
(
x, y

)
=

{
(0, 0), if x = y ∈ W,

(2, 2), if x /=y ∨ x = y /∈W,
x, y ∈ X. (5.3)

By Example 5.1, the family J = {J} is a J-family. We see that X0
J = (1/2, 1]/= ∅.
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Let ε ∈ (0,∞) be arbitrary and fixed. Defining ω : X → L as follows:

ω(x) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

ε · (0, 0) for x = 1,

ε · (2, 2) for x ∈
[
0,

1
3

)
∪
(
2
3
, 1
)
,

ε · (3, 3) for x ∈
[
1
3
,
2
3

]
,

(5.4)

we observe that ∀x∈X{0	H ω(x)} and DΩ = dom(ω)/= ∅.
Let T : X → 2X be of the form

T(x) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(
0,

1
2

)
∪
(
1
2
, 1
]

if x = 0,

{1} if x ∈
(
0,

1
2

)
∪
(
1
2
, 1
)
,

{0, 1} if x =
1
2
,

{
3
4
, 1
}

if x = 1.

(5.5)

We see that assumptions (a)–(f) of Theorem 4.5 are satisfied.
We prove that (g) holds. To aim this, let x ∈ X0

J = (1/2, 1]. We consider two cases

Case 1. If x ∈ (1/2, 1), then QJ,Ω;T (x) = {1}. Indeed, then T(x) = {1} and

ω(1) + εJ(x, 1) = ε(0, 0) + ε(2, 2) = ε(2, 2)

	H

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

ε(2, 2) = ω(x) if x ∈
(
2
3
, 1
)
,

ε(3, 3) = ω(x) if x =
(
1
2
,
2
3

]
(5.6)

which gives QJ,Ω;T (x) = {1}. Therefore, for each x ∈ (1/2, 1), the set QJ,Ω;T (x) is nonempty
and closed in X.

Case 2. If x = 1, then QJ,Ω;T (1) = {1}. Indeed, T(x) = {3/4, 1} and ω(1) + εJ(1, 1) =
ε(0, 0) + ε(0, 0) = ε(0, 0)	H ε(0, 0) = ω(1). Hence, 1 ∈ QJ,Ω;T (1). We see that 3/4/∈QJ,Ω;T (1).
Indeed, if 3/4 ∈ QJ,Ω;T (1), then ω(3/4) + εJ(1, 3/4)	H ω(1). On the other hand, by Case 1, it
follows thatω(1)+εJ(3/4, 1)	Hω(3/4). Consequently,ω(3/4)+εJ(1, 3/4)	H ω(1)≺H ω(1)+
εJ(3/4, 1)	H ω(3/4) which is impossible. Hence, QJ,Ω;T (1) = {1}. Therefore, QJ,Ω;T (1) is a
nonempty closed set.

Now, we show that assumption (h) does not hold. Otherwise, suppose that, for each
x ∈ X0

J = (1/2, 1], each dynamic process (wm : m ∈ {0} ∪ N) starting at w0 = x and satisfying
∀m∈{0}∪N{wm+1 ∈ T(wm)} satisfies ∀m∈{0}∪N{wm+1 ∈ QJ,Ω;T (wm)}. Then, in particular, for x = 1,
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a dynamic process (wm : m ∈ {0} ∪ N) starting at w0 = 1 such that w1 = 3/4 and wm = 1 for
each m � 2, satisfies ∀m∈{0}∪N{wm+1 ∈ QJ,Ω;T(wm)}. Hence,

ω

(
3
4

)
+ εJ

(
1,

3
4

)
= ω(w1) + εJ(w0, w1)	H ω(w0) = ω(1) (5.7)

holds. On the other hand, if x = 3/4, then a dynamic process (wm : m ∈ {0} ∪ N) starting at
w0 = 3/4 such thatwm = 1 for eachm � 1, also satisfies ∀m∈{0}∪N{wm+1 ∈ QJ,Ω;T (wm)}. Hence,

ω(1) + εJ

(
3
4
, 1
)

= ω(w1) + εJ(w0, w1)	H ω(w0) = ω

(
3
4

)
. (5.8)

By (5.7) and (5.8), ω(3/4) + εJ(1, 3/4)	H ω(1)≺H ω(1) + εJ(3/4, 1)	H ω(3/4) which is
impossible. Therefore, (h) does not hold.

We proved that there exists w = 1 ∈ DΩ ∩ X0
J = (1/2, 1] such that w = 1 ∈ T(1) =

{3/4, 1}. Of course, (h) does not hold and w = 1 is not the endpoint of T in X.

Example 5.3 illustrates an endpoint version of Theorem 4.5; we show that, for a set-
valued dynamic system, assumptions (a)–(h) are satisfied and assertion (i′) holds.

Example 5.3. Let L, H, (X,P), X, p : X × X → L, W = (1/2, 1], J = {J} and Ω = {ω} be such
as in Example 5.2. Let T : X → 2X be defined by

T(x) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(
0,

1
2

)
∪
(
1
2
, 1
]

if x = 0,

{1} if x ∈
(
0,

1
2

)
∪
(
1
2
, 1
]
,

{0, 1} if x =
1
2
.

(5.9)

By considerations analogous to those for Example 5.2, we prove that assumptions (a)–
(g) are satisfied.

We show that assumption (h) also holds. Indeed, let x ∈ X0
J = (1/2, 1] be arbitrary

and fixed. Then each dynamic process (wm : m ∈ {0} ∪ N) starting at w0 = x and satisfying
∀m∈{0}∪N{wm+1 ∈ T(wm)} is of the following form.

Case 1. w0 = x ∈ (1/2, 1) and, for eachm � 1, wm = 1;

Case 2. For eachm ∈ {0} ∪ N, wm = 1.
Since

ω(w1) + εJ(w0, w1) = ω(1) + εJ(x, 1) = ε(0, 0) + ε(2, 2) = ε(2, 2)

	H

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

ε(2, 2) = ω(x) = ω(w0) if x ∈
(
2
3
, 1
)
,

ε(3, 3) = ω(x) = ω(w0) if x =
(
1
2
,
2
3

]
,

(5.10)
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thus, in Cases 1 and 2, ∀m∈{0}∪N{wm+1 ∈ QJ,Ω;T (wm)}. We proved that, there exists w = 1 ∈
X0

J = (1/2, 1] such that w = 1 ∈ T(1) = {1}, that is, w = 1 is the endpoint of T in X.

Remark 5.4. There exist examples of cone uniform spaces (X,P) and the maps T that
Theorem 4.5 holds simultaneously for some J/=P (see, Example 5.2; then X = [0, 1] and
X0

J = (1/2, 1]) and for J = P (see Example 5.5, then X = X0
J = [0, 1]). However, in general,

this does not hold (see, e.g., Examples 5.6 and 5.7).

Example 5.5. Let L, H, (X,P), X, p : X × X → L and T : X → 2X be as in Example 5.2. Let
ε ∈ (0,∞) be arbitrary and fixed and let Ω = {ω}, where ω : X → L is of the form

ω(x) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ε · (0, 0) for x = 1,

ε · (4, 4) for x ∈ [0, 1) \
{
1
4
,
1
2
,
3
4

}
,

ε · (2, 2) for x =
1
4
,

ε · (6, 6) for x =
1
2
,

ε · (1, 1) for x =
3
4
.

(5.11)

Assuming that J = P, by considerations analogous to those for Example 5.2, we prove
that assumptions (a)–(f) of Theorem 4.5 are satisfied. Now we show that (g) holds. Indeed,
let x ∈ X0

P = X. Then the following cases hold.

Case 1. If x = 0, then T(0) = (0, 1] \ {1/2} and we have the following. (a) for y = 1/4 ∈ T(0),
we calculate that ω(1/4) + εp(0, 1/4) = ε(2, 2) + ε(1/4, 1/2) = ε(9/4, 5/2)	H ε(4, 4) =
ω(0); (b) for y = 3/4 ∈ T(0), we calculate ω(3/4) + εp(0, 3/4) = ε(1, 1) + ε(3/4, 3/2) =
ε(7/4, 5/2)	Hε (4, 4) = ω(0); (c) for y = 1 ∈ T(0), we calculate ω(1) + εp(0, 1) = ε(0, 0) +
ε(1, 2) = ε(1, 2)	H ε(4, 4) = ω(0); (d) for each y ∈ T(0) \ {1/4, 3/4, 1}, we calculate
ω(y) + εp(0, y) = ε(4, 4) + ε(y, 2y)�Hε (4, 4) = ω(0). Consequently, QJ,Ω;T (0) = {1/4, 3/4, 1}
is nonempty and closed in X.

Case 2. If x = 1/2, then T(1/2) = {0, 1} and we have the following. (a) for y = 0 ∈ T(1/2), we
getω(0)+εp(1/2, 0) = ε(4, 4)+ε(1/2, 1) = ε(9/2, 5)	Hε (6, 6) = ω(1/2); (b) for y = 1 ∈ T(1/2),
we obtainω(1)+εp(1/2, 1) = ε(0, 0)+ε(1/2, 1) = ε(1/2, 1)	H ε(6, 6) = ω(1/2). Consequently,
QJ,Ω;T(1/2) = {0, 1} is nonempty and closed in X.

Case 3. If x ∈ (0, 1/2) ∪ (1/2, 1), then T(x) = {1} and we have

ω(1) + εp(x, 1) = ε(0, 0) + ε(1 − x, 2(1 − x))

=

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

ε

(
3
4
,
3
2

)
	H ε(2, 2) = ω

(
1
4

)
if x =

1
4
,

ε(1 − x, 2(1 − x))	H ε(4, 4) = ω(x) if x ∈ (0, 1) \
{
1
2
,
1
4
,
3
4

}
,

ε

(
1
4
,
1
2

)
	H ε(1, 1) = ω

(
3
4

)
if x =

3
4
.

(5.12)
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Consequently, for each x ∈ (0, 1/2) ∪ (1/2, 1) the set QJ,Ω;T (x) = {1} is nonempty and closed
in X.

Case 4. If x = 1, then the set QJ,Ω;T(1) = {1} is nonempty and closed in X.
We proved that assumption (g) holds. Assumption (h) does not hold (see Exam-

ple 5.2).

It is worth noticing that J-families of generalized pseudodistances are very useful and
important tools for investigations in cone uniform spaces; for details, see Examples 5.6 and
5.7 below.

Example 5.6. Let L,H, (X,P), X and p : X ×X → L be as in Example 5.2.
Let W = (1/2, 1] and let J : X ×X → L be of the form

J
(
x, y

)
=

⎧
⎪⎨

⎪⎩

(0, 0) if x = y ∈ W,

(2, 2) if x /=y ∨ x = y /∈W,

x, y ∈ X. (5.13)

The family J = {J} is, by Example 5.1, a J-family and X0
J = (1/2, 1]/= ∅.

Let ε ∈ (0,∞) be arbitrary and fixed. Defining ω : X → L by the formula

ω(x) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

ε · (0, 0) for x = 1,

ε · (2, 2) for x ∈
[
0,

1
3

)
∪
(
2
3
, 1
)
,

ε · (3, 3) for x ∈
[
1
3
,
2
3

]
,

(5.14)

we see that ∀x∈X{0	H ω(x)} and DΩ = dom(ω)/= ∅.
Let T : X → 2X be of the form

T(x) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

{
1
2

}
if x = 0,

(
1
2
, 1
]

if x ∈
(
0,

1
2

)
,

{0} if x =
1
2
,

[
0,

1
2

]
∪ {1} if x ∈

(
1
2
, 1
)
,

{0, 1} if x = 1.

(5.15)

Assumptions (a)–(f) of Theorem 4.5 hold. Also (g) holds. Indeed, we have the
following cases.
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Case 1. If x ∈ (1/2, 1), then T(x) = [0, 1/2] ∪ {1}. We see that T(x) ∩X0
J = {1} and

ω(1) + εJ(x, 1) = ε(0, 0) + ε(2, 2) = ε(2, 2)

	H

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

ε(2, 2) = ω(x) if x ∈
(
2
3
, 1
)
,

ε(3, 3) = ω(x) if x =
(
1
2
,
2
3

]
.

(5.16)

This gives QJ,Ω;T(x) = {1}. Hence, for each x ∈ (1/2, 1), the set QJ,Ω;T (x) is nonempty and
closed in X.

Case 2. If x = 1, then T(1) = {0, 1} and we see that T(x) ∩ X0
J = {1} and ω(1) + εJ(1, 1) =

ε(0, 0) + ε(0, 0) = ε(0, 0)	H ε(0, 0) = ω(1). Consequently, QJ,Ω;T(1) = {1} is nonempty and
closed in X.

Therefore, assumptions (a)–(g) of Theorem 4.5 are satisfied and there exists w = 1 ∈
X0

J = (1/2, 1] such that 1 ∈ T(1) = {0, 1}. Thus Theorem 4.5 holds for J/=P. It is easy to show
that (h) does not hold.

Example 5.7. Let L, H, X, p, P = {p}, (X,P) and T : X → 2X be such as in Example 5.6.
However, let J = P (by Remark 2.7, it is J -family on X). Of course, X0

J = X /= ∅. Thus
assumptions (a)–(c), (e) and (f) of Theorem 4.5 are satisfied.

Suppose that there exists Ω = {ω} satisfying (d) and (g). Then, for x = 0, the
set QJ,Ω;T(0) ⊂ {1/2} = T(0) is nonempty and closed, so ω(1/2) + p(0, 1/2)	H ω(0).
On the other hand, QJ,Ω;T (1/2) ⊂ {0} = T(1/2) is also nonempty and closed, that is,
ω(0)+p(1/2, 0)	H ω(1/2). Hence, ω(1/2)+p(0, 1/2)	H ω(0)≺H ω(0)+p(1/2, 0)	H ω(1/2).
This is impossible. Thus (g) does not hold, and we may not use Theorem 4.5 when J = P.

Example 5.8 illustrates Theorem 4.5 for single-valued dynamic systems.

Example 5.8. Let (L, ‖ · ‖) where L = R
2, H = {(x, y) ∈ L : x, y � 0}, (X,P) be a cone metric

space with a cone H where X = R, P = {p} and p : X × X → L is a cone metric of the form
p(x, y) = (|x − y|, 2|x − y|), x, y ∈ X.

Let W = R \ Z and let J : X ×X → L be of the form

J
(
x, y

)
=

⎧
⎨

⎩

(0, 0) if x = y ∈ W,

(2, 2) if x /=y ∨ x = y /∈W,
x, y ∈ X. (5.17)

By Example 5.1, J = {J} is a J-family. Moreover, we see that X0
J = W /= ∅. Let ε > 0 be

arbitrary and fixed. Define ω : X → L as follows:
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ω(x) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ε · (4n, 4n) for x ∈ (−(2n + 1),−2n), n � 3,
ε · (3n, 6n) for x ∈ (−2n,−(2n − 1)), n ∈ N,

ε · (4, 4) if x ∈ (−3,−2),
ε · (6, 6) if x ∈ (−5,−4) ∪ (−1, 3) \

{
−1
2
, 0,

1
2
, 1, 2

}
,

ε · (0, 0) if x =
{
1
2

}
,

ε · (2, 2) if x ∈
{
−1
2

}
∪ Z,

ε · (4n, 8n) if x ∈ (n, n + 1), n � 3.

(5.18)

We observe that ∀x∈X{0	H ω(x)} andDΩ = dom(ω)/= ∅. Let T : X → X be defined as follows:

T(x) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

−2n + 1 if x = −(2n + 1), n ∈ N,

(−4n + 3)
2

if x ∈ (−(2n + 1),−2n), n ∈ N,

−2n + 2 if x = −2n, n ∈ N,

(−4n + 5)
2

if x ∈ (−2n,−(2n − 1)), n ∈ N,

1
2

if x ∈ [−1, 2),
2n + 1 if x = 2n, n ∈ N,

(4n − 3)
2

if x ∈ (2n, 2n + 1), n ∈ N,

2n if x = 2n + 1, n ∈ N,

(4n − 1)
2

if x ∈ (2n + 1, 2n + 2), n ∈ N.

(5.19)

Now we prove that (g) holds. Let x ∈ X0
J = W be arbitrary and fixed and consider the

following eleven cases.

Case 1. For x ∈ (−(2n + 1),−2n), n � 3, we have T(x) = (−4n + 3)/2 ∈ X0
J. Consequently, we

obtain (a) ω((−4n + 3)/2) + εJ(x, (−4n + 3)/2) = ε(6, 6) + ε(2, 2) = ε(8, 8)	H ε(12, 12) = ω(x)
if n = 3; (b) ω((−4n+ 3)/2) + εJ(x, (−4n+ 3)/2) = ε(4(n− 1), 4(n− 1)) + ε(2, 2) = ε(4n− 2, 4n−
2)	H ε(4n, 4n) = ω(x) if n > 3. Hence, QJ,Ω;T(x) = {(−4n + 3)/2}.

Case 2. For x ∈ (−5,−4), we have T(x) = (−4 · 2 + 3)/2 = −5/2 ∈ (−3,−2) ⊂ X0
J and ω(−5/2) +

εJ(x,−5/2) = ε(4, 4) + ε(2, 2) = ε(6, 6)	Hε (6, 6) = ω(x), which gives QJ,Ω;T (x) = {−5/2}.

Case 3. For x ∈ (−3,−2), we have T(x) = (−4·1+3)/2 = −1/2 ∈ X0
J andω(−1/2)+εJ(x,−1/2) =

ε(2, 2) + ε(2, 2) = ε(4, 4)	H ε(4, 4) = ω(x), which gives QJ,Ω;T (x) = {−1/2}.

Case 4. For x ∈ (−2n,−(2n − 1)), n � 2, we have T(x) = (−4n + 5)/2 ∈ (−2(n − 1),−(2(n −
1) − 1)) ⊂ X0

J and ω((−4n + 5)/2) + εJ(x, (−4n + 5)/2) = ε(3(n − 1), 6(n − 1)) + ε(2, 2) =
ε(3n − 1, 6n − 4)	Hε (3n, 6n) = ω(x), which gives QJ,Ω;T (x) = {(−4n + 5)/2}.
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Case 5. For x = (−2,−1), we have T(x) = 1/2 ∈ X0
J andω(1/2)+εJ(x, 1/2) = ε(0, 0)+ε(2, 2) =

ε(2, 2)	H ε(3, 6) = ω(x), which gives QJ,Ω;T (x) = {1/2}.

Case 6. For x = (−1, 3) \ {0, 1/2, 1, 2}, we have T(x) = 1/2 ∈ X0
J and

ω

(
1
2

)
+ εJ

(
x,

1
2

)
=

⎧
⎪⎪⎨

⎪⎪⎩

ε(0, 0) + ε(2, 2)	H ε(6, 6) = ω(x) if x /= − 1
2
,

ε(0, 0) + ε(2, 2)	H ε(2, 2) = ω(x) if x = −1
2
,

(5.20)

which gives QJ,Ω;T (x) = {1/2}.

Case 7. For x = 1/2, we have QJ,Ω;T (x) = {1/2}.

Case 8. For x ∈ (4, 5), we have T(x) = 5/2 ∈ (2, 3) ⊂ X0
J and ω(5/2) + εJ(x, 5/2) = ε(6, 6) +

ε(2, 2) = ε(8, 8)	H ε(16, 32) = ω(x), which gives QJ,Ω;T (x) = {5/2}.

Case 9. For x ∈ (2n, 2n + 1), n � 3, we have T(x) = (4n − 3)/2 ∈ (2(n − 1), 2(n − 1) + 1) ⊂ X0
J

and ω((4n − 3)/2) + εJ(x, (4n − 3)/2) = ε(4(2(n − 1)), 8(2(n − 1))) + ε(2, 2) = ε(8n − 6, 16n −
14)	H ε(4(2n), 8(2n)) = ω(x), which gives QJ,Ω;T (x) = {(4n − 3)/2}.

Case 10. For x = (3, 4), we have T(x) = 3/2 ∈ (1, 2) ⊂ X0
J and ω(3/2) + εJ(x, 3/2) = ε(6, 6) +

ε(2, 2) = ε(8, 8)	H ε(12, 24) = ω(x), which gives QJ,Ω;T (x) = {3/2}.

Case 11. For x ∈ (2n+1, 2n+2), n � 2, we have T(x) = (4n−1)/2 ∈ (2(n−1)+1, 2(n−1)+2) ⊂ X0
J

andω((4n−1)/2)+εJ(x, (4n−1)/2) = ε(4(2(n−1)+1), 8(2(n−1)+1))+ε(2, 2) = ε(8n−2, 16n−
6)	H ε(8n, 16n)	H ε(4(2n + 1), 8(2n + 1)) = ω(x), which gives QJ,Ω;T (x) = {(4n − 1)/2}.

Consequently, for each x ∈ X0
J, QJ,Ω;T (x) is a nonempty and closed subset of X.

We proved that there exists w = 1/2 ∈ X0
J such that T(1/2) = 1/2, that is, w = 1/2 is a

fixed point of T in X.

Remark 5.9. In general, (X0
J, T) is not a dynamic system; indeed, in Example 5.6 we have that

X0
J = (1/2, 1], T(X0

J) = [0, 1/2] ∪ {1} and T(X0
J)/⊆X0

J. It is worth noticing that in Example 5.8,
T(E) = {1/2} ⊂ X0

J for E = {−1, 0, 1} ⊂ X \X0
J.

Recall that a map f : X → (−∞,+∞] is proper if its effective domain, dom(f) = {x :
f(x) < +∞}, is nonempty. A map f : X → [−∞,+∞] is lower semicontinuous on X(written:
lsc) if the set {x ∈ X : f(x) � r} is a closed subset in X for each r ∈ R.

In the literature, the several variants of the variational principle of Ekeland type for
lsc maps and fixed point and endpoint theorem of Caristi type for dissipative single-valued
and set-valued dynamic systems with lsc entropies in metric and uniform spaces and in
metric and uniform spaces with generalized distances are given and various techniques and
methods of investigations (notably based on maximality principle) are presented. However,
in all these papers assumptions about lower semicontinuity are essential.

Now, we present comparisons between our results and the well-known ones.
We may read, respectively, the results of Mizoguchi [5] and Aubin and Siegel [4],

concerning the existence of endpoints of dissipative set-valued dynamic systems with lsc
entropy in uniform and metric spaces, respectively, as follows.



Fixed Point Theory and Applications 21

Theorem 5.10 (Mizoguchi [5, Theorems 1 and 2]). Let X be a Hausdorff complete uniform space
with a family {dα : α ∈ A} of pseudometrics inducing the topology of X, ω : X → (−∞,+∞]
be a map which is proper lsc and bounded from below and {εα, α ∈ A} be a family of finite positive
numbers.

Endpoint Theorem of Caristi Type. Assume that a set-valued dynamic system (X, T) has the
property: ∀α∈A∀x∈X∀y∈T(x){εαdα(x, y) � ω(x) −ω(y)}. Then T has an endpoint in X.

Variational Principle of Ekeland Type. For any w0 ∈ X, there exists w ∈ X such that:
∀x∈X\{w}∃β∈A{ω(w) < ω(x) + εβdβ(w,x)}, and ∀α∈A{ω(w) � ω(w0) − εαdα(w,w0)}.

Theorem 5.11 (Aubin and Siegel [4]). Let (X, d) be a complete metric space and let (X, T) be a
set-valued dynamic system. Let ω : X → (−∞,+∞] be a map which is proper lsc and bounded from
below. Assume that ∀x∈X∀y∈T(x){d(x, y) � ω(x) −ω(y)}. Then T has an endpoint in X.

The results of Feng and Liu [6] concerning the existence of fixed points and endpoints
of dissipative set-valued maps with lsc entropy in metric spaces, of Caristi type, may be read,
respectively, as follows.

Theorem 5.12 (Feng and Liu [6, Theorem 4.2 and Corollary 4.3]). Let (X, d) a complete metric
space, (X, T) a set-valued dynamic system, ω : X → R a bounded from below and lsc map, and
η : [0,∞) → [0,∞) a nondecreasing, continuous, and subadditive map and such that η−1({0}) =
{0}. If ∀x∈X∃y∈T(x){η(d(x, y)) � ω(x) − ω(y)}, then there exists w ∈ X such that w ∈ T(w). If
∀x∈X∀y∈T(x){η(d(x, y)) � ω(x) −ω(y)}, then there exists w ∈ X such that T(w) = {w}.

In Example 5.13 we show that even for J = P, Theorem 4.5 is different from Theorems
5.10, 5.11, and 5.12.

Example 5.13. Let L = R, H = [0,∞), X = [0, 1] ⊂ R, P = {d}, d(x, y) = |x − y|, x, y ∈ X. Let
T : X → 2X be as in Example 5.3.

Suppose that there exists a proper lsc on X and bounded from below map ω1 : X → L
satisfying

∀x∈X∀y∈T(x)
{
d
(
x, y

)
� ω1(x) −ω1

(
y
)}

. (5.21)

Let η : H → H be such as in Theorem 5.12 and suppose that there exists a proper lsc on X
and bounded from below map ω2 : X → L satisfying

∀x∈X∀y∈T(x)
{
η
(
d
(
x, y

))
� ω2(x) −ω2

(
y
)}

. (5.22)

Observe that 0 < 1/2 = d(1/2, 0) � ω1(1/2)−ω1(0). Moreover, the condition η−1({0}) =
{0} implies that 0 < η(d(1/2, 0)) � ω2(1/2) −ω2(0). Therefore,

ωi(0) < ωi

(
1
2

)
, i = 1, 2. (5.23)

On the other hand, for x = 0 and for each y ∈ T(0) = (0, 1/2)∪(1/2, 1], by (5.21) and (5.22), we
derive, respectively, that 0 < y = d(0, y) � ω1(0) −ω1(y) and 0 < η(d(0, y)) � ω2(0) −ω2(y).
This gives T(0) ⊂ {y ∈ X : ωi(y) � ωi(0)}, i = 1, 2. Also, we see that 0 ∈ {y ∈ X : ωi(y) �
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ωi(0)}, i = 1, 2. Moreover, (5.23) implies that 1/2/∈ {y ∈ X : ωi(y) � ωi(0)}, i = 1, 2. Since
X = [0, 1] = T(0) ∪ {0, 1/2}, we conclude that {y ∈ X : ωi(y) � ωi(0)} = T(0) ∪ {0}, i = 1, 2,
which gives that the set {y ∈ X : ωi(y) � ωi(0)} = [0, 1/2) ∪ (1/2, 1], i = 1, 2, is open in X.
Therefore, for each i = 1, 2, the lsc map ωi on X has the property that {y ∈ X : ωi(y) � c}
is not closed for c = ωi(0). This is impossible. Consequently, for such T , we may not apply
Theorems 5.10–5.12 (there does not exist ω which is lsc on X).

Definition 5.14 (Vályi [34, page 130]). Let (Y,V) be a topological vector space ordered by the
closed coneK and (X,U) a Hausdorff complete uniform space. Themapω : X → Y∪{+∞} is
called (strongly )lower semicontinuous, lsc, if for every x ∈ dom(ω) and (e ∈ int(K))e ∈ K \ {0}
there is aU ∈ U such that (x, y) ∈ U implies that ω(y)≥K ω(x) − e.

Let ω : X → Y ∪ {+∞} be lsc and bounded from below and let d : X ×X → Y ∪ {+∞}
satisfy:

(i) 0≤K d(x, y) and d(x, y) = 0 if x = y;

(ii) d(x, z)≤K d(x,y) + d(y, z);

(iii) for each x ∈ X, the map y → d(x, y) is lsc on X.

Let ≤d,ω be a partial quasiordering on X defined as follows: x ≤d,ω y if x = y or
d(x, y)≤K ω(x) −ω(y). For details, see [34, page 130].

The results of Vályi [34], Caristi [2], Ekeland [3], and Jachymski [7], concerning
dissipative single-valued dynamic systems with lsc entropies, may be read, respectively, as
follows.

Theorem 5.15 (Vályi [34, Theorems 5 and 6]). Let (X,U) be a Hausdorff uniform space; let (Y,V)
be a weakly sequentially complete topological vector space ordered by the closed normal cone K; let
d : X ×X → Y satisfy (i) and (ii); let ω : X → Y ∪ {+∞} be bounded from below. Assume that (a)
the map ω is continuous (lsc); (b) for each x ∈ X, the map y → d(x, y) is continuous (lsc); and (c)
for eachU ∈ U there is a V ∈ V such that d(x, y) ∈ V implies that (x, y) ∈ U.

Fixed Point Theorem of Caristi Type). Assume that a map T : X → X has the property
∀x∈X{d(x, T(x))≤K ω(x) −ω(T(x))}. Then T has a fixed point in X.

Variational Priciple of Ekeland Type. For each x ∈ dom(ω) there exists w ∈ dom(ω) such
that x≤d,ωw and w is maximal in {y ∈ X : x ≤d,ω y} (i.e., ∀y∈X\{w}{ω(y)K /≤ω(w) − d(w,y)} and
ω(w)≤K ω(x) − d(x,w)).

Theorem 5.16. Let (X, d)be a complete metric space and let ω : X → (−∞,+∞] be a map which is
proper lsc and bounded from below.

(Caristi [2]). Let T : X → X. If

∀x∈X{d(x, T(x)) � ω(x) −ω(T(x))}, (5.24)

then there exists w ∈ X such that T(w) = w.
(Ekeland [3]). For every ε > 0 and for every x0 ∈ dom(ω), there exists u ∈ X such that: (i)

ω(u) + εd(x0, u) � ω(x0); and (ii) ∀x∈X\{u}{ω(u) < ω(x) + εd(x, u)}.
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Theorem 5.17 (Jachymski [7, Theorem 6]). Let (X, d) be a complete metric space, T : X → X,
ω : X → R a nonnegative lsc map on X, and η : [0,∞) → [0,∞) a nondecreasing and subadditive
map, continuous at 0 and such that η−1({0}) = {0}. If ∀x∈X{η(d(x, T(x)) � ω(x) −ω(T(x))}, then
there exists w ∈ X such that T(w) = w.

Example 5.18 shows that Theorem 4.5 is different from Theorems 5.15, 5.16, and 5.17.

Example 5.18. Let L = R, H = [0,∞], X = R, P = {d}, d(x, y) = |x − y|, and x, y ∈ X. Let T :
X → X be such as in Example 5.8. It is worth noticing that, by Remark 2.7, J = P is J-family.
Suppose that there exists a proper lsc and bounded from below map ω1 : X → (−∞,+∞]
satisfying ∀x∈X{d(x, T(x)) � ω1(x) − ω1(T(x))}. Moreover, let η : H → H be such as in
Theorem 5.17 and suppose that there exists a proper lsc on X map ω2 : X → H satisfying
∀x∈X{η(d(x, T(x))) � ω2(x) −ω2(T(x))}. It is clear that

η(d(x, T(x))) = 0 if d(x, T(x)) = 0. (5.25)

Let n0 ∈ N be arbitrary and fixed. We have 0 < 1 = d(2n0, 2n0 + 1) = d(2n0, T(2n0)) �
ω1(2n0) − ω1(2n0 + 1) and, by (5.25), 0 < η(d(2n0, 2n0 + 1)) = η(d(x, T(x))) � ω2(2n0) −
ω2(2n0 + 1), which gives ωi(2n0 + 1) < ωi(2n0), i = 1, 2. On the other hand, T(2n0 + 1) = 2n0,
0 < 1 = d(2n0 + 1, 2n0) � ω1(2n0 + 1) − ω1(2n0) and, by (5.25), 0 < η(d(2n0 + 1, 2n0)) �
ω2(2n0 + 1) −ω2(2n0), which gives ωi(2n0) < ωi(2n0 + 1), i = 1, 2. This is impossible.

The Banach fixed point theorem may be read as follows.

Theorem 5.19 (Banach [1]). Let (X, d) be a complete metric space and let T : X → X be a single-
valued map satisfying the condition

∃0�λ<1∀x,y∈X
{
d
(
T(x), T

(
y
))

� λd
(
x, y

)}
. (5.26)

Then (i) T has a unique fixed point w in X, and (ii) the sequence {T [m](v)} converges to w for each
v ∈ X.

The maps T satisfying conditions (5.26) and (5.24) are called in literature Banach’s
contractions andCaristi’s maps, respectively. They are essentially different: themap T satisfying
(5.26) is continuous and has a unique fixed point while the map T satisfying (5.24) is not
necessarily continuous and has a fixed point which is not necessarily unique.

We also illustrate our results in the case when the maps havemore than one fixed point
(Example 5.20(A)) or one endpoint (Example 5.20(B)).

Example 5.20. Let (L, ‖ · ‖) where L = R
2, H = {(x, y) ∈ L : x, y � 0}, (X,P) be a cone metric

space with a cone H where X = R, P = {p} and p : X × X → L is a cone metric of the form
p(x, y) = (|x − y|, 2|x − y|), x, y ∈ X.

Let Wi and Ji : X ×X → L, i = 1, 2, be of the form W1 = [0, 1/4), W2 = (3/4, 1],

Ji
(
x, y

)
=

⎧
⎨

⎩

(0, 0) if x = y ∈ Wi,

(2, 2) if x /=y ∨ x = y /∈Wi,
x, y ∈ X, i = 1, 2. (5.27)
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By Example 5.1, for each i = 1, 2, Ji = {Ji} is a J-family. Moreover, we see that X0
Ji

= Wi /= ∅,
i = 1, 2. Let ε > 0 be arbitrary and fixed. Define ωi : X → L, i = 1, 2, as follows:

ω1(x) =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

ε · (0, 0) for x = 0,

ε · (2, 2) for x ∈
(
0,

1
3

)
∪
(
2
3
, 1
]
,

ε · (3, 3) for x ∈
[
1
3
,
2
3

]
,

ω2(x) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

ε · (0, 0) for x = 1,

ε · (2, 2) for x ∈
[
0,

1
3

)
∪
(
2
3
, 1
)
,

ε · (3, 3) for x ∈
[
1
3
,
2
3

]
.

(5.28)

We observe that ∀x∈X{0	H ωi(x)} and DΩi = dom(ωi)/= ∅, where Ωi = {ωi}, i = 1, 2.

(A) Let T1 : X → 2X be defined as follows:

T1(x) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

{0, 1} if x = 0,

{0} if x ∈
(
0,

1
4

)
,

{
3
4

}
if x =

1
4
,

[
0,

1
4

]
if x ∈

(
1
4
,
3
4

)
,

{
1
4

}
if x =

3
4
,

{1} if x ∈
(
3
4
, 1
)
,

{0, 1} if x = 1.

(5.29)

Step 1. First, we observe that for J1 and Ω1 assertions (a)–(f) of Theorem 4.5 hold. We prove
that (g) holds. We see that X0

J1
= W1 = [0, 1/4) and consider two cases

Case 1. For x = 0, we have T1(x) = {0, 1} and we see that T1(x) ∩ X0
J1

= {0} and ω1(0) +
εJ1(0, 0) = ε(0, 0) + ε(0, 0)	H ε(0, 0) = ω1(0). Consequently, QJ1,Ω1;T1(0) = {0}.

Case 2. For x ∈ (0, 1/4), we have T1(x) = {0} ⊂ X0
J1

and ω1(0) + εJ1(x, 0) = ε(0, 0) + ε(2, 2) =
ε(2, 2)	H ε(2, 2) = ω1(x),which gives QJ1,Ω1;T1(x) = {0}.

Consequently, for each x ∈ X0
J1
, QJ1,Ω1;T1(x) is a nonempty and closed subset of X and

there exists w = 0 ∈ X0
J1

such that w ∈ T1(0) = {0, 1}, that is, w = 0 is a fixed point of T1 in X.
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Step 2. We see that for J2 and Ω2 assertions (a)–(f) of Theorem 4.5 hold. We prove that (g)
holds. We see that X0

J2
= W2 = (3/4, 1] and consider two cases.

Case 1. For x ∈ (3/4, 1), we have T1(x) = {1} ⊂ X0
J2

and ω2(1) + εJ2(x, 1) = ε(0, 0) + ε(2, 2) =
ε(2, 2)	H (2, 2) = ω2(x), which gives QJ2,Ω2;T1(x) = {1}.

Case 2. For x = 1, we have T1(x) = {0, 1} and we see that T1(x) ∩ X0
J2

= {1} and ω2(1) +
εJ2(1, 1) = ε(0, 0) + ε (0, 0)	H (0, 0) = ω2(1), which gives QJ2,Ω2;T1(1) = {1}.

Consequently, for each x ∈ X0
J2
, QJ2,Ω2;T1(x) is a nonempty and closed subset of X and

there exists w = 1 ∈ X0
J2

such that w ∈ T1(1) = {0, 1}, that is, w = 1 is a fixed point of T1 in X.
Clearly, (h) does not hold for (Ji,Ωi), i = 1, 2. Indeed, in Step 1, if x = 0, then a dynamic

process (wm : m ∈ {0} ∪ N) starting at w0 = x = 0 and satisfying ∀m∈{0}∪N{wm+1 ∈ T1(wm)}
such that w1 = 1 ∈ {0, 1} = T1(w0) and wm = 1 for m � 2, does not satisfy ∀m∈{0}∪N{wm+1 ∈
QJ1,Ω1;T1(wm)} since w1 = 1/∈QJ1,Ω1;T1(w0) = {0}. Similarly, in Step 2, if x = 1, then a dynamic
process (wm : m ∈ {0} ∪ N) starting at w0 = x = 1 and satisfying ∀m∈{0}∪N{wm+1 ∈ T1(wm)}
such that w1 = 0 ∈ {0, 1} = T1(w0) and wm = 0 for m � 2, does not satisfy ∀m∈{0}∪N{wm+1 ∈
QJ2,Ω2;T1(wm)} since w1 = 0/∈QJ2,Ω2;T1(w0) = {1}.

(B) Let T2 : X → 2X be defined as follows:

T2(x) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

{0} if x ∈
[
0,

1
4

)
,

{
3
4

}
if x =

1
4
,

[
0,

1
4

]
if x ∈

(
1
4
,
3
4

)
,

{
1
4

}
if x =

3
4
,

{1} if x ∈
(
3
4
, 1
]
.

(5.30)

Step 1. First, we observe that for J1 and Ω1 assertions (a)–(f) of Theorem 4.5 hold. We prove
that (g) and (h) hold. We see that X0

J1
= W1 = [0, 1/4) and consider two cases.

Case 1. For x = 0, we have T2(x) = {0} ⊂ X0
J1

andω1(0)+εJ1(0, 0) = ε(0, 0)+ε(0, 0)	H ε(0, 0) =
ω1(0). Consequently, QJ1,Ω1;T2(0) = {0}.

Case 2. For x ∈ (0, 1/4), we have T2(x) = {0} ⊂ X0
J1

and ω1(0) + εJ1(x, 0) = ε(0, 0) + ε(2, 2) =
ε(2, 2)	Hε (2, 2) = ω1(x), which gives QJ1,Ω1;T2(x) = {0}.

Consequently, for each x ∈ X0
J1
,QJ1,Ω1;T2(x) is a nonempty and closed subset ofX, that

is, (g) holds.
For each x ∈ X0

J1
, each dynamic process (wm : m ∈ {0} ∪ N) starting at w0 = x and

satisfying ∀m∈{0}∪N{wm+1 ∈ T2(wm)} is of the followimg form: (1) for eachm ∈ {0}∪N,wm = 0;
or (2) w0 = x ∈ (0, 1/4) and wm = 0 for m � 1. Therefore, ∀m∈{0}∪N{wm+1 ∈ QJ1,Ω1;T2(wm)}.
This gives (h).
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There exists w = 0 ∈ X0
J1

such that w ∈ T2(0) = {0}, that is, w = 0 is an endpoit of T2
in X.

Step 2. We see that for J2 and Ω2 assertions (a)–(f) of Theorem 4.5 hold. We prove that (g)
and (h) hold. We see that X0

J2
= W2 = (3/4, 1] and consider two cases.

Case 1. For x ∈ (3/4, 1), we have T2(x) = {1} ⊂ X0
J2

and ω2(1) + εJ2(x, 1) = ε(0, 0) + ε(2, 2) =
ε(2, 2)	Hε (2, 2) = ω2(x), which gives QJ2,Ω2;T2(x) = {1}.

Case 2. For x = 1, we have T2(x) = {1} ⊂ X0
J2

andω2(1)+εJ2(1, 1) = ε(0, 0)+ε(0, 0)	H ε(0, 0) =
ω2(1), which gives QJ2,Ω2;T2(1) = {1}.

Consequently, for each x ∈ X0
J2
,QJ2,Ω2;T2(x) is a nonempty and closed subset ofX, that

is, (g) holds.
For each x ∈ X0

J2
, each dynamic process (wm : m ∈ {0} ∪ N) starting at w0 = x and

satisfying ∀m∈{0}∪N{wm+1 ∈ T2(wm)} is of the form: (1) for each m ∈ {0} ∪ N), wm = 1; or (2)
w0 = x ∈ (3/4, 1) and wm = 1 for m � 1. Hence, ∀m∈{0}∪N{wm+1 ∈ QJ2,Ω2;T2(wm)}. This gives
(h).

There exists w = 1 ∈ X0
J2

such that w ∈ T2(1) = {1}, that is, w = 1 is an endpoint of T2
in X.

Example 5.21. Let L, H, X, p, P = {p}, (X,P) and T : X → 2X be such as in Example 5.20(A),
or (B). However, let J = P (by Remark 2.7, it is J-family on X). Of course, X0

J = X /= ∅. Thus
assumptions (a)–(c), (e) and (f) of Theorem 4.5 are satisfied.

Suppose that there exists Ω = {ω} satisfying (d) and (g). Then, for x = 1/4, the set
QP,Ω;T (1/4) ⊂ {3/4} = T(1/4) is nonempty and closed, so ω(3/4) + p(1/4, 3/4)	H ω(1/4).
On the other hand, QP,Ω;T (3/4) ⊂ {1/4} = T(3/4) is also nonempty and closed, that
is, ω(1/4) + p(3/4, 1/4)	H ω(3/4). Hence, ω(3/4) + p(1/4, 3/4)	H ω(1/4)≺L ω(1/4) +
p(3/4, 1/4)	H ω(3/4). This is impossible. Thus (g) does not hold, and we may not use
Theorem 4.5 when J = P.

Finally, we give a remark to end the section.

Remark 5.22. (i) In our investigations the lower semicontinuity assumption is not
necessary (see Examples 5.2–5.6 and 5.20).

(ii) The conditions of Caristi-Ekeland type do not hold for maps which have periodic
points (see, e.g., [4–29] and references therein). By using J-families of generalized
pseudodistances we can study even maps which have periodic points (see, e.g.,
Example 5.6 where T(0) = {1/2} and T(1/2) = {0}; Example 5.8 where T(2n) =
2n + 1 and T(2n + 1) = 2n, n ∈ N; Example 5.20 where T(3/4) = {1/4} and T(1/4) =
{3/4}).

(iii) The existence of J-families such that J/=P is essential (see, e.g., Examples 5.6, 5.7,
5.8, 5.20 and 5.21).

6. Relations between Generalized Pseudodistances and Distances of
Tataru, Kada-Suzuki-Takahashi, Suzuki, Lin-Du, and Vályi

The aim of this section is to prove that each distance [30–34] is a generalized pseudodistance
(see Theorem 6.11). Moreover, we construct the examples (see Examples 6.13, 6.14, and 6.15)
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which show that the converse is not true. This relation betwen generalized pseudodistances
and distances [30–34] is important from the point of view of nonlinear analysis.

We will start by definitions and remarks so that this section is self-contained.
Let X be a subset of a Banach space. In 1992, Tataru [30] introduced the distance p :

X ×X → [0,∞) (called Tataru’s distance) defined by the formula

p
(
x, y

)
= inf

{
t +

∥
∥T(t)x − y

∥
∥ : t ∈ R+

}
, x, y ∈ X, (6.1)

where {T(t) : t ∈ R+} is a strongly continuous semigroup of nonexpansive maps onX defined
as follows.

Definition 6.1. Let X be a subset of a Banach space. The family {T(t) : t � 0} of maps T(t) :
X → X, t ∈ R+, is called a strongly continuous semigroup of nonexpansive maps on X if the
following conditions hold:

(sg1) for each t ∈ R+, T(t) is a nonexpansive map on X;

(sg2) ∀x∈X{T(0)x = x};
(sg3) ∀s,t∈R+{T(s + t) = T(s) ◦ T(t)};
(sg4) for each x ∈ X, the map T(·)x from R+ into X is continuous.

In 1996, Kada et al. [31] introduced the following concept of w-distance.

Definition 6.2. Let X be a metric space with metric d. A map p : X × X → [0,∞) is called a
w-distance on X if it satisfies the following conditions:

(w1) ∀x,y,z∈X{p(x, z) � p(x, y) + p(y, z)};
(w2) p is lsc in its second variable;

(w3) ∀ε>0∃δ>0∀x,y,z∈X{[p(z, x) � δ ∧ (z, y) � δ] ⇒ d(x, y) � ε}.

In 2001, Suzuki [32] defined τ-distance.

Definition 6.3. Let X be a metric space with metric d. A map p : X × X → [0,∞) is called a
τ-distance on X if there exists a map η : X × [0,∞) → [0,∞) and the following conditions
hold:

(S1) ∀x,y,z∈X{p(x, z) � p(x, y) + p(y, z)};
(S2) ∀x∈X∀t>0{η(x, 0) = 0 ∧ η(x, t) � t} and η is concave and continuous in its second

variable;

(S3) limn→∞xn = x and limn→∞supm�nη(zn, p(zn, xm)) = 0 imply that ∀w∈X{p(w,x) �
lim infn→∞p(w,xn)};

(S4) limn→∞supm�np(xn, ym)) = 0 and limn→∞η(xn, tn) = 0 imply that limn→∞η(yn, tn)
= 0;

(S5) limn→∞η(zn, p(zn, xn)) = 0 and limn→∞η (zn, p(zn, yn)) = 0 imply that limn→∞
d(xn, yn) = 0.
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Remark 6.4 (see [32, page 442]). Condition (S2) may be replaced by the following condition
(S2)′:

(S2)′ ∀x∈X{inft>0η(x, t) = 0} and η is nondecreasing in its second variable.

Remark 6.5. If (X, d) is a metric space, then the metric d is a w-distance (see [31]) and every
w-distance on X is a τ -distance on X (see [32, Proposition 1, page 443]).

Remark 6.6. If {T(t) : t > 0} is a strongly continuous semigroup of nonexpansive maps on a
subset X of a Banach space, then Tataru’s distance p on X is also τ-distance on X (see [32,
Proposition 2, page 443]).

In 2006, Lin and Du [33] introduced the following concept of τ-function.

Definition 6.7. Let X be a metric space with metric d. A map p : X × X → [0,∞) is called a
τ-function on X if the following conditions hold:

(L1) ∀x,y,z∈X{p(x, z) � p(x, y) + p(y, z)};
(L2) if x ∈ X and {yn} inX with limn→∞yn = y and p(x, yn) � M for someM = M(x) >

0, then p(x, y) � M;

(L3) for any sequence {xn} in X with limn→∞ sup{p(xn, xm) : m > n} = 0, if there exists
a sequence {yn} in X such that limn→∞p(xn, yn) = 0, then limn→∞d(xn, yn) = 0;

(L4) for x, y, z ∈ X, p(x, y) = 0, and p(x, z) = 0 imply that y = z.

Remark 6.8. In metric spaces (X, d), every w-distance on X is a τ-function on X (see [33,
Remark 2.1]).

In 1985, Vályi, in assumptions (i), (ii), (5.2) and (5.7) of Theorems 5 and 6 of the
paper [34, page 131], introduced and used in uniform spaces the new concept of distance
which in this paper we will call by Vályi’s distance. In metric spaces, Vályi’s distance we may
formulate as follows:

Definition 6.9. Let X be a metric space with metric d. A map p : X × X → [0,∞) is called a
distance of Vályi on X if the following conditions hold:

(V1) ∀x,y,z∈X{p(x, z) � p(x, y) + p(y, z)};
(V2) p is lsc in its second variable;

(V3) ∀x,y∈X{p(x, y) � 0 ∧ [p(x, y) = 0 ⇔ x = y]}; and
(V4) ∀ε>0∃δ>0∀x,y∈X{p(x, y) < δ ⇒ d(x, y) < ε}.

In the literature there are no studies concerning relations between Vályi’s distances
[34] and τ-distances [32] and τ -functions [33].

In metric spaces the generalized pseudodistance (see Definition 2.6(i)) is defined as
follows.

Definition 6.10. Let X be a metric space with metric d. The mapU : X ×X → [0,∞) is said to
be a generalized pseudodistance on X if the following two conditions hold:

(U1) ∀x,y,z∈X{U(x, z) � U(x, y) +U(y, z)};
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(U2) for any sequence (xn : n ∈ N) in X such that

lim
n→∞

sup
m>n

U(xn, xm) = 0, (6.2)

if there exists a sequence (yn : n ∈ N) in X satisfying

lim
n→∞

U
(
xn, yn

)
= 0, (6.3)

then

lim
n→∞

d
(
xn, yn

)
= 0. (6.4)

In this section we give the precise relations between generalized pseudodistances and
τ-distances of Suzuki [32], τ-functions of Lin and Du [33] and distances of Vályi [34].

By Remarks 6.5 and 6.6 and Definitions 6.3, 6.7, 6.9, and 6.10, the following question
arose naturally.

Question 1. Let (X, d) be a metric space and let p : X ×X → [0,∞) be τ-distance of Suzuki on X or
τ-function of Lin and Du on X or Vályi’s distance on X. Is p a generalized pseudodistance on X?

In the following theorem we give an affirmative answer to this question.

Theorem 6.11. Let X be a metric space with metric d.

(a) If p : X ×X → [0,∞) is a τ-distance, then p is a generalized pseudodistance.

(b) If p : X ×X → [0,∞) is a τ-function, then p is a generalized pseudodistance.

(c) If p : X ×X → [0,∞) is a Vá lyi’s distance, then p is a generalized pseudodistance.

Proof. (a) It is clear that (S1) implies (U1).
For proving that (U2) holds we assume that the sequences (xn : n ∈ N) and (yn : n ∈ N)

in X satisfy (6.2) and (6.3), that is,

lim
n→∞

sup
m>n

p(xn, xm) = 0,

lim
n→∞

p
(
xn, yn

)
= 0.

(6.5)

By (6.5), and [32, Lemma 3, page 450], we obtain that limn→∞d(xn, yn) = 0. Therefore, (U2)
is satisfied. Consequently, p is a generalized pseudodistance on X.

(b) Indeed, conditions (L1) and (L3) imply conditions (U1) and (U2), respectively.

(c) We see that condition (V1) implies (U1).

For proving that (U2) holds, we assume that the sequences (xm : m ∈ N) and (ym :
m ∈ N) in X satisfy (6.2) and (6.3).
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By (V4),

∀ε>0∃δ>0∀x,y∈X
{
p
(
x, y

)
< δ =⇒ d

(
x, y

)
< ε

}
. (6.6)

From (6.3),

∀δ>0∃n0∈N∀n�n0

{
p
(
xn, yn

)
< δ

}
. (6.7)

As consequence of (6.6) and (6.7), we get

∀ε>0∃n0∈N∀n�n0

{
d
(
xn, yn

)
< ε

}
, (6.8)

that is, (6.4) holds. Therefore, (U2) is satisfied.

Now we ask the following question.

Question 2. Is converse to Theorem 6.11 true?

The examples constructed in the sequel give a negative answer to this question.
For later use, we begin by constructing a generalized pseudodistance.

Example 6.12. Let X be a metric space with metric d. Let the set E ⊂ X, containing at least
two different points, be arbitrary and fixed and let c > 0 satisfy δ(E) < c where δ(E) =
sup{d(x, y) : x, y ∈ E}. Let U : X ×X → [0,∞) be defined by the formula

U
(
x, y

)
=

⎧
⎨

⎩

d
(
x, y

)
if E ∩ {

x, y
}
=
{
x, y

}
,

c if E ∩ {
x, y

}
/=
{
x, y

}
,

x, y ∈ X. (6.9)

The map U is a generalized pseudodistance on X.
Indeed, it is worth noticing that the condition (U1) does not hold only if there exist

some x0, y0, z0 ∈ X such that U(x0, z0) > U(x0, y0) + U(y0, z0). This inequality is equivalent
to c > d(x0, y0)+d(y0, z0)whereU(x0, z0) = c,U(x0, y0) = d(x0, y0) andU(y0, z0) = d(y0, z0).
However, by (6.9),U(x0, z0) = c gives that there exists v ∈ {x0, z0} such that v /∈E,U(x0, y0) =
d(x0, y0) gives {x0, y0} ⊂ E and U(y0, z0) = d(y0, z0) gives {y0, z0} ⊂ E. This is impossible.
Therefore, ∀x,y,z∈X{U(x, y) � U(x, z) +U(z, y)}, that is, condition (U1) holds.

For proving that (U2) holds we assume that the sequences (xm : m ∈ N) and (ym : m ∈
N) in X satisfy (6.2) and (6.3). Then, in particular, (6.3) yields

∀0<ε<c∃m0=m0(ε)∈N∀m�m0

{
U
(
xm, ym

)
< ε

}
. (6.10)

By (6.10) and (6.9), since ε < c, we conclude that

∀m�m0

{
E ∩ {

xm, ym

}
=
{
xm, ym

}}
. (6.11)
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From (6.11), (6.9) and (6.10), we get

∀0<ε<c∃m0∈N∀m�m0

{
d
(
xm, ym

)
< ε

}
. (6.12)

Therefore, the sequences (xm : m ∈ N) and (ym : m ∈ N) satisfy (6.4). Consequently, property
(U2) holds.

The first observation is that there exists a generalized pseudodistance which is not a
τ-distance.

Example 6.13. Let (X, d) be a metric space where X = [0, 1] and d : X × X → [0,∞) is of
the form d(x, y) = |x − y|, x, y ∈ X. Let E = (0, 1/2] and, for each γ > 0, define the map
Uγ : X ×X → [0,∞) by

Uγ(x, y
)
=

⎧
⎪⎨

⎪⎩

d
(
x, y

)
if E ∩ {

x, y
}
=
{
x, y

}
,

1
2
+ γ if E ∩ {

x, y
}
/=
{
x, y

}
,

x, y ∈ X. (6.13)

Using Example 6.12 we find that, for each γ > 0, the map Uγ is a generalized pseudodistance
on X.

We show that, for each γ > 0, the map pγ : X ×X → [0,∞) of the form

pγ
(
x, y

)
= Uγ(x, y

)
, x, y ∈ X, (6.14)

is not a τ-distance on X.
Indeed, suppose that there exists γ0 > 0, such that pγ0 is a τ-distance onX and consider

a sequence (xn : n ∈ N) defined by the formula: xn = 1/n, n ∈ N. Of course, (xn : n ∈ N)
converges in X and

lim
n→∞

xn = 0. (6.15)

Consequently, (xn : n ∈ N) is a Cauchy sequence on X, that is,

lim
n→∞

sup
m>n

d(xn, xm) = 0. (6.16)

Next, since ∀n�2{xn ∈ E}, by (6.3), we get ∀n,m∈N{pγ0(xn, xm) = Uγ0(xn, xm) =
d(xn, xm)}. This and (6.16) give

lim
n→∞

sup
m>n

pγ0(xn, xm) = lim
n→∞

sup
m>n

d(xn, xm) = 0. (6.17)

Using now (6.17) and [32, Lemma 3, page 450], we obtain that (xn : n ∈ N) is pγ0 -Cauchy
(recall that if X is a metric space with metric d and p is a τ-distance on X, then a sequence
(xn : n ∈ N) inX is called p-Cauchy if there exists a function η : X×[0,∞) → [0,∞) satisfying
(S2)–(S5) and a sequence (zn : n ∈ N) in X such that limn→∞supm�nη(zn, p(zn, xm)) = 0;
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see [32, page 449]). Consequently, there exists a map η : X × [0,∞) → [0,∞) satisfying
(S2)–(S5) and a sequence (zn : n ∈ N) in X such that

lim
n→∞

sup
m�n

η
(
zn, p

γ0(zn, xm)
)
= 0. (6.18)

Now (6.17), (6.18), and condition (S3) imply that

∀w∈X

{
pγ0(w, 0) � lim inf

n→∞
pγ0(w,xn)

}
. (6.19)

However, for w0 = 1/2 ∈ X, since ∀n� 2{xn ∈ E} and w0 = 1/2 ∈ E, according to (6.13), we
calculate, since 0/∈E, that

pγ0(w0, 0) = pγ0
(
1
2
, 0
)

= Uγ0

(
1
2
, 0
)

=
1
2
+ γ0 >

1
2
= lim inf

n→∞
d

(
1
2
, xn

)

= lim inf
n→∞

Uγ0

(
1
2
, xn

)
= lim inf

n→∞
pγ0

(
1
2
, xn

)
= lim inf

n→∞
pγ0(w0, xn)

(6.20)

which, by (6.19), is impossible.

Below we include an example which shows that there exists a generalized pseudodis-
tance which is not τ-function.

Example 6.14. Let X, d and pγ : X × X → [0,∞), γ > 0, be defined as in Example 6.13. Of
course, for each γ > 0, pγ is a generalized pseudodistance on X (see Example 6.13). Suppose
that there exists γ0 > 0, such that pγ0 is τ-function on X and let (yn : n ∈ N) be a sequence
given by the formula yn = 1/n, n ∈ N. We see that

lim
n→∞

yn = 0. (6.21)

Let x = 1/4. By definition of τ-function, there existsM = M(x) = 1/4 > 0 such that

∀n∈N

{
pγ0

(
x, yn

)
= pγ0

(
1
4
,
1
n

)
= d

(
1
4
,
1
n

)
� 1

4
= M

}
. (6.22)

Therefore, by (6.21) and (6.22), according (L2), we must have pγ0(1/4, 0) � M. However, by
definition of pγ0 , since 0/∈E, we get that pγ0(1/4, 0) = 1/2 + γ0 > 1/4 = M. This is absurd.

Finally, it is worth noticing that there exists a generalized pseudodistance which is not
Vályi’s distance.

Example 6.15. Let γ > 0 be arbitrary and fixed. Then, for a generalized pseudodistance Uγ

constructed in Example 6.13, if x /∈E, then we get that Uγ(x, x) = 1/2 + γ > 0. Therefore, Uγ

does not satisfy (V3).
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