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1. Introduction

It is well known that the uniqueness problem for weak solutions of hyperbolic quasilinear
systems remains unsolved up to now in the case of arbitrary jump amplitudes. Moreover, the
approach which has been used successfully for shocks with sufficiently small amplitudes
[1, 2] cannot be extended to the general case. On the other hand, there is a possibility
to construct the unique stable solution passing to parabolic regularization. However, the
vanishing viscosity method cannot be used effectively for nontrivial vector problems. Indeed,
in the essentially nonintegrable case we, obviously, do not have the exact solution. Moreover,
any traditional asymptotic method does not serve for the problem of nonlinear wave
interaction since it leads to the appearance of a chain of partial differential equations, the
first of them is nonlinear and, in fact, coincides with the original equation.

We are of opinion that a progress in this problem can be achieved in the framework
of the weak asymptotics method; see, for example, [3-5]. In this method the approximated
solutions are sought in the same form as in the Whitham method modified for nonlinear
waves with localized fast variation [6, 7] (for the original Whitham method for rapidly
oscillating waves see [8]). At the same time, the discrepancy in the weak asymptotics
method is assumed to be small in the sense of the space of functionals ® over test
functions depending only on the “space” variable x. This somehow trivial modification
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allows us to reduce the problem of describing interaction of nonlinear waves to solving some
systems of ordinary differential equations (instead of solving partial differential equations).
Respectively, the main characteristics of the solution (the trajectory of the limiting singularity
motion, etc.) can be found by this method, whereas the shape of the real solution cannot be
found.

Applications of the weak asymptotics method allowed among other to investigate the
interaction of solitons for nonintegrable versions of the KdV and sine-Gordon equations [9-
11], to describe uniformly in time the confluence of the shock waves for the Hopf equation
with convex nonlinearities [4], as well as to construct uniform in time asymptotics for the
Riemann problem for isothermal gas dynamics [12-14] and delta-shock solutions for the
so-called pressureless gas dynamics [15, 16]. However, it should be necessary to verify the
method application to each new type of problems.

As for the uniqueness problem, we are not ready now to consider the vector case; so we
are going to simulate it and to investigate the Riemann problem for the scalar conservation
law with nonconvex nonlinearity:

ou _df(w) .
- = 1.1
5 ox 0, t>0, xeR!, (1.1)
u_, x<0,
Ul = (1.2)
u,, x>0.

Furthermore, the structure of the uniform in time asymptotics for a regularization of
the problem (1.1), (1.2) with an arbitrary f(u) can be very complicated. On the other hand,
it is clear that we can define a sequence of time intervals and consider the asymptotics u,
for each time interval as a combination of local interacting solutions. Almost without loss of
generality we can suppose that the local solutions correspond to convex or concave-convex
parts of the nonlinearity f(u.). That is why, in view of the result [4], we restrict ourselves to
the concave-convex case; that is, we will suppose that

uf'@)>0 @#0), f©0)=0, f'O#0, lim f(u)=c. (13)

For definiteness we assume also that

u_>0>u,. (1.4)

Let us recall that the solution of the initial-value problem is called stable if it depends
continuously on the initial data (see, e.g., [2]). Obviously, the stable solution to the problem
(1.1)—-(1.4) is well known (see, e.g., [17]) and it can be constructed using the characteristics
method for (1.1) with regularized initial data. In particular, the stable solution will be the
shock wave with amplitude u_ — u, if and only if the Oleinik E-condition

f) = flu) | flw) = fw) | fw) ~ fa) s

u-—1u_ U, —uU_ U, —u

is satisfied for any u € [u,, u_].
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The same shock wave presents an example of nonstable weak solutions if the condition
(1.5) is violated. Let us note that this nonadmissible shock wave looks as if it is stable if
flu-) > f'(uy).

Technically, our result consists of obtaining uniform in time asymptotic solutions for
a regularization of the problem (1.1), (1.2). However, we consider as the main result the
fact that the weak asymptotics method allows to construct the admissible limiting solution
without any additional conditions. In particular, we obtain automatically the Oleinik E-
condition for the shock wave solution.

The structure of the asymptotics construction is the following. Firstly we pass from
the initial step function to a sequence of step functions such that each jump corresponds
to a stable solution (in fact, to a shock wave or a centered rarefaction). Here we take into
account the fact that weak asymptotics similarly to exact weak solution is not unique in
the unstable case. At the same time, describing the collision of stable waves, we obtain
automatically the stable scenario of interaction. Therefore, this passage from the Riemann
problem to the problem of interaction of stable waves can be treated as a “regularization.” For
our model example it means the transformation of the problem (1.1), (1.2) to the following
“regularization”:

duy | Of(us) _

1
ot " 0, t>0, xeR’,

(1.6)

Unlg = U+ (u- —u)H(x) — x) + (uy —uw)H (x - x3),

where A = xg - x? > 0 is the “regularization” parameter, H(x) is the Heaviside function,

and u € (u,,u_). We choose the intermediate state u < 0 such that the left jump (at the point
x = xJ) corresponds for t < A to the stable shock wave, whereas the right jump (at the
point x = x) corresponds to the centered rarefaction. Let us note that the problem (1.6) with
A = const is of interest by itself.

Next, we pass from (1.6) to the parabolic regularization:

Oun, + Of (uae) _ U
ot ox  Cox2

u_ _ .0
o o2 s (522)

where w(x/¢) is a regularization of the Heaviside function with the parameter ¢ < A. The
contents of Sections 2 and 3 are the construction of the weak asymptotic solution to the
problem (1.7).
Finally, in conclusion, we consider the limiting solution both for ¢ — 0and for A — 0.
Completing this section let us formalize the concept of the weak asymptotics.

t>0, x eR},

(1.7)

Definition 1.1. Let ua. = ua.(t, x) be a function that belongs to C*([0,T] x R.) for each ¢ =
const > 0and to C([0,T]; ®'(RL)) uniformly in € € [0, const]. One says that ua(t, x) is a weak
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asymptotic mod Og () solution of (1.7) if the relation

I _OouAg(pdx - J‘_wf(uAg)adx =0(¢) (1.8)

holds uniformly in t € (0, T] for any test function ¢ = ¢r(x) € D(RL).

Here and below the estimate O(g¥) is understood in the C([0, T]) sense: |O(e¥)| < Crek
fort € [0,T].

Definition 1.2. A function g(t, x, €) is said to be of the value Og (£) if the relation
(& ¢) = f g(t, x, e)p(x)dx = O(sk) (1.9)

holds for any test function ¢ = ¢r(x) € D(RL).

It is very important to note that the viscosity term in (1.7) has the value Og ()
and disappears in (1.8). The same is true for any parabolic regularization of the form
e(b(u)) ... Thus, we see that the weak asymptotic mod Og (¢) solution does not depend on
the dissipative terms. In what follows we will omit the subindex A for .

2. Construction of the Asymptotic Solution for the First Interaction
2.1. Asymptotic Ansatz

To present the asymptotic ansatz for the problem (1.7) let us consider the possible scenario of
the initial data (1.6) evolution. Our choice of u in (1.6) implies that

w(u ~%) Yue (@u), (2.1)

fu) < f(w) +

u-—-u) Yué€ (uy,u). (2.2)

fla > fa + 2L

u

Thus, the problem (1.6) solution should be the superposition of noninteracting shock wave
and centered rarefaction during a sufficiently small time interval, namely,

X —

u=u+ (u-—u)H(pio(t) — x) + {r(

0
+ {u+ —r<x tx2> }H(x—ipso(t)),

0
x2> —ﬁ}H(x —pn(®)
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where t < A, @19(t) is the shock wave phase:

p10(t) = ¥ +s10t,  s10 agtt f(u-) = f () —j_f(u), (2.4)
u_—-1u
ko = pro(t) for k = 2,3 are the characteristics:
20 = x5 + f' (W)t 30 = x5 + f(us)t, (2.5)

andr = r((x—xg) /t) is the centered rarefaction with the support between x = ¢y and x = ¢3:
r € C* is such that f'(r(z)) = z. (2.6)

Assumption (2.1) implies the intersection of the shock wave trajectory ¢i9 with the
characteristic (o0 at some time instant ] = O(A). Accordingly, the interaction between the
shock and the singularity of the type (x — )%, 0 < A < 1 (i.e., with the left border of
the rarefaction) has to occur, which will result in the appearance of a shock wave with a
variable amplitude. Furthermore, this shock wave can interact with the right border of the
rarefaction wave. So, generally speaking, the asymptotic ansatz needs to contain two fast
variables. However, the distance between the characteristics x = ¢ () and x = 3(t) at the
first critical time ] is greater than a constant for A = const. Thus, the shock wave trajectory
can intersect the characteristic x = ¢30(t) only at a second critical time instant t; such that
t; —t] > const > 0. Therefore, we can investigate the interaction process by stages.

Let us consider the first evolution stage for the solution of the problem (1.7). We
present the asymptotic ansatz as a natural regularization of (2.3):

U =u+ (U- —u)wy + (R-—u)w; + (uy — R)ws, (2.7)

where R = R(x,t,e) € C*(R! x Rl x [0,1]) is a function such that

u if x < P20 — CE,
x -0
R(x,t,¢e) = r< ; 2> if 20 < x < 30, (2.8)
u, if x > (30 + ce

with a constant ¢ > 0,

w1:w<_x+q’1>, w22w<x—(p2>’ w3:w<x_¢30>, (2.9)
£ £ €

and w(z/¢) is the Heaviside function regularization.
Furthermore, the phases ¢, = ¢k(7,t), k = 1,2, are assumed to be smooth functions
such that

(T, 1) — @ro(t) as T — +oo, (T, 1) — @ra(t) as T — —o0 (2.10)
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exponentially fast, where 7 denotes the “fast time”:

T = %T(t), wo(t) = p20(t) — pro(f). (2.11)

To simplify the formulas we also suppose that
p11(t) = a1 (t). (2.12)
We assume that w tends to its limiting values
0= tm w(n), 1= limw(n) (2.13)

at an exponential rate. Moreover, since the limiting as ¢ — 0 solution does not depend on the
choice of w, let

wy, >0, w(n)+w(-1n)=1 (2.14)

The first assumption (2.10) implies that the ansatz (2.7) describes the two noninteract-
ing waves (2.3) for t < t] —ce”, a € (0,1). The second assumptions (2.10) and (2.12) imply that
the ansatz (2.7) describes the union of the shock and the rarefaction waves for t > t] + ce®.

2.2, Preliminary Calculations

To determine the asymptotics (2.7) we should calculate weak expansions of u, and f ().
Almost trivial calculations show that

U =u_-— (u- —u)Hy + (R—-u)Hy + (uy, — R)H3z + Oy (¢), (2.15)
where

Hie=H(x-¢x) fork=1,2, Hjz = H(x - ¢3). (2.16)

Next, we have to calculate the weak expansion for the nonlinear term.

Lemma 2.1. Under the assumptions mentioned above the following relation holds:

flue) = f(u-) = (u- —u)BiHy + {(R, —u)B; - f(Rz) + f(R) } H2
+{f(us) = f(R)} H3 + Og (),

(2.17)
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where B; are the following convolutions:
By = f w' () f'(a+ (u- -u)w(n) + (R - w)w(-n-0))dn,
By = f w'(n)f U+ u-—uwyw(-n-0) + (R —u)w(n))dn

with the properties

lim 31=M, lim Blzf(R1+u_—ﬁ_)—f(ﬁ)’
0 —+ Uu_-—-u 0 — -0 U —u
lim By=f(@),  lim B, = flu-+ R;z—_uﬁ) - f(u_)/

o = o(t,t,€) characterizes the distance between the trajectories g1 and >, namely,

o

2=
_—g ,

and Ry = R(px, t,€) for k =1,2, R3 = R(yps0, 1, €).
Sketch of the Proof

For each ¢ (x) € D(R!) we have

*® d
() == L

- f(u_)I_ qr(x)dx+f_ %”3‘; £ (1) (x)dx,

where ¢(x) = [T (x')dx'.

(2.18)

(2.19)

(2.20)

(2.21)

Next, the derivative Ou./0x contains terms of value O(1/¢), say w'((¢1 — x)/€)/¢€ and
the term (w; — w3)R,. To calculate the first term we change the variable, say 11 = (@1 — x)/¢,

and apply the Taylor expansion. Therefore,

2

= Bl¢((p1) + O(E)
Finally, we note that
wr —ws =H(x—¢y) - H(x - ¢3) + Ox (¢),

u5|X€[<P2,<P30] =u+ (R-u)w; = R+ Oy (¢).

(2.22)

(2.23)
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Thus,

o] P30
[* R - wnfwopmax = [ R ®p@dx+ 06
. N

(2.24)

_ P30
—p@FRIL [ fRgdx + Oe)
P2

This implies the formula (2.17).
To calculate the limiting values (2.19) of the convolutions B; it is enough to use the
stabilization properties (2.13) of the function w(7).

Remark 2.2. The convolutions B; are the functions of o, 7, and t. At the same time we can
treat B; as functions of o, 7, and ¢. Indeed, let us denote by x] the intersection point of the
trajectories x = ¢10(t) and x = ¢x(t), that is, x] = ¢10(t]) = @20(t]). Then, by virtue of (2.4)
and (2.5)

(,010(t) = xi‘ + 510(t - t;), P20 = JCI + f’(ﬂ) (t — t;) (225)
Consequently,
qj(l) * y deff o — 2.26
T:?(t_tl)' ¥y = f(u)— s, (2.26)
deff 5
Bi (G/ T, t) |t:t’1‘+g'r/zp(’) = Bi(ol T, 5)- (227)

Substituting the expressions (2.15) and (2.17) into the left-hand side of (1.8), we derive
our main relation for obtaining the parameters of the asymptotic solution (2.7):

d d
(u —a){% —31}6(36—(/)1) ~ (R —a){% —B2}6(x—(p2)
(2.28)
5
+{%_1: s f;(xR) }(H(x— 02) - H(x - x0)) = Oa (&).

2.3. Analysis of the Singularity Dynamics

Let us consider the system that is obtained by setting equal to zero the coefficients of the 6
functions in relation (2.28), namely,

doy

> =B =1,2. 2.29
At ks k ’ ( )
Before the interaction (7 — +oo) the first assumption (2.10) for k = 1,2 implies 0 —
T — +oo. Therefore, the limiting relations (2.19) verify the concordance of (2.29) with our
definition (2.4) and (2.5) of ¢19 and ¢x.
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To find the limiting behavior of ¢y after the interaction (7 — —o0) let us reduce the
system (2.29) to a scalar equation. In view of (2.20) and (2.26)

d(p2 —¢1) do
S R A 2.30
dt Yoz (2:30)

Hence, by subtracting one equation in (2.29) from the other we obtain

,do

¢ = BB ' Flo,me), (2.31)

where we take into account Remark 2.2. Using the first assumption (2.10) again we complete
(2.31) with the condition

lim = =1. (2.32)

To study this problem let us analyze the function F(o, 7, €).

Lemma 2.3. The value o = 0 is the unique critical point for the problems (2.31) and (2.32) and is
achieved for T — —oo.

Proof. First we calculate

Flo = |1/ (Re =)o) = £ (Ro + (- = Reo() )

Ro) — Flu - f(R
x W' (mdn|,_y = s 12 _if“ ) f(uuf —{Qi : =0 =0

(2.33)

since 0 = 0 implies ¢ = ¢,. Next we note that the assumption (2.1) implies the inequality:
Flo 400 = ¢y < 0.

Let us consider now the function F for |o| bounded by a constant. Since ¢, — ¢1 =
oe = O(g) for such values of o, we can conclude that Ry —u = O(¢), k = 1,2. Therefore, with
accuracy O(¢)

- fu) - f@)
_-u

w'(n-0)f (u- - (u- —uw)w(n))dn ” (2.34)

F(O‘,T,E)=J‘

In fact, the integral in the right-hand side of (2.34) is the average of f’ with the
kernel w'. For concave-convex functions f the derivative f'(u- — (u- — u)w(r)) decreases
monotonically from f'(u-) > 0 to its minimal value f'(0) < 0 when 7 goes form —oo to the
value 1 = 179 where 7 is such that u_ — (u_ — u)w(1o) = 0. Next, when 7 goes form 7 to +oo,
the derivative increases monotonically from f’(0) to the limiting value f'(i) < 0. At the same
time, w'(n — 0) > 0 is a soliton-type exponentially vanishing function concentrated around
the point 7 = o. This implies that the behavior of the integral as a function of o is the same
as the behavior of f'(u_ — (u- — u)w(n)) as the function of 7. Therefore, the integral diagram
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has the unique solution of the equation F(o,-,-) = const for any nonnegative const < f’(u_).
Thus, the equation F(o,-,-) = 0 has the unique solution ¢ = 0; moreover F';|s-9 < 0.
Furthermore,

OF(o,T,¢)
or

T R’zrfi)af(n)w’(11)/‘"(ﬁ+ (u- —w)w(-1) + (R, — w)w(1y))dn

R wlem () @+ e~ Tan) + (R~ Do) dil,y =0

(2.35)
since R; = R, and R| =R, foro =0.
By 1nduct10n we obtaln the equality
arF(o(n), ,e)|  _ 0 VmeN (2.36)
drm o=0 .
which implies the statement of Lemma 2.3. O

Consequently, ¢; and ¢, converge after the first interaction that confirms the a priori
supposition (2.12). To obtain the limiting trajectory x = @11 = 21 of the shock wave, it is
enough to pass to the limit 7 — —oo in one of the equalities (2.29). Obviously, we obtain the
following equation:

dpun _ f(u) - f(r)
G (2.37)

Let us come back to the relation (2.28). Defining ¢y in accordance with (2.29), we
transform (2.28) to the following form:

(28 otR

ot }(H( —¢2) — H(x = ¢20)) = Ox (e). (2.38)

For each test function ¢ we have

({%f 6f(R)}(H( x—¢2) — H(x—¢3)), ‘If>

S e 7 (220

$20

(2.39)

where

Q_ ={x:p<x<¢xn}, Q. ={x:pp<x<@} (2.40)
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For ¢y < x < (30 the function R coincides with the centered rarefaction r, thus

o ofn) _,

2.41
ot ox g (241)

and the last integral in (2.39) is equal to zero. For x € Q. we note that, according to definition
(2.8), either R = const or |p2(T,t) — 20 (t)| < ce, ¢ = const. Since R; and R/ are bounded
uniformly in ¢ > 0, we conclude that the first integrals in (2.39) have the value O(e).

This completes the construction of the asymptotic solution (2.7).

Obviously, for t € (0,t] —c1*], c1 > 0, a € (0,1), the formula (2.7) is transformed to the
form

Ue =u+ (u- —H)W<W> + (R—ﬁ)w(.x_ (Ig’zo(t)>

(2.42)
+ (uy — R)w(—x — (230(t) ),

which is the limit of (2.7) as T — +o0, 0 — +oo0.
For t € [t] + c2e%,t] + c3¢%], c3 > c2 > 0, a € (0,1), the formula (2.7) is transformed to
the form

Ue :u+(R—u)w<%n(t)> +(u+—R)w<%3O(t)>, (2.43)

which is the limit of (2.7) as 7 — —oo, 0 — 0. This implies the following.

Lemma 2.4. The weak asymptotic mod Og (€) solution (2.7) describes uniformly in time the
evolution of the problem (1.7) solution from the state (2.42) to the state (2.43) when t increases from
0to t] + ce™.

Clearly, passing to the limit as ¢ — 0 we obtain the well-known result for the stable
scenario of the collision of the shock wave and the centered rarefaction, when the shock wave

enters into the rarefaction domain and propagates with variables velocity and amplitude (see
(2.37) and (2.41)).

3. The Shock Wave Propagation over the Centered Rarefaction

Let us consider the evolution of the problem (1.7) solution for t > t]. The behavior of (2.37)

solution is well known (see, e.g., [18]): the trajectory x = (1 crosses all the characteristics
X = f'(u)t +x3 if

fu-) - f(w)
_-u

- > f'(u) for u € (i, u] (3.1)
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and tends to the characteristic X = f'(#1)t + xg with # such that

f(ufz : g(ﬁ) = £(ii). (3.2)

u

If u, < 1, the resulting solution for the problem (1.7) will be a combination of the
smoothed shock wave (with amplitude u_ — i and the front trajectory @11 = f'(ii)t + x3)
and the regularization for the centered rarefaction (defined near the domain bounded by the
characteristics X = f'(ii)t + xJ and X, = f'(us)t + x3). Obviously, u = u_ for x < ¢11(t) and
u = u, for x > X, (t). Therefore, we obtain the following.

Theorem 3.1. Let u, < . Then the weak asymptotic mod Og (€) solution (2.7) describes uniformly
in time the evolution of the initial data (1.7) into the described above regularization for the combination
of the shock wave and the centered rarefaction.

If u, > 1, there occurs the collision of the shock wave and the weak singularity of the
(x - lpao)f type, 0 < A < 1 (in the limit as ¢ — 0). To describe this collision let us construct
again a weak asymptotic mod Og (¢) solution. In a similar way to (2.7) we write

U =u_+ (R—u_)wy + (uy — Rws, (3.3)

where R = R(x, t,¢) is defined in (2.8) and

wk=w<x_€('0k>, k=1,3. (3.4)

We suppose that the phases ¢y = ¢ (71, t) are smooth functions such that

p1(ti,t) — u(t), @3(T,t) — @30(t) as 71 — +oo, (3.5)

pr(71,t) — (1), @3(71,t) — @a1(t) as 71 — —oo, (3.6)
exponentially fast, where the “fast time” 71 is defined as follows:

r =10 0 = ) - g0 0 ©7)

To simplify the formulas we also suppose that
P(t) = a1 (b). (3.8)

The assumptions (3.5), (3.6), and (3.8) imply that the ansatz (3.3) coincides with the
solution described in Section 2 as 77 — +oo and tends to the shock wave as 11 — —co.
Repeating the analysis of Section 2 we obtain the following statement.
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Lemma 3.2. Under the assumptions mentioned above the following relations hold:
U =u_+ (R—u)H(x - ¢1) + (us - R)H (x — ¢3) + O (),
fue) = fu) + {(R1 —u-)Cr - f(Ry) + f(R) } Hy (3.9)

+{(us = R3)Cs + f(Rs) = f(R) } Hs + Ow (¢),

where C; are the convolutions

Ci= foo W () f (u-+ (Ry = u)w () + (s = Ri)ew(n - 01))dn,

. (3.10)
C; = f W' () f'(u-+ (Rs —u)w(n +o1) + (us — Rs)w(n))dn
with the properties
)-f(R _—Ry) -
hm C‘l:f(u) f( 1)’ hm Clzf(u++u 1) f(u+),
O —+oo u—_Rl O— -0 u—_Rl (3 11)
_ - R3) - _ '
lim Cs = fw),  lim Gy = L0t 2RI = fQ)
O —+o0 O——00 u+ — R3
01 = 01(T1, t, €) characterizes the distance between the trajectories ¢y and 3, namely,
o1 = M, (3.12)

£

and Ry = R(ypx, t,€) for k =1,3.

Substituting the expressions (3.9) into the left-hand side of (1.8) we derive the
following relation for obtaining the asymptotic parameters:

- (R —u){% —C1}6(x—<p1) = (uy —R3){% —C3}5(X—(P3)

+ {a—R +M}<H1—H3> - 0g ().

(3.13)

ot ox

To calculate the trajectories ¢ and ¢3; we set the coefficients of the 6-functions in
relation (3.13) equal to zero, namely,

2 =Cy, k=1,3. (3.14)

Lemma 3.3. Under the assumption u, > 1, system (3.14) describes the confluence of the trajectories
1 and 3.
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Proof. Before the interaction (77 — +o0) 01 — +00, so that we obtain again the Rankine-
Hugoniot condition (2.37) for ¢11. Moreover, we obtain the second formula in (2.5) for the
characteristic ¢30.

Subtracting the above relations we pass to the equation

d(ps—¢1) doy

deff
T =Ygy T C3-Cy = Fi(oy,11,8), (3.15)

where we put t in terms of 71 and €.
Suppositions (3.5) complete equation (3.15) with the condition

lim — =1. (3.16)

The last step of the proof is similar to Lemma 2.3 verification of the following
statement.

Lemma 3.4. The value oy = 0 is the unique critical point for the problems (3.15) and (3.16) and is
achieved for T, — —oo. O

Consequently, ¢1 and ¢3 converge after the second interaction that confirms the a
priori supposition (3.8). Passing in (3.14) to the limit 71 — —oo we find the Rankine-Hugoniot
condition

d_¢ _ fu-) = fuy) (3.17)

dr U_ — U,

for the limiting trajectory x = ¢ = ¢3; of the shock wave with the amplitude u_ - u,. Thus,
the supposition u, € (#, u) is explicitly the stability condition for the limiting shock wave.
Finally we note that the relation

ou, + af(us)
ot ox

=0g(e), for ¢ <x <3 (3.18)

can be proved in a similar way as in Section 2.
Summarizing the above arguments we obtain the following assertion.

Theorem 3.5. Let u, > ui. Then the weak asymptotic mod Og (€) solutions (2.7) and (3.3) describes
uniformly in time the evolution of the initial data (1.6) to the smoothed shock wave with amplitude
U — U
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4, Conclusion

Concluding all the result we obtain the following uniform in time description of the problem
(1.7) solution: the front ¢; of the smoothed shock wave and the left front ¢, of the smoothed
centered rarefaction merge during the time interval (] —ce”, t] +c£%), 0 < a < 1, in accordance
with (2.29). If u, < #, then the further evolution of the front 11 = ¢»; is described by (2.37)
whereas the right front of the rarefaction wave remains the characteristic ¢39. In the case
u, = U the trajectory ¢ tends to 39 as t — oo. If u, > i, then the trajectories ¢q; and ¢;
merge during the time interval (5 — ce®, t; + ce®) in accordance with (3.14) and the resulting
trajectory for t > t5 + ce” coincides with the shock wave front (3.17).

The condition u, > i, in view of (2.37) and the assumption (1.3), is equivalent to the
inequality

f(u) < f(us) +

%w— W) Ve [uul, (1)

which is explicitly the Oleinik E-condition.

In the limit as ¢ — 0 but A = const all the trajectories loose the smoothness remaining
continuous. However, the condition (4.1) does not depend on ¢; so it remains valid for
limiting solution.

To calculate the limit as A — 0 it is enough to note that £ = O(A) and |30 — @2ofs=t: =
O(A). Therefore, the problems (1.1) and (1.2) solution will be, in accordance with the
condition (4.1), either the shock wave with amplitude u_ — u., or the union of the shock wave
(with amplitude u_—-1i) and the centered rarefaction (with support between the characteristics

f'@)tand f'(u,)t).
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