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Abstract. A general theorem concerning many absolute summability methods is proved.
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1. Introduction. Let
∑
an be given infinite series with the sequence of partial sums

(sn). By σδ
n and µδn we denote nth Cesaro mean of order δ (δ >−1) of the sequences

(sn) and (nan), respectively. The series
∑
an is said to be summable |C,δ|k, k≥ 1 if

∞∑
n=1

nk−1∣∣σδ
n−σδ

n−1
∣∣k <∞, (1.1)

or equivalently
∞∑
n=1

n−1
∣∣µδn∣∣k <∞. (1.2)

Let (pn) be a sequence of real or complex numbers such that

Pn =
n∑

ν=0
pν �→∞ as n �→∞ (

P−i = p−i = 0, i≥ 1
)
. (1.3)

The sequence-to-sequence transformation:

tn = 1
Pn

n∑
ν=0

pνsν, (1.4)

defines the sequence (tn) of the Riesz means of the sequence (sn) generated by the
sequence of coefficients (pn) (see [4]). The series

∑
an is said to be summable |R,pn|k,

k≥ 1, if
∞∑
n=1

nk−1∣∣tn−tn−1∣∣k <∞. (1.5)

The series
∑
an is said to be summable |N̄,pn|k, k≥ 1 (see [1]), if

∞∑
n=1

(
Pn
pn

)k−1∣∣tn−tn−1∣∣k <∞. (1.6)

In the special case when pn = 1 for all values of n (respectively, k = 1), then both of
|R,pn|k and |N̄,pn|k is the same as |C,1|k (respectively, |R,pn|,|N̄,pn|) summability.
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For pn = 1/(n+1), the summability |N̄,pn|k is equivalent to |R, logn,1|k. The series∑
an is said to be summable |N,pn|, if

∞∑
n=1

∣∣Tn−Tn−1∣∣<∞, (1.7)

where

Tn = 1
Pn

n∑
ν=0

pn−νsν
(
T−1 = 0

)
. (1.8)

We write p = {pn} and

M =
{
p : pn > 0 and

pn+1
pn

≤ pn+2
pn+1

≤ 1, n= 0,1, . . .
}
. (1.9)

It is known that for p ∈M , equation (1.7) holds if and only if (see [3])

∞∑
n=1

1
nPn

∣∣∣∣∣
n∑

ν=1
pn−ννaν

∣∣∣∣∣<∞. (1.10)

For p ∈M , the series
∑
an is said to be summable |N,pn|k, k≥ 1 (see [5]), if

∞∑
n=1

1

nPkn

∣∣∣∣∣
n∑

ν=1
pn−ννaν

∣∣∣∣∣
k

<∞. (1.11)

In the special case in which pn = Ar−1
n , r > −1, where Ar

n is the coefficient of xn in

the power series of (1−x)−r−1, for |x| < 1, |N,pn|k summability reduces to |C,r |k
summability, and for pn = 1/(n+1), |N,pn|k is equivalent to |N,1/(n+1)|k summa-
bility. We assume that (fn),(gn),(Gn), and (Hn) are positive sequences.

2. Main result. We prove the following theorem.

Theorem 2.1. Let

Yn = 1
Fn−1Hn

n∑
ν=1

νfn−νxνεν (2.1)

such that

Fn =
n∑

ν=1
fν �→∞, f ∈M, Xn = 1

Gn

n∑
ν=1

gνxν. (2.2)

Suppose that {nGnεn/FngnHn} is monotonic and

gn+1 =O
(
gn
)
, (2.3)

∆gn =O
(
gn+1
n

)
, (2.4)

�
(
gnHn

nGn

)
=O

(
gnHn

nGnFn+1

)
, (2.5)

m∑
n=ν+1

fn−ν
Fn−1Hk

n
=O

(
1

Hk
ν

)
. (2.6)
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Then necessary and sufficient conditions that
∑|Yn|k <∞ whenever

∑|Xn|k <∞ are

(i) εn =O(FngnHn/nGn),
(ii) ∆εn =O(gn+1Hn/nGn).

3. Lemmas

Lemma 3.1 (see [2]). Let k≥ 1, and let A= (anν) be an infinite matrix. In order that
A∈ (&k;&k) it is necessary that

anν =O(1) (all n,ν). (3.1)

Lemma 3.2 (see [6]). Let p ∈M . Then for 0< r ≤ 1,
∞∑

n=ν+1

pn−ν−1
nrPn−1

=O
(
ν−r

)
. (3.2)

Lemma 3.3. Suppose that εn = O(fngn), fn,gn ≥ 0, {εn/fngn} monotonic, �gn =
O(1), and �fn =O(fn/gn+1). Then �εn =O(fn).

Proof. Let kn = εn/fngn =O(1). If (kn) is nondecreasing, then

�εn = knfngn−kn+1fn+1gn+1 ≤ knfngn−knfn+1gn+1
= kn

(�fngn)= kn
(
fn�gn+gn+1�fn

)
,∣∣�εn∣∣=O

(
fn
∣∣�gn∣∣)+O(gn+1∣∣�fn∣∣)=O

(
fn
)+O(fn)=O

(
fn
)
.

(3.3)

If (kn) is nonincreasing, write ∇fn = fn+1−fn,

∇εn = kn+1fn+1gn+1−knfngn ≤ kn∇
(
fngn

)
= kn

(
fn∇gn+gn+1∇fn

)
,∣∣�εn∣∣= ∣∣∇εn∣∣=O

(
fn
∣∣∇gn∣∣)+O(gn+1∣∣∇fn∣∣)

=O
(
fn
∣∣∇gn∣∣)+O(gn+1∣∣�fn∣∣)

=O
(
fn
)+O(fn)=O

(
fn
)
.

(3.4)

4. Proof of Theorem 2.1

Sufficiency. We have via Abel’s transformation:

Yn = 1
Fn−1Hn

n∑
ν=1

gνxν
(
ν
fn−ν
gν

εν
)

= 1
Fn−1Hn


n−1∑
ν=1


 ν∑
r=1

grxr


�ν

(
fn−ν
gν

εν
)
+

 n∑
r=1

grxr


n f0

gn
εn




= 1
Fn−1Hn

n−1∑
ν=1

GνXν

{
− fn−ν

gν
εν+(ν+1)�g−1ν fn−νεν+(ν+1)g−1ν+1�νfn−νεν

+(ν+1)g−1ν+1fn−ν−1�εν
}
+ nGnXnf0
Fn−1Hngn

εn

= Yn,1+Yn,2+Yn,3+Yn,4+Yn,5.

(4.1)
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By Minkowski’s inequality,

m∑
n=1

∣∣Yn∣∣k =O(1)
m∑
n=1

5∑
r=1

∣∣Yn,r∣∣k. (4.2)

Applying Hölder’s inequality,

m+1∑
n=2

∣∣Yn,1∣∣k =
m+1∑
n=2

1

Fkn−1H
k
n

∣∣∣∣
n−1∑
ν=1

fn−ν
Gν

gν
Xνεν

∣∣∣∣
k

≤
m+1∑
n=2

1

Fn−1Hk
n

n−1∑
ν=1

fn−ν
(
Gν

gν

)k∣∣Xν
∣∣k∣∣εν∣∣k



n−1∑
ν=1

fn−ν
Fn−1



k−1

≤O(1)
m∑
ν=1

(
Gν

gν

)k∣∣Xν
∣∣k∣∣εν∣∣k

m+1∑
n=ν+1

fn−ν
Fn−1Hk

n

≤O(1)
m∑
ν=1

1

Hk
ν

(
ν

Fν−1

)k(Gν

gν

)k∣∣Xν
∣∣k∣∣εν∣∣k,

m+1∑
n=2

∣∣Yn,2∣∣k =
m+1∑
n=2

1

Fkn−1H
k
n

∣∣∣∣∣
n−1∑
ν=1

(ν+1)Gν�g−1ν fn−νXνεν

∣∣∣∣∣
k

≤O(1)
m+1∑
n=2

1

Fn−1Hk
n

n−1∑
ν=1

νkGk
ν
∣∣�g−1ν ∣∣kfn−ν∣∣Xν

∣∣k∣∣εν∣∣k


n−1∑
ν=1

fn−ν
Fn−1



k−1

≤O(1)
m∑
ν=1

νkGk
ν
∣∣�g−1ν ∣∣k∣∣Xν

∣∣k∣∣εν∣∣
m+1∑
n=ν+1

fn−ν
Fn−1Hk

n

=O(1)
m∑
ν=1

(
ν
Hν

)k
Gk
ν

∣∣�gν∣∣k
gkνgkν+1

∣∣Xν
∣∣k∣∣εν∣∣k

≤O(1)
m∑
ν=1

1

Hk
ν

(
ν

Fν−1

)k(Gν

gν

)k∣∣Xν
∣∣k∣∣εν∣∣k,

m+1∑
n=2

∣∣Yn,3∣∣k =
m+1∑
n=2

1

Fkn−1H
k
n

∣∣∣∣∣
n−1∑
ν=1

νg−1ν+1Gν�νfn−νXνεν

∣∣∣∣∣
k

≤
m+1∑
n=2

1

Fkn−1H
k
n

n−1∑
ν=1

νk
(
Gν

gν+1

)k∣∣�νfn−ν
∣∣∣∣Xν

∣∣k∣∣εν∣∣k


n−1∑
ν=1

∣∣�fn−ν∣∣


k−1

≤O(1)
m∑
ν−1

νk
(
Gν

gν

)k∣∣Xν
∣∣k∣∣εν∣∣k

m+1∑
n=ν+1

�νfn−ν
Fkn−1H

k
n

≤O(1)
m∑
ν=1

1

Hk
ν

(
ν

Fν−1

)k(Gν

gν

)k∣∣Xν
∣∣k∣∣εν∣∣k,
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m+1∑
n=2

∣∣Yn,4∣∣k =
m+1∑
n=2

1

Fkn−1H
k
n

∣∣∣∣∣
n−1∑
ν=1

νg−1ν+1fn−ν−1GνXν�εν
∣∣∣∣∣
k

≤
m+1∑
n=2

1

Fn−1Hk
n

n−1∑
ν=1

νk
(
Gν

gν+1

)k
fn−ν−1

∣∣Xν
∣∣k∣∣�εν∣∣k



n−1∑
ν=1

fn−ν−1
Fn−1



k−1

≤O(1)
m∑
ν=1

νk
(
Gν

gν+1

)k∣∣Xν
∣∣k∣∣�εν∣∣k

m+1∑
n=ν+1

fn−ν−1
Fn−1Hk

n

≤O(1)
m∑
ν=1

(
ν
Hν

)k( Gν

gν+1

)k∣∣Xν
∣∣k∣∣�εν∣∣k,

m∑
n=1

|Yn,5|k =
m∑
n=1

∣∣∣∣nGnXnf0εn
Fn−1Hngn

∣∣∣∣
k

≤O(1)
m∑
n=1

(
n

Fn−1

)k(Gn

gn

)k 1
Hk
n

∣∣Xn
∣∣k∣∣εn∣∣k.

(4.3)

Sufficiency of (i) and (ii) follows. Necessity of (i): using the result of Bor in [2], the

transformation from (Xn) into (Yn)maps &k into &k and hence the diagonal elements
of this transformation are bounded (by Lemma 3.1) and so (i) is necessary. Necessity

of (ii): this follows from Lemma 3.3 and necessity of (i) by taking

fn ≡ gnHn

nGn
, gn ≡ Fn using (2.3). (4.4)

This completes the proof of the theorem.

Remarks. It may be mentioned that on putting

(1) fn = pn and Hn =n1/k, we obtain |N,pn|k summability of
∑
anεn.

(2) gn =Qn−1 and Gn =Qn−1(Qn/qn)1/k, we obtain |N̄,qn|k summability of
∑
an.

(3)gn=Qn−1 andGn=n1/k−1(QnQn−1/qn), we obtain |R,qn|k summability of
∑
an.

5. Applications

Theorem 5.1. Let p ∈M , {(nεn/Pn)(Qn/nqn)1/k} is monotonic,

�
(
1
n

(
nqn
Qn

)1/k)
=O

(
1
n

(
nqn
Qn

)1/k 1
Pn+1

)
, nqn =O

(
Qn

)
. (5.1)

Then necessary and sufficient conditions that
∑
anεn be summable |N,pn|k whenever∑

an is summable |N̄,qn|k, k≥ 1, are

εn =O
{
Pn
n

(
nqn
Qn

)1/k}
, �εn =O

{
1
n

(
nqn
Qn

)1/k}
. (5.2)

Theorem 5.2. Let p ∈M , {Qnεn/Pnqn} is monotonic,

�
(
qn
Qn

)
=O

(
qn

QnPn+1

)
, nqn =O

(
Qn

)
. (5.3)



20 W. T. SULAIMAN

Then necessary and sufficient conditions that
∑
anεn be summable |N,pn|k when-

ever
∑
an is summable |R,qn|k, k≥ 1 are

εn =O
(
Pnqn
Qn

)
, �εn =O

(
qn
Qn

)
. (5.4)

Corollary 5.3. Necessary and sufficient conditions that
∑
anεn be summable

|C,α|K , 0<α≤ 1 whenever ∑an is summable |C,1|k, k≥ 1, are

εn =O
(
nα−1), �εn =O

(
n−1

)
, (5.5)

provided {n1−αεn} is monotonic.
Corollary 5.4. Necessary and sufficient conditions that

∑
anεn be summable

|N,1/(n+1)|k whenever
∑
an is summable |C,1|k, k≥ 1, are

εn =O
(
logn
n

)
, �εn =O

(
n−1

)
, (5.6)

provided {nεn/ logn} is monotonic.
Corollary 5.5. Necessary and sufficient conditions that

∑
anεn be summable

|N,1/(n+1)|k whenever
∑
an is summable |R, logn,1|k, k≥ 1, are

εn =O
{
(logn)1−1/k

n

}
, �εn =O

{
1

n(logn)1/k

}
, (5.7)

provided {n(logn)1/k−1εn} is monotonic.
Corollary 5.6. Necessary and sufficient conditions that

∑
anεn be summable

|C,α|k, 0<α≤ 1 whenever ∑an is summable |R, logn,1|k, k≥ 1, are:

εn =O
{

nα−1

(logn)1/k

}
, �εn =O

{
1

n(logn)1/k

}
, (5.8)

provided {n1−α(logn)1/kεn} is monotonic.
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