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The activities of plant cultivation in Italy are provided by prefabricated structures that are
designed to avoid any preliminary study of optical and thermal exchanges between the external
environment and the green house. Designers mainly focused on the heating and cooling system to
obtain climate beneficial effects on plant growth. This system involves rather significant operating
costs which have driven the interests of designers, builders, and farmers to pursue constructive
solutions such as the optimization and control of energy flows in the system. In this paper we
take into account a model of greenhouse for plant cultivation to be located in Central Italy. For the
optimal design of a greenhouse, simulations of heat exchange and flow of energy have been made
in order to maximise the cooling system consumption of energy.

1. Introduction

The use of greenhouses for growing plants is widely used in Italy. The design and
implementation of greenhouses is done without the study of energy exchanges between the
external environment inside the greenhouse. Climatic conditions are evaluated only on the
plant species planted without verifying the construction parameters of the greenhouse or
efficiency of air conditioning systems. This paper verifies the efficiency of air conditioning
systems used in the greenhouse and, moreover, the proper management control systems of
climate parameters with TRNSYS 16.

The climate control inside the greenhouses was treated and developed in various
ways, here are some articles that discuss the issue with the methodology of solving the
problem.
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(i) “A simple greenhouse climate control model incorporating effects of ventilation and
evaporative coolin” by T. Boulard and A. Baille (INRA—Station de Bioclimatologie, BP 91 84143
Montfavet Cedex, France) has analyzed a system of linear control that allows you to represent
the heat transfer mechanisms in a greenhouse with online control.

(ii) “Greenhouse climate control. An integrated approach” by |.C. Bakker, G.P.A. Bot, H.
Challa and N.J. Van de Braak (Editors), Wageningen Pers, Wageningen, The Netherlands, 1995. 279
pp., ISBN 90-74134-17-3: this paper lists all the reports of the climate of greenhouses according
to different types of crops grown. They checked all the control systems of air conditioning to
allow a more rational use of energy resources.

(iii) SE—Structures and Environment: A Strategy for Greenhouse Climate Control, Part I:
Model Development M. Trigui, S. Barrington and L. Gauthier. SE—Structures and Environment: A
Strategy for Greenhouse Climate Control, Part 1I: Model Validation M. Trigui, S. Barrington and L.
Gauthier: Studied in these articles is the climate control system and verified mathematical
models on crop.

(iv) “Development of a standardized fieldbus-based greenhouse climate control” by Olga
Plaksina and Thomas Rausch. Institute of Computer Technology, Vienna University of Technologies
Gusshausstrasse 27-29, A-1040 Vienna, Austria: the work concentrates on the feasibility of
building automation technologies for the climate control in growing environments. This
includes, but is not limited to, the acquisition and processing of environmental data. The
paper analyzes the requirements for greenhouse climate control and compares these demands
to those of residential building automation. The authors provide a concept of a KNX-based
control system for this application domain and give an outlook on the future phases of the
project.

(v) Sensitivity Analysis of an Optimal Control Problem in Greenhouse Climate Management
E. J. Van Henten, Department of Greenhouse Engineering, Institute of Agricultural and Environ-
mental Engineering (IMAG b.v.), PO. Box 43, NL-6700 AA, Wageningen, The Netherlands: this
paper describes the methodology and results of a sensitivity analysis of an optimal control
problem in greenhouse climate management. The methodology used is based on variational
arguments and requires a single solution of the optimal control problem, resulting in a
computationally efficient technique. The example considered deals with economic optimal
greenhouse climate management during the cultivation of a lettuce crop. The sensitivity
analysis produced valuable insight into the performance sensitivity and operation of the
controlled process. Both the model description of crop growth and production as well as the
outside climate conditions have a strong impact on the performance. Humidity control plays
a dominant role in economic optimal greenhouse climate management, emphasising the need
for an accurate description of humidity effects on crop growth and production, either in terms
of quantitative models or time-varying constraints on the humidity level in the greenhouse.
Finally, the study revealed that the dynamic response times in the greenhouse climate are not
limiting factors for economic optimal greenhouse climate control.

(vi) “Time-scale decomposition of an optimal control problem in greenhouse climate
management” by E.J. Van Henten and |. Bontsema Wageningen UR Greenhouse Horticulture,
P.O. Box 16, NL-6700 AA Wageningen, The Netherlands, Farm Technology Group, Wageningen
University, PO. Box 17, NL-6700 AA Wageningen, The Netherlands: based on differences in
dynamic response times in the crop production process, a hierarchical decomposition of
greenhouse climate management is proposed. To a large extent the proposed decomposition
builds on the time-scale decomposition of singularly perturbed systems commonly found
in the literature. Main difference with these existing theoretical concepts is that the
proposed decomposition is able to deal with rapidly fluctuating deterministic external
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Table 1
Southern Italy 100t
Netherlands 340t
United Kingdom 480t
Sweden 550t

inputs or disturbances acting on the fast subprocesses. For an example of economic optimal
greenhouse climate management during one lettuce production cycle, the decomposition was
successfully evaluated in simulations. Using these favourable results, a hierarchical concept
for economic optimal greenhouse climate management is derived and discussed in view of
application in horticultural practice.

This paper addresses the problem of control of air conditioning of greenhouses, from
a detailed analysis of the climatic conditions outside the greenhouse. The simulation with the
TRNSYS is possible to have the reaction of the air conditioning system of the greenhouse daily
according to the climatic conditions of the area where the greenhouse is planted. These values
are obtained using mathematical models based on nonlinear control systems POI. This makes
it possible to evaluate the energy consumption related to cooling the greenhouse, checking
the systems more affordably for heating or cooling of greenhouses.

Unlike the articles cited in this work we can immediately assess the energy
consumption in a greenhouse, that in fact created a simulation model that allows such an
assessment depending on various types of air conditioning systems.

2. Preliminary Remarks
2.1. State of the Art in the Literature and Types of Greenhouse Heating

Climate control in greenhouses represents 20%-30% of production costs, therefore it is
important to reduce such costs. Therefore the fact that the direct annual consumption of
energy per hectare is about 0.25 toe per crops in open fields against the approximately 7 toe
for the greenhouse ones has to be taken into consideration. Moreover for tomatoes grown in
greenhouse the consumption of heating oil per hectare varies greatly according to latitudes.
Table 1 shows average values for Southern Italy, The Netherlands, United Kingdom, and
Sweden.

The purpose of this study is based upon TRNSYS program that simulates the control
system of air conditioning in greenhouses according to the time of the year. In particular,
the simulation will be made from historical data nonlinear climatic conditions outside the
greenhouse [1]. From these data we intend to evaluate the nonlinear heat flows that develop
with more nonlinear function of temperature control and humidity inside the greenhouse.

2.1.1. Heating Installations

The criteria for selecting a heating system for a greenhouse are numerous and can greatly
influence the cost of producing the final product. Schematically they can be distinguished by

(i) thermal needs,

(ii) type of crop and farming system,
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(iii) flexibility of use,
(iv) uniform temperature in the vicinity of plants,
(v) restricted movement of air masses,

(vi) efficiency and economy.

Generally in the design phase the following simplified formula for calculating the heating
requirements of greenhouses [2] is considered:

Q=K,S(ti—t) (2.1)

where Q is heat (kcal/h), K, is overall heat transfer coefficient (kcal/h m?°C), S is total area
of walls (m?), t; is indoor temperature (°C), t. is outdoor temperature ( °C).

Equation (2.1) is acceptable for the design of the heating system as early in the
morning, when the following conditions are fulfilled: greater thermal availability [3], the
energy contribution of the sun through the soil and losses are negligible, the activity of the
crop is minimum, and cultural operations are not carried out, also not using ventilation and
hence the losses for air exchange are limited.

The air conditioning system regardless of the type of power (gas, oil, etc.) is basically
made by

(i) a boiler (a draw or pressurized),

(ii) a heat exchanger (air or water),

(iv) heating elements or heaters,

)
)
(iii) pipes,
)
)

(v) sensors and controllers for the control of climatic parameters.

An outline of the types of systems of heat distribution is shown [4] in Figure 1.

2.1.2. Systems for Air Heating

Hot air generators are the most popular applications for heating greenhouses, to attain rapid
warming of the greenhouse at the desired temperature. They are also easy to install and
of cheap price. Compared to the types of heat distribution by means of heating elements,
however, they have some disadvantages of agronomic such as uneven distribution of heat
stagnation of hot air near the foot of greenhouse air temperature too high for plants affected
by the flow air, greater energy consumption [5].

The types of systems for air heating are distinguished as those with direct spread or
duct, either fixed or mobile, for small, medium, or large power, liquid fuel, solid, or gaseous.

Under the direction of flow of hot air inside the greenhouse there can be distinguished

[6]:

(1) horizontal projection unit heaters (fan-jet), Figure 2,

(2) vertical projection heaters, Figure 3.
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Figure 1: Diagram of the types of heat distribution systems.
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Figure 2: Horizontal projection unit heaters.

Radiant Heating Systems Bodies

In this solution the water leaves the boiler through a pump and enters the pipe until you reach
the heating elements [7]. Generally, the outlet water temperature is around 80-85°C, and the
return is to 65-70°C, with optimum thermal gradient of 15°C. The installation diagram is
shown in Figure 4.
According to the arrangement of heating elements there can be distinguished [8]:
(i) heating of the walls (Figure 5),
(ii) heating of the substrate,
(iii) heating of the floor (Figure 6),
(iv) heating of the soil,
(v) heating of pallets (Figure 7).
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Figure 3: Vertical projection heaters.
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Figure 4: Scheme radiant heating system bodies.

Cooling System
The cooling in greenhouses can be achieved through four distinct types of plant [9]:

(i) natural ventilation,

(ii) shading achieved by partial coverage of surfaces exposed to the sun,
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Figure 5: Heating of the walls.

Manufactures locking

Sand

Microporous plastic film

HDPE pipes

(b)

Figure 6: Heating of the floor: (a) concrete slab, (b) floor made of car manufactures blockers.
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Figure 7: Central heating of pallets: (a) heating elements at the top of the pallet, (b) heating elements
inserted in the pallet, (c) heating elements disposed below the pallet.
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Figure 8: Forced Ventilation System.

(iii) ventilation,
(iv) evaporation of water by cooling system or high-pressure spraying system (high-
pressure fogs).

Natural Ventilation

Natural ventilation is achieved by opening windows along the side walls and on the top to
exploit the stack effect.

Forced Ventilation

Forced ventilation is practiced with large electrohelical ceiling fans, low-speed shutter system
and provided with a flow rate of ventilation of 40 times the volume of gases (Figure 8).

Cooling System

The Cooling System [10] allows for cooling with humidification of the environment causing
axial fans with the passage of outside air through a moistened panel (Figure 9).

High-Pressure Spraying (High-Pressure Fogs)

By spraying at high pressure (high-pressure fogs), cooling is achieved by humidifying the
environment through dense fog through spray nozzles [11].

The pipes with spray nozzles (7 liters/h every 7.5m? of glass) have been installed
about 2 m above the ground; water is sent from a service tank through a high-pressure pump
(35-40 atm) to the nozzles.
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Figure 9: Scheme of cooling system.

The mathematical models commonly used for sizing of cooling systems are as follows.

(1) Loss of sensible heat for ventilation [12]:

_ Vo (T;-T)

Q 3600 22)

where Q' is loss of sensible heat for ventilation (W), V is volume of the greenhouse
(m3), v, is air infiltration rate (1/h), T; is indoor temperature (°C), T, is outdoor
temperature (°C),

(2) Loss of latent heat for ventilation:

_ Vor(xi — xe)

Q= 3600 23)

where Q is loss of latent heat for ventilation (W), V is volume of the greenhouse
(m3), v, is air infiltration rate (1/h), r is latent heat of vaporization (J/kg), x; is
indoor umidity (kg/kg), x. is outdoor umidity (kg/kg).

(3) Flow Ventilation:

qu = (clbexp (—%))UA (2.4)

where gv is flow ventilation (m?/s), U is outdoor wind speed (m/s), A is total area
of the windows (m?), b is opening angle of the windows (°), ¢; and c; is constants
that depend on the type of window.

The case study considered the most common type of heating in greenhouses that
applied heating air heaters with vertical flow, regulated by the control system of proportional
representation through a temperature sensor [13].

For cooling systems of the greenhouse were used for opening windows to allow
natural ventilation.
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Figure 10: Scheme of air conditioning control unit.

3. Control System of Air Conditioning

A control system of air conditioning is typically composed of sensors, controller, actuators
and alarms [14]. The sensors are sensors for detecting temperatures (air, soil, pipes). A
simplified diagram is shown in Figure 10.

The audit is to keep the temperature and humidity of the system as close as possible
to a desired temperature and humidity (the set point) and to compensate as effectively as
possible the effects of changes in the external environment (e.g., variations in the heat), and
quickly follow the changes in set points that can be requested [15].

The relevant parameters for good control are, therefore,

(1) Accuracy: the actual temperature should be as close as possible to set-point.
(2) Stability: fluctuations around the set-point must be small.

(3) Readiness: the system should follow set-point changes as soon as possible.
There are several methods of control:

(i) ON/OFFE,
(ii) Proportional control,
(iii) Full control,

(iv) Control derivative.

Sketch a generic system (Figure 11) which we want to check its physical condition
through a particular VC controlled variable (e.g., a sample temperature, the speed of a
moving rotation or position, etc.) [16]. The size VC will be measured by a transducer that
allows real time to know the present value of VM size in question. In order to effectively
influence the system and hence to obtain a change in the controlled variable, you should
provide an input into the system on the size manipulation GM. The desired value to be
obtained for VC and represented by SP (set point) and both of these two values (SP and VM)
will be homogeneous (e.g., are both voltage signals) so that they can be compared among
themselves to calculate the error E (E = SP — VM) [17]. And the error signal to be sent to the
controlled system must be processed by a function block that generates the appropriate value
of the signal to be sent; GM actually the entrance to the controlled system. Below a block
diagram that describes this generic system reaction is reported.

The function block that controls the controlled system can be done in various ways
corresponding to different mathematical functions. The most “simple” performed by a
comparator (on-off control), with GM and its one size only two values (all-nothing) [18].
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Figure 11: Schematic diagram of control.

Alternatively you open the field to function blocks capable of generating quantities
manipulated GM as analog functions of the error E. We have thus blocks proportional,
integral and derivative (PID, PI, PD).

On/Off Control

In this mode the air conditioning system has a unique power level that can be switched on
(if the climate parameters are below the setpoint) or off (if vice versa parameters are higher).
In this mode you can get good accuracy and promptness, and the system can respond well
to changes in set-point. However, it may be very stable, since the controller will work for
cycling the temperature above and below the set point. The control law of the ON/OFF is
very simple [19]:

s(t)=0 pere<0, s(t)=1 pere>0 (3.1)

where s is control action, e = vy — y is the tracking error, y is output value, y.s reference
value.

Proportional Control

This system eliminates the problem of fluctuations in temperature and humidity using a
continuously adjustable output power from the air conditioning system: it is proportional to
the magnitude of the difference between the actual temperature and setpoint. For example, a
large error will produce a large negative voltage to the heater to correct the error [20].

If the power output was proportional to the error in the entire range of the instrument,
it would require a negative error equal to half the range for maximum power of the heater.
The accuracy would be very unsatisfactory.

It tackles this by introducing the parameter of proportional band. The proportional band
is usually expressed in percentage fraction of the interval of operation of the instrument;
within the proportional band the output power is proportional to the error; outside of this
band the power is maximum or zero.

Reducing the proportional band (i.e., increasing the gain) improves the accuracy of the
controller, as just a smaller error for a given change in the output power. But there is a limit
to the increase of gain: at some point the system begins to self-oscillate, and the gain should
be reduced. In fact a system of proportional band is not on-off system [21].
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The law of proportional control is
s(t) = Kee(t), (3.2)

where s is control action, e = yr — ¥ is the tracking error, y is output value, y.f reference
value, K, is constant proportional action gain, ¢ is operation time.

Proportional Integral Control

To improve the accuracy of the proportional control full control is introduced. Consider a
controlled system with proportional representation, with the proportional band not large
enough to induce self-oscillations. The result is a stable system but not overly accurate [22].
Suppose we send a signal of residual error to an integrator, whose output is coupled to
that of proportional representation. The result is that the power output increases until the
temperature equals the set point. At this point the integrator output will be canceled, and
this will keep a constant power. The integrator, however, could induce oscillations. This is
avoided by the presence of proportional representation.

The integral control is characterized by the integration time (integral action time,
commonly RESET), defined as the time required for the output to vary from zero to its
maximum in the presence of an error equal to the fixed proportional band.

The RESET can be specified as a time or as a frequency (repetitions per minute).

To prevent the integral control from inducing oscillations in the system is good to the
integration time at least to the time constant system response [23].

If the set-point is likely to vary considerably over time that the system uses to
approach the new set-point, integrator is saturated, resulting in an overshoot when the
temperature finally reaches the set point. It is so convenient to keep the integrator to zero
until the temperature does not fall within the proportional band. The law of integrated and
proportional control is

K ('
s(t) = Kee(t) + o Jo e(t)dt (3.3)

where s is control action, e = yf — ¥ is the tracking error, y is output value, v reference
value, K, is constant proportional action gain, ¢ is operation time, 7; is integral constant
action.

Proportional Integrated Derivative PID Control

The combination of proportional control and integral control ensures stability and accuracy;
however if the set point is changed, it is likely that the system approximates the new set point
with little readiness or alternately with good quickness but producing an overshoot [24]. This
is edited by derivative control. As the name suggests, the derivative control measures the time
derivative of the error signal of the system and changes the output power to reduce the speed
of change.
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Even the derivative control is characterized by a characteristic time, the time derivative
(derivative action time, the rate which can be given either as a time or frequency). If the error
signal is changing rapidly, at a rate proportional band in a time derivative, then the output of
the shunt is sufficient to lead to zero output power.

In many cases, the PI control (proportional and integrated) is sufficient, in others it is
also necessary in the time derivative [25].

The determination of the three parameters of the PID gains can be made empirically in
the logical order in which they were described in controls or in modern instruments and often
have the opportunity to let the controller itself to determine responsiveness of the system by
applying a series of pulses deltiformi power and measuring the response time of your system.

Very often, then the optimal PID parameters are also dependent on the working
temperature of a given system. The optimization of the parameters of the PID is then
repeated, with minor adjustments continuing.

The law that controls the PID is

s(t) = Kee(t) + § ﬂ e(t)dt + K.z df;) (3.4)

where s is control action e = y,f — ¥ is the tracking error, y is output value, vy, reference
value, K, is constant proportional action gain, t is operation time, 74 is derivative action
constant.

4. Greenhouse Model with TRNSYS

The TRNSYS is commonly used to simulate transient heat transfer for the design and control
of power systems using renewable energy sources. Another frequent use of software is now
on the energy certification for homes, offices, shops, restaurants, and industries. In this sense
the present work is an example of using the software for agricultural systems [26].

The greenhouse is considered a construction steel structure of prefabricated type STO,
used for growing flowers and plants. It is covered with glass cover horizontal beam pattern
and small flat foot north-south.

The approach of the model was carried out by using the program TRNSYS Simulation
Studio. Work done starting with the path led to the construction of a multizone building,
which is divided into multiple steps where the user enters the data on the building and its
location in space. The data required by the software at this stage will be used for the automatic
construction of the project and its connections between the components [27].

During construction of the project there is also the source of meteorological data
that will be used in the simulation. This is indeed a link with the Type 109 (Weather Data
Processor), and in this case study the meteorological station of Rome Fiumicino (Airport)
was selected.

The meteorological station of Rome Fiumicino is the weather station of reference for
the Air Force Meteorological Service and the World Meteorological Organization concerning
the city of Rome and its coastline.

The outline of the project is as shown in Figure 12: rome is the source of meteorological
and solar radiation to Rome (Fiumicino), unit change is converter unit, psychrometrics
are computer psychrometric parameters, sky Temp is computer temperature of the sky,
greenhouse isgreenhouse (Type 56), heating is the heating system, cooling is the cooling
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Figure 12: Air conditioning system diagram with TRNSYS.

system, controller is climatization controller, airchanges is calculator for spare parts for air
heating/cooling, online plotter is computer graphics, printer is printer (writes a file with the
values of variables required).

As for the greenhouse, we have chosen the climate system most widely used, that is, a
boiler with a hydrometer vertical heated by placing hot air and a cooling system for summer
cooling [28]. The system is controlled by a thermostat where you can set the reference
temperature. Consider in detail the models used for equipment and air conditioning control.

Simple Furnace/Air Heater

The heater can be controlled externally or set to automatically try and attain a set point
temperature. The furnace is bound by a heating capacity and an efficiency [29]. Thermal
losses from the furnace are based on the average air temperature. The outlet state of the air is
determined by an enthalpy-based energy balance that takes pressure effects into account.

4.1. Mathematical Description

The operation is governed by the energy balance shown in Figure 13.

where hin, and hgy refer to the enthalpy of air entering and exiting the furnace,
respectively. Thermal loss calculations are made based on the average temperature of air in
the furnace, and q7 is the capacity of the furnace multiplied by its overall efficiency. In other
words, q7 is the amount of energy actually transferred from the fuel to the air in the furnace.
The energy balance is written as shown in (4.1) so as to solve for the enthalpy of air exiting
the furnace [30]

UA /=
hair,out = hair,in + ’1_11 - = <T - Tenv)z (41)
m m



Mathematical Problems in Engineering 15

UA(T - Tenv)

L hin L hout

Figure 13: Furnace Energy Balance.

where h,irin is enthalpy of air entering the furnace (kJ/kg-K), hairout is enthalpy of air exiting
the furnace (kJ/kg-K), m.i, is mass flow rate of air (entering mass flow rate = exiting mass
flow rate) (kg/hr), gmax is capacity of the furnace (kJ/hr), g, is maximum heating rate of the
furnace (accounting for efficiency effects) (kJ/hr), UA is overall thermal loss coefficient for
the furnace (kJ/K), T is average temperature of air in the furnace (C), Teny is temperature of
the air surrounding the furnace (for loss calculations) (C).

Because the outlet temperature of the air is not initially known, Type uses an iterative
process to arrive at the exiting air condition. The enthalpy of entering air is calculated and
returned by the TRNSYS PSYCHROMETRICS routine whereupon (4.1) energy balance is
solved first guessing that the inlet and outlet air temperatures are equal [31]. The resulting
outlet enthalpy is passed back to the PSYCHROMETRICS routine, which in turn returns a
new outlet air temperature. The new outlet air temperature is used to modify the energy
balance, affecting both the thermal loss term and the energy exiting through the air stream.
Iteration continues until the temperature of outlet air returned from PSYCHROMETRICS
changes to less than 0.01°C. This default tolerance may be modified in the Type source code
if desired.

Type also accounts for air pressure drop across the furnace. The pressure drop is
applied to the air outlet conditions whether or not the furnace is in operation and whether
or not air is flowing. The assumption that pressure drop occurs without regard to flow is
made so that TRNSYS is better able to converge upon a solution when a system starts up.
Users wishing to ignore pressure effects should simply set the pressure drop parameter to
zero [32].

4.1.1. Auxiliary Cooling Device

The auxiliary cooling device is the compliment to the Simple Furnace/Air Heater. Instead of
adding heat to a flow stream, the auxiliary cooling device removes heat [32]. The cooler is
designed to remove heat from the flow stream at a user determined rate, Qmax, Whenever the
external control input, y, is equal to 1 and the cooling unit outlet temperature is greater than
a user specified minimum, Tse.

By providing a control function of 0 or 1 and setting Tt to a very high value with a
reasonably low value of Qmax, Type 6 will perform like an externally controlled ON/OFF
heating device. Users should be aware that the maximum thermal energy transfer to the
flowstream is not Qmax but 75, Qmax-
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Mathematical Description

If T; > Tser, m; <0, or Y = 0, then T, = T;, m, = m;, Qloss =0, Qﬂuid =0, and Qaux =0.

Otherwise, an energy balance on the steady-state cooling reveals [33]

_ Qmax”lhtr + mefTi +UATeny — (UATz/Z)

T,

mCs + (UA/2) '
mO = mi/
Qaux = Qmaxr
(4.2)
Qftuid = monf(Ti -T,),
- (To + Tm)
T = ol
2
Qloss =UA <T - Tenv) + (1 - Tlhtr)Qmaxr
unless T, > T, then,
Ty = Tset,
me = mi,
Qftuid = monf(Tset - Ti)r
= (T T;
T = ( set; m)’ (43)

Qloss =UA <T - Tenv) + (1 - ﬂhtr)Qmaxz

mMCpt(Toet = T1) + UA(T = Teny )
Hhtr

Qaux =

where Qaux = Qloss + Qﬂuid-

4.1.2. Three-Stage Room Thermostat

A three-stage room thermostat is modeled to output three on/off control functions that can
be used to control a system having a solar heat source, an auxiliary heater, and a cooling
system [34].

This controller is to be used to control systems on temperature levels. The controller
commands cooling at high room temperatures, first-stage (solar source) heating at lower
room temperatures and second stage (auxiliary source) heating at even lower room
temperatures. The user has the option, through parameter ISTG, to disable first-stage heating
during second stage heating and the capability, through parameter Trn, to disable first stage
heating whenever the source temperature is too low. Although solar heating is specified in
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the description of this component, any three-stage heating system may be controlled using
the TYPE 8 routine [35].

In many heating applications, the desired room temperature may depend on the time
of day or the day of the week. This variation of the heating on/off temperatures is modeled
here using an optional “set back” control function yst and “set back” temperature difference
ATget. When this option is used, the usual temperatures at which first- and second-stage
heating are commanded are both reduced by (yset) (ATset). Typically, yset is calculated by a
TYPE 14 time-dependent function generator.

Hysteresis effects can be included in the model by supplying the optional “dead band”
temperature difference ATgp. A single value of ATy, if supplied, is applied to all three output
control functions.

Parameter 1, NSTK, sets the number of oscillations permitted within a time step before
the output state of the controller is ”stuck”. It is recommended that NSTK be set to 3 or 5.

Mathematical Description

If hysteresis is not used, then ATy, is set to zero. Similarly, when the set back option is not
used, yset and AT, are zero. The heating and cooling on/off temperatures are set as follows:

First heat source (solar):

T}{l =T + Y- ATdb — Yset * ATset- (44)

Second heat source (auxiliary):

T}{Z =T + Y2 ATdb — Yset * ATset- (45)

Cooling source:

T(': = TC -Y3 ATdb. (4.6)

When the first-stage source temperature T}, is greater than or equal to Tpin, the first stage
enabled function y, is set to 1 [36]. Otherwise, y. = 0. The controller then functions as shown
in the following diagram (Figure 14).

4.2, Simulation Results

The purpose of the simulation is to check the temperatures inside the greenhouse related
to external climatic parameters and the type of construction of the greenhouse itself. The
required energy for optimal climate conditioning is based on such calculation. These values
in fact are calculated in order to maintain a steady temperature of 20 degrees which is
considered suitable for the cultivation of a wide range of plant species.
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Figure 15: Chart greenhouse climate simulation.

The results are shown in the chart (Figure 15)

Where TGreenhouse 1S inside room temperature, Qpeqt is required heating, the rate at
which energy must be supplied to the device in order to heat the air to its outlet temperature,
including the effects of losses and conversion inefficiencies, Qcool is rate of energy removed
with the cooling system.

Moreover, the amount of heat to be made or removed by heating and cooling was
connected to the printer to obtain the annual energy needs for heating and cooling:

Queat = 1,44E + 23K /h,
(4.7)
Qcool = 2,25E +23K]/h.

It can be seen that the energy demand for cooling is higher than that for heating [37].
This is due to the latitude where the greenhouse is located, characterized by very rigid winters
and hot summers. The technology normally used in greenhouses for cooling, as shown in the
chart above, is from an energy point of view very expensive.

The graphic represents a constant value of Qcyol for the period July-August, even if
the temperature inside the greenhouse undergoes changes.
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An analysis of the chart is highlighting the need to rationalize the climate inside the
greenhouse. This can be achieved

(i) through the use of a more precise control systems, such as PID,

(ii) through more sustainable air conditioning systems, the latter using heating and
cooling floor system powered by a geothermal heat pump or conventional pump,

(iii) or through improving the greenhouse insulation and ventilation systems.

5. Conclusions

The use of TRNSYS for simulating the implementation of greenhouses is rarely applied to the
agricultural sector affecting national energy consumption. As reported in this paper the use
of primary sources inside the greenhouse is important because such type of construction has
poor insulation characteristics and air conditioning equipment.

The use of TRNSYS is necessary in order to obtain results from nonlinearity of the
equations governing the laws of heat and control systems.

Nomenclature

Cpf: fluid specific heat (k] /kg-K)

ml:  inlet fluid mass flow rate (kg/hr)

my:  outlet fluid mass flow rate (kg/hr)

Qaux: required heating rate including efficiency effects (k] /hr)

QOfig: rate of heat addition to fluid stream (kJ /hr)

Quoss:  rate of thermal losses from heater to environment (kJ /hr)

Omax: maximum heating rate of heater (kJ/hr)

Teny: temperature of heater surroundings for loss calculations (C)

T;: fluid inlet temperature (C)

T,:  fluid outlet temperature (C)

Teer:  set temperature of heater internal thermostat (C)

UA: overall loss coefficient between the heater and its surroundings
during operation (kJ/hr)

y: (—) external control function which has values of 0 or 1

e (0--- 1) efficiency of auxiliary heater.
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