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Doob at Lyon
On his lecture, Application of the Theory of Martingales,

at the Lyon Colloquium, June 28 – July 3, 1948

Bernard LOCKER1

Translated from the French by Ronald Sverdlove2

The colloquium

From June 28 to July 3, 1948, an international colloquium on probability
theory and its applications was held at Lyon by the CNRS with financial
support from the Rockefeller Foundation.3 In 1946, in the framework of its
Post War Program for France, the Foundation had decided to give two grants
to the CNRS, the first for $250,000 for the purchase of materials, the second
for $200,000 for organizing “Special Conferences”, about ten per year for
three years, that would include foreign scholars as participants. According
to Warren Weaver,4 these conferences were to be small and informal, “the
attendance of mature contributors restricted to say 15”. They were to cover
all fields of scientific research, and one third of them were to take place in
the provinces. Zallen [1989] tells the history of these grants, with interesting
details on the roles of Weaver and Louis Rapkine, as well as Frédéric Joliot,
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Georges Teissier and Pierre Auger.5 Dosso [1998] particularly emphasizes
Rapkine’s role. In the end, thirty-six colloquia were held between 1947 and
1952.6 For mathematics, the colloquia began in 1947 with harmonic analysis
at Nancy (June 15–22) and algebraic topology at Paris (June 26–July 2).
Probability theory and its applications was among the subjects chosen for
1948.

Maurice Fréchet (1878–1973, academician in 1956) was in charge of or-
ganizing the colloquium on probability at Lyon and editing the proceedings,
which appeared in 1949. In his preface [Fréchet 1949a], he began by justifying
the choice of Lyon:

Lyon was chosen for the site of the colloquium dedicated to this
subject because the University of Lyon has constantly sustained
the initiatives of Professor Eyraud in this area. It liberally wel-
comes articles on the ‘Theory of Probability’ in the mathematical
section of the ‘Works of the University of Lyon’; it has created
and continues to sustain a very useful Institute of Financial Sci-
ences and Insurance (ISFA); finally it has created a certificate of
higher economic studies, thus taking the lead of the movement
that, despite resistance, moves political economy toward the use
of mathematics.

Was this simply politeness toward Henri Eyraud (1892–1994), who had de-
fended his thesis in 1926 and had been professor at the University of Lyon
since 1930? No. According to Armatte [2006], ISFA owed its success to
Eyraud’s course, and to the support of Fréchet and Emile Borel since its
creation in 1930.

There was also there a nod to Georges Darmois (1888–1960), who had
been director of studies at ISUP7 since 1945 and academician since 1955. Dar-
mois was ten years younger than Fréchet but was already an old campaigner
for statistics and its instruction, on which Borel and Fréchet’s activism is
described in Meusnier [2006]. We add that Fréchet and Darmois had partic-
ipated in the meeting of the Commission on Econometrics on December 16,
1946, which created two seminars in econometrics, one in the provinces. Lyon
was chosen over three other provincial cities, Rennes, Strasbourg, and Lille
[Bungener and Joël 1989]. The choice of Lyon fit perfectly into the constant
action of Fréchet, sustained by his vision of the relations among probability,
statistics, social sciences, research and education since his course at Stras-
bourg in 1919 [Armatte 2001, Locker 2001, Barbut, Locker, and Mazliak
2004, Havlova, Mazliak, and Sisma 2005, Siegmund-Schultze 2005].

5In an appendix, we provide biographical information about these individuals and some
others mentioned in the course of this article.

6Archives of the CNRS: International Colloquia Supported by the Rockefeller Foun-
dation or the CNRS 1946–1967 [ART 141–173]. The colloquia are also listed in Zallen
[1989].

7Institute of Statistics of the University of Paris.
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ipated in the meeting of the Commission on Econometrics on December 16,
1946, which created two seminars in econometrics, one in the provinces. Lyon
was chosen over three other provincial cities, Rennes, Strasbourg, and Lille
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Including Fréchet, Darmois, and Eyraud, sixteen participants produced
papers for the proceedings.8 As Fréchet explained,

In addition to the sixteen scholars who were going to present
communications. . . , more than thirty people (from all parts of
France and the world, most of whom were specialists in the ques-
tions treated) asked to listen to the lectures and participated very
helpfully in their discussion.9

Fréchet thus respected perfectly Weaver’s wishes to keep the colloquia small;
this was not always the case in the other colloquia, particularly in physics.

Here we list the titles, translated into English when necessary, of the
sixteen contributors. Five, including the American Joseph Leo Doob, were
foreigners:

1. G. Ottaviani (Italy): The Uniform Law of Large Numbers in the Classic
Theory of Probability.

2. J. L. Doob (USA): Application of the Theory of Martingales.

3. D. van Dantzig (Holland): On the Method of Generating Functions.

4. H. Wold (Sweden): On Stationary Point Processes.

5. J. Wishart (UK): Test of Homogeneity of Regression Coefficients.

Ten were French:

1. G. Darmois: On Certain Forms of Relations of Probabilities.

2. M. Fréchet: The Typical Values of Order Zero or Infinity of a Random
Number and Their Generalization.

3. P. Lévy: Double Markov Processes.

4. A. Blanc Lapierre: Considerations on the analysis of random functions.

5. J. Kampé de Fériet: Stationary Random Functions and Transformation
Groups in an Abstract Space.

6. E. Halphen: On the Problem of Estimation.

7. P. Delaporte: On the Use of Systematics of Mathematical Statistics in
Factorial Analysis.

8. R. Fortet: Probability of Loss of a Telephone Call.

8Fréchet prepared a communication [Fréchet 1949b] to present in case of the absence
of one of the lecturers.

9C. R. Rao, who did not present a lecture, participated in all the meetings and inter-
vened several times, once following the exposition of Doob.
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9. J. Ville: Random Functions and Transmission of Information.

10. G. Malécot: Stochastic Processes and Genetics.

11. H. Eyraud: Pure Economy. Credit and Speculation.

For the history of martingales, one remembers that Paul Lévy, Jean Ville,
and Joseph Leo Doob were among the contributors. Martingales, of which
Lévy and Ville were the pioneers in prewar France, thus returned from Amer-
ica after the war in the form of a theory elaborated by Doob and moved
into the framework for probability and stochastic processes, inspired by Kol-
mogorov’s Grundbegriffe of 1933, that Doob had persistently developed and
applied since 1935. Under the title “Application of the Theory of Martin-
gales”, Doob would show how this “Theory of Martingales” could be applied
on one hand to the (strong) law of large numbers and on the other hand to
statistical estimation.

Yet the history of martingales must also take into account that Lévy did
not recognize has own prewar techniques in Doob’s martingales at Lyon,
and that Ville did not meet Doob there. Although Fréchet’s preface leaves
the impression that all the contributors to the proceedings had been present
at Lyon, Ville made it clear in a letter to Pierre Crépel in 1985 [Crépel
2009, p. 15] that he was not present at Lyon and never met Doob. So
Lyon symbolizes a missed opportunity. Of the three pioneers of martingales
supposedly there, two were left at the side of the road, while the third made
of martingales one of the masterpieces of his work.

Paul Lévy

If Lévy did not isolate the concept of a martingale, it was his work on sums
of dependent variables10 that links him to the history of martingales before
Ville and Doob. On the place of Lévy in the history of martingales, we refer
to two articles in this issue of JEHPS: Mazliak’s very complete article [2009]
and the marvelously argued exposé by Bru and Eid [2009], concerning the
correspondence between Lévy and Jessen on the rarely discussed subject of
the pair “Lévy’s Lemma” and “Jessen’s Theorem”.11 Here we recall only
that from 1935 to 1936, Lévy extended the strong law of large numbers, the
three-series theorem of Kolmogorov and certain results on convergence to

10In the French terminology of the period, used by Lévy, one spoke not of dependent
variables but of variables in chains: variables enchâınées. This term was used whenever
the hypothesis of independence was weakened or removed, both when relations between
each new variable Xn and one or more preceding variables were given and when only
transition probabilities were given, as for Markov chains. But here we translate variables
enchâınées as “dependent variables”.
11In modern terms, for an integrable random variable X and a filtration Fn, the mar-

tingale E(X|Fn) converges to X almost surely in L1. Lévy proved a version of this result
where X is the indicator of a set; this is often called “Levy’s Lemma” or “Lévy’s zero-one
law”.
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the normal distribution beyond the case of independent variables to depen-
dent variables “satisfying condition C” and, when needed, for part of Kol-
mogorov’s three series theorem for example, certain second-order hypotheses.
Condition C, in the notation used in Lévy [1936a, 1937] says that

Mν−1 {Xν} = 0, (1)

where Mν−1 is “the probable value of Xν , given the values of X0, . . . , Xν−1”,
that is, the conditional expectation12 relative to the variables with indices
1, 2, . . . , ν− 1. In 1935, 1936, and 1937, Lévy made use of the sum of depen-
dent variables Xν subject to his condition C

Sn =
n

1

Xν . (2)

The sum Sn is clearly a martingale (with respect to the filtration associated
with Xν , which is also the filtration associated with Sν). In Lévy’s notation,
explained above:

Mn−1 {Sn} = Sn−1 . (3)

It is interesting to add that in Lévy [1937], the conditional probabilities
permitting the definition of conditional expectations of the type in formulas
(1) and (3) are understood without reference to Radon’s theorem [Radon
1913] or Nikodym’s theorem [Nikodym 1930], even though the latter was
published in French (in the most general form that is now classical13), nor
even any allusion to the presentation “à la Radon-Nikodym” of Kolmogorov
[1933].14 In Lévy [1937], one is far from such a presentation. Of course,
we know that Lévy read little and preferred to rediscover for himself results
he heard discussed,15 as the need arose and using his own methods, but it
is appropriate to add that with Lévy, when the probabilist took precedence
over the analyst, the results of measure theory were arranged in a strange
catalogue, dedicated only to his needs in probability, translated once and for
all into his language of probability.

Although Lévy had taken care Lévy [1936b]16 to spell out his “notion
of conditional probability”, affirming that this was the viewpoint he would
“always take in his research on dependent variables”,17 he limited himself to

12Following an old practice, Lévy in 1937 still sometimes used probable value in place of
expectation. These two terms appear together on several pages of Lévy [1937].
13Pages 166 and 168 of Nikodym [1930], which repeats the communication presented by

Otton Nikodym in September 1929 to the First Congress of Mathematicians of the Slavic
Countries.
14On Radon [1913] and Nikodym [1930], see Bourbaki [1969] and Michel [1992].
15On this subject, see Barbut, Locker, and Mazliak [2004] and especially Lévy [1970],

in which Lévy describes his psychology and his method of working.
16Lévy [1936a] also appears mysteriously hidden in the last volume (volume VI) of Lévy’s

complete works.
17As usual with Lévy, the argument is dressed up with an appeal to an authority,

preferably one of the great Russian probabilists [Locker 2001]; in this case Bernstein is
invoked.
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showing, for an event A of probability α, that if its probability becomes λ(x)
when one knows that X = x, then α = E(λ(x))18 equally well whether A,X is
determined by a “unique trial” or by two “successive trials”,19 a result later
generalized to the case of n variables. The requirements of measurability for
conditional probability are specified and the whole is presented in terms of
Lebesgue’s integral and measure. In Lévy [1937], it is the Lebesgue-Stieltjes
integral that comes to the forefront. Given an event B, perhaps of the
form {Y < y}, and a random variable X with distribution function F , the
“conditional probability of B given the hypothesis X = x” must then be
a function g(x) admitting a Lebesgue-Stieltjes integral with respect to F
satisfying  x−0

−∞
g(x)dF (x) = Pr{B and X < x}. (4)

The existence and the properties of g are obtained, up to a set of F -
measure zero, by a method of differentiation of the function obtained from
Pr{B and X < x} by the change of variables ξ = F (x),20 probably inspired
(because Lévy preferred distribution functions) by applications that he had
made to probability theory of the theorem on the decomposition of func-
tions of bounded variation and of the Lebesgue-Stieltjes integral, adapting
Lebesgue’s theorem (on the almost everywhere differentiability of nonde-
creasing functions).21

So when the joint distribution of Y and X is known, formula (4) is valid.22

Starting from the conditional probability Pr{Y < y|X < x}, he designates

18In Lévy [1936b], E denotes “the probable value”, i.e., the expectation (see note 12).
19That is to say depending on whether one gives a priori the probability P[A and X < x]

or the probability for x followed by the probability λ(x) = P[A|X = x], a dichotomy very
dear to Lévy and which influences all his considerations in Lévy [1937] having to do with
conditional probabilities and/or dependent variables. This dichotomy is to be put in
parallel with his vision of stochastic processes in which chance intervenes at each instant
t after having constructed the points of the trajectory before t. (See Barbut, Locker, and
Mazliak [2004], pages 53 and 92.)
20No. 23 of Lévy [1937]:

Set Pr{B and X < x} = F1(x). The probability of B under the hypothesis
that a < X < b is (F1(b) − F1(a))/(F (b) − F (a)), and since it is always
between 0 and 1, F1(x) can be considered a function of the variable ξ = F (x),
with a derivative that is well defined except on a set of measure zero and
between 0 and 1; this derivative is then a function g(x) of x, well defined
except on a set of probability zero (that is to say, to which the distribution of
X assigns probability zero.

21This theorem, amply discussed in No. 12 of Lévy [1937], concerns the additive de-
composition of the distribution function F into three parts, the sum F1 of jumps + the
absolutely continuous part F2 + the difference (F − F1 − F2).
22Lévy then discusses the case of the determination by “two successive trials” (see note

19), giving the measurability conditions required to reconstitute from a function g(x) a
“well determined probability” for a pair Y,X of random variables such that (4) is valid,
thus making g a conditional probability.
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by Mx “a probable value calculated when X is known” and adds “it is there-
fore a function of X”. The argument as a whole shows the measurability
of Mx(Y ). The conditional probabilities P[Xν |X0, . . . , Xν−1] and the corre-
sponding conditional expectations Mν−1[Xν |X0, . . . , Xν−1] are obtained by
iteration from the preceding ones (Lévy [1937], no. 64) but also by recourse
to “denumerable probabilities” and to the representation of all the random
variables considered as measurable functions of a single variable. All the
properties of conditional probabilities and expectations that Lévy would use
in Lévy [1937] flow from his “notion of conditional probability”.23 He long
remained faithful to it,24 never bothering in the rest of his work (even for
the difficult questions he attacked, for example in the theory of Markov pro-
cesses in continuous time) to check his bearings, as if it were obvious that
the properties he had derived for his “notion of conditional probability” were
universally and eternally valid.

Jean Ville

It is in his thesis, Etude critique de la notion de collectif [Ville 1939]25 that
Ville introduced the term “martingale”. In the debates on the foundations
of the theory of probability, Ville’s martingales, opposed by the “frequentist”
theory of collectives of von Mises [1931], which was presented at the Institute
Henri Poincaré in 1931, were to play a significant role.26 We point out the

23Later, Lévy would remain equally ignorant of the counterexamples given by Jean
Dieudonné [1948], although Fréchet was made aware of them by a letter of November 1951
from Robert Fortet, recounting that Dieudonné had showed that conditional probabilities
do not always exist. See Locker [2001].
24Lévy returned to conditional probabilities in a letter of January 9, 1962, number 90

in Barbut, Locker, and Mazliak [2004], to affirm the agreement of his “notion” of 1936–37
with Doob and his differences with de Finetti.
25In English: Critical study of the concept of a collective. He had earlier mentioned

martingales in a note reporting some of his results, in the Comptes rendus in 1936 (volume
203, pp. 26–27).
26It is interesting to note that Lévy returned twice to the question of von Mises’ collec-

tives and Ville’s thesis in his correspondence with Fréchet, partially contradicting himself
at an interval of 25 years. On October 22, 1939, he writes:

I arrived myself at the idea that, without sharing the ideas of Mises, it was
not necessary to absolutely proscribe models and collectives: they constitute
a useful language for study from an axiomatic point of view that is different
from the one I have used until now.

On April 28, 1964:

I never understood well the first definition of collective given by Ville. Loève
and Khintchine told me and wrote to me that they did not understand it.
. . .As to the theory of collectives, I have always found it absurd, in spite of
the merits that I recognize in von Mises, and I did not hide this from Wald
when he presented it at Grenoble. I am grateful to Ville for having helped
me to combat it.

Barbut, Locker, and Mazliak [2004].
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very useful commentaries of Nualart [1987] and Von Plato [1994]27 on Ville’s
thesis. Bru, Bru, and Chung [1999] contains an analysis of Ville’s thesis
(pp. 203–207) and a note on Ville and the Lyon Colloquium (pp. 232–233).
On all that concerns Ville and Ville [1939], the reader should refer first to
Shafer [2009] in this issue of JEHPS. Here we recall, with Bru, Bru, and
Chung [1999] that Ville

begins by defining the general notion of a (positive) martingale
adapted to an arbitrary sequence (Xn) of random variables us-
ing the now classical martingale property (e.g. [Neveu 1972]), the
conditional expectation being ‘defined’ ‘in the sense indicated by
Mr. Paul Lévy’.

One notes also that these three authors, in their well-argued paper find in
Ville’s text a “type of reasoning ‘by stopping’ . . . used by all sound authors”
when he proves a martingale inequality (the inequality of the gambler’s ruin)
in discrete time, which we will see again below, because it did not escape
Doob, who generalized it in Doob [1940a].

We add here several details on the framework in which Ville defined his
conditional expectations. First of all, Ville [1939], in section 1 of his chapter
V (which concerns martingales and the gambler’s ruin in discrete time) re-
lies exclusively on the definition of Lévy [1937 pages 96–99], to the point of
reproducing identically the “proof” of the existence of the conditional proba-
bility of Lévy [1937] that we described above. Later, in section 2 of Chapter
V (Continuous Game) (pages 111–129), Ville discusses the generalization of
the inequality of the gambler’s ruin for (positive) martingales in continuous
time, and for this he works in the space that he calls E0 of all real functions
of a real variable:

a distribution function will then be a completely additive function
≥ 0 defined on certain subsets of E0 [Kolmogoroff [1]]. Letting
P (L) be this function, we naturally assume that P (E0) = 1.

More precisely (page 112):

The condition (d)28 brings in the notion of conditional mean that
we attach to that of conditional probability as it was defined by
Mr. Doob [Doob [1] p. 123]; this notion is the generalization to
a function space of the notion of conditional probability (due to
Mr. P. Lévy) that we already used on page 87. . .

27In his chapter 6, “Von Mises’ Frequentist Probabilities”.
28Ville defined a positive martingale in continuous time by introducing a family Xt (t ≥

0) of points of E0 and a family Sτ (τ real and positive) of “positive functionals” defined on
E0 satisfying four conditions, (a), (b), (c), and (d). Conditions (a) and (b) are related to
the initial values and positivity. Condition (c) “Sτ depends only on the Xt for t ≤ τ” and
condition (d) “the mean value of Sτ+τ (X) when one knows that X(t) = X0(t) for t ≤ τ
is equal to Sτ (X0)”. In today’s less exotic terms, one recognizes in conditions (c) and (d)
respectively the notion of adapted process and the condition on conditional expectation
defining a martingale in continuous time.
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He adds that the existence of the conditional probability that he defines using
Fréchet’s integral “results from a proof of Mr. Nikodym (p. 168–179)”. So
his references are now Fréchet [1915], Kolmogorov [1933], and finally Doob
[1938]. This presentation of martingales in continuous time did not escape
Doob in his critique [Doob 1939] of Ville [1939].

Joseph Doob

It is at the top of the first page of Doob [1940a] that Doob announces that
he will study “certain families of chance variables”29 xt having the property
he denotes E – i.e., verifying for all t1 < · · · < tn+1, and with probability 1,
the relation (written here in his own notation30)

E[xt1, . . . , xtn;xtn+1] = xtn. (5)

This equation is followed immediately by a footnote:

We shall use the notation E(y) for the expectation of the chance
variable y and E([y1, . . . , yn; y] for the conditional expectation of
y for given y1, . . . , yn, a function of y1, . . . , yn. If the yi are not
finite in number, the notation will be modified accordingly. We
shall assume the definitions of Kolmogoroff for these conditional
expectations.31

Still on this first page, Doob makes precise the sense he wants to give to his
random variables and to the probability P that he will use throughout:

In the following, we shall always suppose that the xt are measur-
able functions defined on a space Ω, on certain sets of which a
measure function is defined. That this can always be done, and
how this is to be done, was shown by Kolmogoroff. The space Ω,
following Kolmogoroff, will be taken to be the space of real-valued
functions of t. . . .The qualification “with probability 1” will be
used interchangeably with “almost everywhere on Ω.”

The conditioning of relation (4) and property E are immediately generalized
on the next page to an infinite set of indices T (which can be N , −N , a section
of Z or of R) by considering the “Borel field”32 of “xt-sets” generated by all

29In 1940, Doob still used the term chance variable that he later replaced by random
variable.
30The expectation of X given A is denoted E[A;X] in Doob [1940a] and E{A\X} in

Doob [1949]. This may confuse today’s readers, because it is now standard to put X first,
as in E[X|A].
31As in Doob [1937] and Doob [1938], this is a reference to Grundbegriffe der

Wahrscheinlichskeitrechnung of 1933 for conditional expectations constructed using
Nikodym’s theorem.
32“Borel field”, translation of the French “corps de Borel”, which is the established

expression designating the Borelian ancestor of “σ-algebras”. In the first edition of Lévy
[1937], Lévy manipulated and constructed “Borel fields” in “abstract sets” (terminology
borrowed from Fréchet). See Lévy [1937] in the edition of 1954 on page 17 for the distinc-
tion that he made later between “Borel fields” and “closed Borel fields”.
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finite sets of the variables considered. The “chance variables with property
E” of Doob [1940a] will be called “martingales” in Doob [1949].

In all the preceding cases, Doob’s martingale, in modern terms, is adapted
to the family of tribes (Ft, t ∈ T ) generated by the random variables with
indices smaller than t, and this family is increasing in t. When the set of
indices is a subset of Z bounded above, an obvious translation of index leads
to the set −N of integers ≤ 0, and the results obtained by Doob (when the
index tends to −∞) are concerned rather with what are now widely called
“backward martingales”.33

In this article, Doob [1940a], which consists of three sections, Doob
will therefore, evidently and permanently, rely explicitly on measure the-
ory, which he had not ceased to do since his first article on probability, Doob
[1934], in the manner of Doob [1935], Doob [1936b], Doob [1937], Doob
[1938], and also Doob and Ambrose [1940], which slightly preceded Doob
[1940a],34 all of which together form the framework that will permit him,
after having established in the first section the theorems that are classical
today on discrete time martingales (relative to uniform integrability, conver-
gence and closure), to put in place in the last two sections, the tools and the
first results for martingales in continuous time. For our focus on the state of
affairs before the Lyon colloquium, we will remain with the first section, in
which Ville and Lévy are cited or commented on four times.

We note first, as mentioned above, that Doob [1940a] in a footnote on
page 458 cites Lévy [1937] and Ville [1939] when he is proving the inequalities



Λ·N
xdP ≥ kP{Λ ·N} and



M ·N
xdP ≤ kP{M ·N} (6)

established for a family “. . . , x−1, x0, . . . , x” satisfying E , of which the set of
indices, if it is infinite, is a subset of Z either bounded above or bounded
below, N is a P-measurable set (where P is the probability measure fixed at
the beginning of the article on the space of all functions of a real variable),
and the products Λ · N and M · N designate the intersections Λ ∩ N and
M ∩N35 of the sets Λ =


supm≤j≤n xj ≥ k


and M = {infm≤j≤n xj ≥ k}.

These inequalities are implicit in the work of Ville [9, pp. 100–
101]36 who discussed sequences of non-negative chance variables

33Recall that a backward martingale indexed by the positive integers is basically a
sequence (Yn;n ≥ 0) of random variables adapted to a decreasing sequence (Gn;n ≥ 0) of
tribes satisfying E[Yn|Gn+1] = Yn+1. With the replacement of each n by −n, supposing
that X−n = Yn and F−n = Gn, this becomes E[X−n|F−n−1] = X−n−1 and the sequence of
tribes (F−n;−n ≤ 0) is increasing (F−n−1 ⊂ F−n), giving a martingale that is “ordinary
but indexed by the negative integers”.
34Doob and Ambrose [1940] was received by the Annals of Mathematics on September

25, 1939. Doob [1940] was received by the Transactions of the American Mathematical
Society on December 11, 1939.
35Classical notations in set theory at the time.
36i.e., Ville [1939]
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with the property E. The method of proof we use was used by Lévy
[8, pp. 129]37 in a related discussion.

The inequalities (6) are important since one can deduce from them, with
Doob and after some gymnastics, a theorem numbered 1.2 (page 458) for
sequences indexed by the set −N of negative integers satisfying E (which
is in fact a “backward martingale” theorem according to a remark already
made):

Let . . . , x−1, x0 be a sequence of chance variables with the property
E. Then limn→∞ xn = x exists with probability 1, and the chance
variables x, . . . , x−1, x0 have the property E. The chance vari-
ables are uniformly integrable, and E[x0] ≥ E[x−1] ≥ · · · ≥ E[x];
E[xn] → E[x].

Ville had originally used a form analogous to the first of the inequalities
(6) in the case of a martingale indexed by the integers and with k = 1 (in-
equality of the gambler’s ruin!). He had then extended it to the continuous
case as early as 1938 in a note in the CRAS. See Bru, Bru, and Chung [1999].
Lévy [1937] also uses this first of the inequalities (6) for his martingale (3),
aiming especially to extend Kolmogorov’s inequality38 from the case of inde-
pendent variables to his martingale differences, which satisfy his condition C
of formula (1).

We note next Theorem 1.3 on page 460 (convergence a.e. of integrable
martingales and closure in the equi-integrable case that today is called “reg-
ular”):

Let x1, x2, . . . be a sequence of chance variables with the property
E. Then E|x1| ≤ E|x2| ≤ · · · . If limn→∞ E|xn| = l < ∞, then
limn→∞ xn = x exists, with probability 1, and E|x| ≤ l. If the
xj are uniformly integrable, limn→∞ xn exists, with probability 1,
and the chance variables x1, x2, . . . , x have the property E.

Doob makes this comment:

Ville has studied sequences of non-negative chance variables with
the property E. Since, by the corollary to Theorem 0.2,39 Ville’s
hypotheses imply that

Ex1 = Ex2 = · · · = E|x1| = E|x2| = · · · ,

the hypotheses of the first part of Theorem 1.3 are satisfied, in
Ville’s case. Ville proved that in his case supj≥1 |xj| < ∞, with

37i.e., Lévy [1937]. The page reference is to the first edition of Lévy [1937]. The
pagination of the second edition (1954) differs here from that of the first edition.
38In the notation of Lévy, under condition C for the Xν with Tn = maxν≤n |Sν | , c > 0

and b2n =M

S2n

, one has Prob {Tn > cb} < 1/c2.

39This corollary of “theorem 0.2” is at the beginning of the article. In current terms: if
Xt is a martingale, E(Xt) is constant and E(|Xt|) is an increasing function of t.

11



Journ@l électronique d’Histoire des Probabilités et de la Statistique/ Electronic Journal for 
History of Probability and Statistics . Vol.5, n°1. Juin/June 2009

probability 1 (implied by our conclusion that limn→∞ xn exists with
probability 1, and that the limit is integrable) and applied this fact
to the study of certain games of chance.

Here Doob goes too far. In fact the almost sure convergence of “Ville’s
martingales” does not appear in Ville [1939]. Moreover, according to Bru,
Bru, and Chung [1999], neither Ville nor Borel nor Lévy seem to have noticed
this almost sure convergence (a result therefore due entirely to Doob). We
also note that in this first part (page 462), Doob cites Lévy two more times
for results on almost sure convergence from Lévy [1937], where Lévy gives
his version of the 0-1 theorem and the “martingale version” of Kolmogorov’s
three series theorem.

At the colloquium

The hypotheses advanced by Bru, Bru, and Chung [1999] to explain Ville’s
retreat from the martingale scene and his likely absence from the Lyon col-
loquium are clear. Ville may have lost interest in martingales after reading
Doob [1940a] which seemed to close the question. After his return from
captivity in June 1941, he considered the application of martingales to the
geometry of vector Brownian motion but soon found that Lévy had left him
behind on this topic.40 In 1946, after the faculty at Lyon chose Gustave
Malécot over him for a chair, Ville had left academics to work in industry.
Remaining on very cool terms with the academics at Lyon, he concentrated
on the transmission of information in telecommunications.41 To the hypothe-
ses advanced by these three authors, one can add another. In November 1939,
Doob had written a review [Doob 1939] of Ville [1939],42 of which the whole
second half was very negative:43

It is unfortunate that this book, which contains much material
which clarifies the subject, should contain so much careless writ-
ing. This ranges from uniformly incorrect page references to
mathematical errors. Thus (p. 46) it is claimed (and used in

40Fréchet wrote to Lévy about this. See in Barbut, Locker, and Mazliak [2004] the letter
from Lévy to Fréchet dated June 1, 1943.
41Note that Ville’s presentation at Lyon had the title Random Functions and the Trans-

mission of Information, and that Ville [1948] treated analytic signals. Finally, we add to
the list of Ville’s works after his withdrawal from martingales and before the colloquium
an article [Ville 1946] treating the existence conditions for a total utility and an index of
prices; this article is discussed by Gardes and Garrouste [2004].
42In December 1939 there appeared another review in English of Ville [1939] by Henry

Thomas Herbert Piaggio (English, 1884-1967, assistant, then professor of mathematics at
the University of Nottingham from 1908 to 1950). The word “martingale” never appears
in Piaggio [1939].
43In his celebrated conversation with J. Laurie Snell [1967], Doob speaks of this review

and of the direction in which reading Ville pointed him, but he makes no allusion to this
negative second part.
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for results on almost sure convergence from Lévy [1937], where Lévy gives
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a proof) that every denumerable set is a Gδ.
44 The author’s main

theorem on systems is not as strong as earlier results with which
he is apparently unfamiliar. (Cf. Z. W. Birnbaum, J. Schreier,
Studia Mathematica, vol. 4 (1933), pp. 85–89; J. L. Doob, Annals
of Mathematics, (2), vol. 37 (1936), pp. 363–367.) His discus-
sion of random functions is inadequate and obscure, for example,
his demonstration that his main theorem on martingales does not
go over to the continuous process uses as an example a measure
on function space not in accordance with the usual definition of
probability measures on this space.45 A specialist who can over-
look such slips will find many stimulating ideas in this book. Other
readers can profit by the comparative analysis of the different cri-
teria for collectives, and by the discussion of martingales.

Ville, after that, would have no more wanted to meet Doob than the aca-
demics of Lyon.

Lévy and Doob certainly did meet at Lyon, but between them it was not
at all a question of martingales. The proceedings of the colloquium show
that Doob, following Lévy’s presentation on double Markov processes [Lévy
1949, where linear time is replaced by curves] agreed with Van Dantzig46 that
“Mr. Lévy has not made the definition of double Markov processes sufficiently
precise”, which provoked a response from Lévy on his analytic hypotheses
and the conditional independence of two parts of the plane relative to a curve.
As for Lévy, he did not ask Doob any questions about his presentation,47 in

44This error by Ville does occur on the page indicated and, moreover, at the beginning
of an important proof that generalizes a result of the American A. H. Copeland (well
known for his work on the question of collectives). This is Theorem 1 of Chapter 2 of Ville
[1939]:

If L is the system of Gδs, there exists no collective belonging to L that does
not have the following property: there exist among the sets of L a countable
infinity of sets, each reduced to a point, such that the sum of their probabilities
is equal to 1.

45On martingales in continuous time, Doob [1940a, page 476] simply points out in a foot-
note on the subject of Ville, “His discussion of the meaning of a continuous process and
the generalized upper bounds is somewhat obscure” before himself extending the inequal-
ities (6) to continuous time as Ville had done, but for positive martingales. The “main
theorem on martingales” of Ville’s to which Doob alluded in 1939 is without any doubt
his inequality of the gambler’s ruin and the extension of it that he made to continuous
time, after having found a counterexample in order to better show hypotheses needed to
make this extension valid. In this counterexample, Ville assumes a probability on a set of
curves which is no longer the probability P (that he had presented a “à la Kolmogorov”)
with which he had furnished the space E0 of all functions of real variables.
46The contribution of Lévy was on June 28. He had to face several other questions

requiring an elaborate response. He was only able to write responses to Kampé de Fériet’s
and Fréchet’s questions of June 29 and 30.
47Only Rao asked Doob a question, relating to a problem of nonparametric statistics in

the framework of martingales.
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which, we may note, Lévy is not cited.48

Making this all the more extraordinary, part 2 of Doob’s contribution
touched on the application of martingale techniques to the strong law of
large numbers, but only in the case of independent variables, and it is clear
that neither Lévy nor Fréchet (who knew Lévy [1937] perfectly well49) made
the connection between Lévy [1937] and Doob [1949]. Moreover, it is clear
that Lévy did not read Doob [1940a],50 where he is cited several times.

According to a letter he wrote to Fréchet on April 28, 1964, Lévy did not
make the connection between his work and martingales until 1950:

It was in 1950 at Berkeley that I learned from Loève51 that the
processes called martingales were those that I had considered
starting in 1935; according to your letter his second definition,
p. 99, coincides with mine. (Or at least becomes the same when
constants are added.)

In the introduction to the second edition (1964) of Lévy [1948], Lévy says,
referring the reader to Doob [1953], that he has “renounced introducing the
important notion of separable processes and speaking of martingales.”

The Lyon colloquium ended on Saturday, July 3, 1948. Several par-
ticipants got together for lunch in Paris. Lévy, who had finished writing
Stochastic Processes and Brownian Motion [Lévy 1948], the appearance of
which was planned for the new school year, returned to Paris and left on vaca-
tion. Doob quickly left France; we find him again at a Congress in Madison,
Wisconsin, on September 7, 1948 [Doob 1948]. There remained four years
until the publication of his Stochastic Processes [Doob 1953], with the 100
pages of its Chapter VII devoted to martingales. So martingales would need
more round trips to America before a new generation of French probabilists
took them up in their turn.

48Ville is cited from the fifth line on, and Doob’s bibliography contains only three
references, in the order: Ville [1939], Doob [1940a], and von Mises [1931].
49Fréchet had had in his hands the proofs of Lévy [1937], read by Wolfgang Doeblin and

laid out for printing by another of his protégés, the Hungarian refugee Ervin Feldheim.
On this topic, see the letter of December 21, 1936, in Barbut, Locker, and Mazliak [2004].
On Feldheim, see Bru [1992].
50It is well known that Lévy read little. This was all the more the case for the “Jew Lévy”

during the period of the armistice and then the “Pétain regime”. Freed from hiding, Lévy
devoted himself to the publication and extension of the theorems he had proven during this
period (stochastic integrals “à la Lévy” and Brownian motion), then to Markov processes
(after a return to the law of “the Lévy surface”). He discovered belatedly that he had
anticipated Kakutani on “Kakutani’s Theorem”, and he did not discover the work of Ito
[1944] until 1954 [Locker [2001, Barbut, Locker, and Mazliak 2004].
51Michel Loève (1907-1979) was not at the 1948 Lyon colloquium, much to the regret

of Fréchet, who said so in Fréchet [1949a]. Several years later, right after the appearance
of Doob’s Stochastic Processes, Loève would visit Paris and would take Paul André Meyer
to the USA, where the connection would be made that signaled a new development of
martingales (and also probabilistic potential theory) in France.
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which, we may note, Lévy is not cited.48
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that Lévy did not read Doob [1940a],50 where he is cited several times.
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It was in 1950 at Berkeley that I learned from Loève51 that the
processes called martingales were those that I had considered
starting in 1935; according to your letter his second definition,
p. 99, coincides with mine. (Or at least becomes the same when
constants are added.)

In the introduction to the second edition (1964) of Lévy [1948], Lévy says,
referring the reader to Doob [1953], that he has “renounced introducing the
important notion of separable processes and speaking of martingales.”

The Lyon colloquium ended on Saturday, July 3, 1948. Several par-
ticipants got together for lunch in Paris. Lévy, who had finished writing
Stochastic Processes and Brownian Motion [Lévy 1948], the appearance of
which was planned for the new school year, returned to Paris and left on vaca-
tion. Doob quickly left France; we find him again at a Congress in Madison,
Wisconsin, on September 7, 1948 [Doob 1948]. There remained four years
until the publication of his Stochastic Processes [Doob 1953], with the 100
pages of its Chapter VII devoted to martingales. So martingales would need
more round trips to America before a new generation of French probabilists
took them up in their turn.

48Ville is cited from the fifth line on, and Doob’s bibliography contains only three
references, in the order: Ville [1939], Doob [1940a], and von Mises [1931].
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Doob’s lecture

At Lyon, Doob’s “families of chance variables with property E” of [Doob
1940a] became “martingales”.52 Doob’s paper consisted of three parts, the
first a review of Doob’s definition of martingales and his four results in Doob
[1940a] (including those we mentioned above), which would be used in the
two following parts, Application to the strong law of large numbers and Ap-
plication to inverse probabilities. The “law of large numbers” and “inverse
probability” are two themes that run through the history of probability the-
ory and statistics,53 the law of large numbers at the heart of controversies
about foundations, and the problem of inverse probabilities at the center of
polemics on the interpretation of statistical inference.54 Moreover, the law
(strong)55 of large numbers, with its connections to foundations, was pre-
sented at Lyon by Ottaviani, who advocated “Cantelli’s classical theory”
against von Mises’ collectives.

Doob had already tried, in a single 1934 article that cast probability and
statistics together in the mold of analysis [Doob 1934], to make the law of
large numbers a consequence of Birkhoff’s ergodic theorem56 and to propose
“for the first time a complete proof of the validity of maximum likelihood of
R. A. Fisher.”57 In 1936 he had to return to Fisher, giving conditions for
the consistency of the maximum likelihood estimator [Doob 1936a].58

The proof at Lyon of the strong law of large numbers for identically distri-
buted, independent, and integrable variables (the iid strong law) is a model
of the type of “spectacular application of martingale theory” that Doob took
pleasure in repeatedly presenting, in particular in 1949–50 at Feller’s seminar
at Cornell [Chung 1998].

To the sequence un of variables (iid), Doob associates the “martingale”
indexed by the negative integers −n

X−n = E{. . . , y−n−1, y−n\y−1}, (7)

52Relative to a filtration.
53It is not possible to give a complete bibliography on these themes, so much have they

been studied by historians of probability and statistics. The references in the following
notes are only the author’s “heartthrobs”.
54See Chapter 3 of Stigler [1986], the introduction to Robert [2006], and Fienberg [2006].
55On the history of the strong law, which had already been made clear by Borel in

1909, see Seneta [1992]. The first appearance of the term “strong law” was in French (“loi
forte”), in a note in CRAS by Khinchin for January 30, 1928; see Locker [2001].
56In 1971, Doob returned to the relations between ergodic theory and martingales,

affirming that “It is true that in a reasonable sense there are two qualitative convergence
theorems in measure theory, the ergodic theorem and the martingale convergence theorem.”
[Doob 1971].
57On Fisher and maximum likelihood, see especially Bartlett [1965], Aldrich [1999], and

Stigler [2007]. Edwards [1997] discusses the sense in which Fisher uses “inverse probabil-
ity”.
58Presented in December 1934, received April 4, 1935.
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where y−m designates the partial sum of the un for n ≥ m.59 After a change
from −n to n, as we have already noted, this is a backward martingale
(relative to the decreasing tribes Gn generated by the partial sums of order
m with m ≥ n). From the iid hypothesis, one has

X−n =
1

n

n

1

uk. (8)

Finally, when −n tends to −∞, one has almost sure convergence to E(u1)
from Theorem 1.2 of Doob [1940a], cited above and recalled at Lyon in
property iv on page 24.

For the Lyon application of martingales to “inverse probability” one has a
result of (almost sure) consistency60 of the Bayesian procedure61 for para-
metric estimation. The parameter θ is subject to the a priori density law
f(θ). For each θ the variable Y admits a law F (θ, y) with density f(θ, y) –
see “Hypothesis A” in Doob’s text, and the mapping that associates each θ
with its law is injective (“Hypothesis B”). The frequency vn(y) of observa-
tions smaller than y in a sample of size n tends almost surely to F (θ, y) (for
each value y) when n tends to infinity (by a direct application of the iid law
of large numbers), which allows us to view θ as a function θ̂ defined (up to a
negligible set) on the sequences (y1, y2, . . . , yj, . . .).

Doob remarks that the measurability hypothesis made in his “Hypothesis
A” and “Hypothesis B” implies his “Preliminary Hypothesis C ”, which says
that θ̂ is a measurable function of the sequences (yj), a “random variable on
y1, y2, . . . , yj, . . . sample space”62 He finds this “somewhat surprising”.

The almost sure convergence of E[θ̂|y1, y2, . . . , yn]63 to θ̂ and the almost
sure convergence of the conditional variance to 0 are obtained by application
of the martingale results in Doob [1940a], recalled in the introduction to the
presentation at Lyon. The remainder is a discussion of the hypotheses and
their interpretation.

After Doob’s presentation, only Calyampudi Radhakrishna Rao rose to
ask questions, on the possibility of applying the method without an a priori
distribution for θ, as in the nonparametric case. One can read Doob’s re-
sponses in two parts, (i) and (ii), in the discussion that closes the document
we have presented.

59An expression of the form E{A|X} now designates the expectation of X given A. See
note 30.
60In Doob [1936a] the consistency of a sample statistic is defined by the convergence in

probability to the “true value” of the parameter. He also draws attention to the interest
of almost sure convergence.
61On Bayesian inference, see Fienberg [2006].
62One will have noticed that the “chance variables” of Doob [1940a] have now become

“random variables”. See note 29.
63Here we use the now standard notation for the conditional expectation of z given y,

E[z|y] rather than Doob’s notation, in which the order of the variables is the opposite:
E[y\z].
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For a complementary analysis and for the connection with relatively re-
cent results and the extensions of Doob’s consistency theorem, one can refer
to Ghosal [1999], and for the nonparametric case to Lijoi, Prünster, and
Walker [2004].

Appendix (Brief Biographies)

Pierre Auger (1897–1993). Physicist (atomic physics, nuclear
physics, cosmic radiation), professor at the Faculty of Sciences of Paris,
and at the École Normale Supérieure, was named Director of Higher Ed-
ucation at the liberation. He occupied this post until 1948. Pierre Auger
was the creator of the third cycles and of the consultative committee of the
universities. He became a member of the Academy of Sciences in 1977. One
can consult at http://picardp1.mouchez.cnrs.fr the entrancing “Interview
with Pierre Auger on April 23, 1986” conducted by J. F. Picard and E.
Pradoura.

Frédéric Joliot (1900–1958). Took charge of the CNRS on August
20, 1944 (Parisian insurrection), ousting the Petainist geologist Charles Ja-
cob.

Paul Lévy (1886–1971). From the time of his thesis of 1911 until
“returning to probability” in 1919, Lévy was an analyst, working mainly on
functional analysis and on the calculus of variations in infinite dimensions.
See Barbut, Locker, and Mazliak [2004] for the whole of Lévy’s work. For
the period that interests us, which goes until 1937, let us say that Lévy knew
Fréchet’s integral in “abstract spaces” [Fréchet 1915], that he had become
familiar with Daniell’s [Daniell 1918] with some delay (he says so in Lévy
[1937]), and that he had been able to come very close to Wiener’s measure
(with his means on the L2 sphere). He is cited, along with Gateaux and
Daniell, for his measures in infinite dimensions in Norbert Wiener’s funda-
mental article on Brownian motion of 1923 [Wiener 1923, Differential Space].
He also helped Wiener in 1924 in editing a French article translating “Differ-
ential Space” into the language of Borel’s denumerable probabilities [Wiener
1924]. In 1924, Lévy created his own approach to measure with his “theory
of partitions”, that he then extended to “abstract spaces” and which is pre-
sented in Chapter II of Lévy [1937] as a kind of foundation for the possibility
of giving a general procedure for effectively constructing all probability laws
on sets having the power of the continuum. Very satisfied with his theory,
he never used it in practice. Lévy had to protect himself, each time it was
necessary from the

prejudices of certain analysts, and not the least of them, with
respect to the theory of probability, or at least with respect to
probabilists, supposed not to have the sense of rigor.
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Thus, in the author’s preface to the first edition of Lévy [1937], he responded
in advance to “these analysts, and not the least”, by recalling his contri-
butions since 1919 to “translating well known theorems of analysis into the
language of probability” and marveling

. . . that one could think that an argument, to be rigorous, needed
to be translated from one language to another. . . . . . this sounds
to me like saying that my French text had to be translated into
German in order for my arguments to appear rigorous.”

He added that the translation was “within reach of a beginner”.

Richard von Mises (1883–1953). Von Mises presented his theory
in his lectures given at the IHP in November 1931, published in 1932 [von
Mises [1932]. In order to show the superiority of his system (second lecture,
page 157), he criticized the concepts of random variables that he attributed
to “Mr. Fréchet and several others” who “do not give an exact definition of
this new notion [and] pretend that it is known a priori” before bringing up
“the ideas established by M. Borel . . . on a sort of mathematical probability
whose object does not belong to the physical world”. We note also that in
May 1935, on the opposite side of the philosophical and logico-mathematical
chessboard on the foundations of probability, it was Bruno de Finetti’s turn
to present, in the course of five lectures at the IHP, retouched in De Finetti
[1937], in which he developed his point of view, that he said himself was (op.
cit., page 3) “considered the most extreme solution on the subjectivist side”,
then rejecting (op. cit., page 23) “as illusory” the idea that “the impossibility
of making precise the relations between probability and frequencies is anal-
ogous to the practical impossibility that one encounters in the experimental
sciences of exactly connecting the abstract notions of the theory with the em-
pirical realities.” In footnotes, he attributed this idea to “modern” treatises:
Castelnuovo [1925], Fréchet-Halbwachs [1924], Lévy [1925], and von Mises
[1928]. Lévy’s “moderate subjectivist probability” position, which accom-
modates a realist interpretation of frequencies [Lévy 1925, Lévy 1937], thus
found itself caught between two fires, which explains his self-contradictions
on von Mises [1931] and Ville [1937], perhaps as much as the poor opinion
he had of Ville according to Bru, Bru, and Chung [1999], Locker [2001], and
Barbut, Locker, and Mazliak [2004].

Louis Rapkine (1904–1948). Biologist (biochemistry and cellular bi-
ology). Originally from Belarus, he emigrated to Paris in 1911 with his family.
From 1934 on, he worked to help scientists fleeing Nazism (Welcome Commit-
tee for Foreign Scholars). In 1940, he went to New York and, in collaboration
with the Rockefeller Foundation, organized the transfer of scientists to the
USA (including Hadamard, Perrin, André Weil. . . ). In 1941, he directed the
scientific office of Free France in New York with the approval of General De
Gaulle. In August 1944, in London, he prepared for the return of scientific
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exiles to France. It was in September 1945 that he returned to the Rocke-
feller Foundation in New York to obtain assistance for the reconstruction of
French science. He died of cancer in Paris in December 1948.

Georges Teissier (1900–1972). Biologist (marine biology, then evo-
lutionary genetics), having belonged, like Joliot, to the French Communist
Party (PCF) during the war, but in the area of armed internal resistance
in the Franc Tireurs Partisans, became director of the evolutionary genetics
laboratory in 1945, and then succeeded Joliot as director of the CNRS when
Joliot took over the atomic energy commission, on February 3, 1946, after
the resignation of De Gaulle on January 20, 1946. The PCF ministers were
ousted on May 4, 1947, but Teissier remained director of CNRS until 1950,
at which time he was relieved of his duties because of his political positions
(unofficially because he organized petitions and demonstrations in his role as
honorary president of the French University Union, close to the PCF) by the
minister Yvon Delbos. (Already twice Minister of National Education before
the war, Delbos would again hold this position under the three governments
of Marie, Queuille, and Bidault from 1948 to 1950; he would be a candidate
for the presidency of the republic in 1953.) Teissier’s firing was the object of
a decree of the Council of State, “the Teissier decree”, made by the office of
jurisprudence in the matter of the government being able to fire managers
without giving reasons.

Warren Weaver (1894–1978). American mathematician, very influ-
ential administrator of research at the Rockefeller Foundation. In 1944 he
worked with Claude Shannon on information theory.
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portée de tous, Dunod.

[45] Gardes, F., and Garrouste, P. (2004): Ville’s contribution to the in-
tegrability debate: the mystery of a lost theorem, History of Political
Economy 38(5):87–106.

[46] Ghosal, S. (1999): A review of consistency ad convergence rate of poste-
rior distribution, Proceedings of Varanashi Symposium, Banaras Hindu
University.

[47] Hald, A. (2004): A History of Parametric Statistical Inference from
Bernoulli to Fisher, 1713 to 1935, Department of applied mathematics
and statistics, University of Copenhagen.

[48] Havlova, V. Mazliak, L. and Sisma, P. (2005): Le début des rela-
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248–265.
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[54] Lévy, P. (1935c): Propriétés asymptotiques des sommes de variables
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[55] Lévy, P. (1936a): La loi forte des grands nombres pour les variables
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