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ABSTRACT. A parametric mean length is defined as the quantity

1

a Uu; ° a1

Ly = 1-> P’ : D5
’ a—1 Z ' (ZULP?>

wherea #1, ) pi=1

this being the useful mean length of code words weighted by utilities,Lower and upper
bounds for, 3 L,, are derived in terms of useful information for the incomplete power distribution,

p°.
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1. INTRODUCTION
Consider the following model for a random experimént
Sy = [E; P; U]
whereE = (E1, Es, ..., E,) is afinite system of events happening with respective probabilities
P = (p1,p2,---,pn), pi > 0,and>_ p; = 1 and credited with utilitied/ = (uq,ug, ..., uy),

ISSN (electronic): 1443-5756

(© 2005 Victoria University. All rights reserved.

The authors wish to thank the anonymous referee for his valuable suggestions, which improved the presentation of the paper.
176-05


http://jipam.vu.edu.au/
mailto:bhatprotect T1	extunderscore bilal@rediffmail.com
mailto:sdpirzada@yahoo.co.in
http://www.ams.org/msc/

2 ABUL BASAR KHAN, BILAL AHMAD BHAT, AND S. RRZADA

u; >0,7=1,2,..., N. Denote the model by, where

E\Ey, --- Ey
(1-1) E=|pip - pn
u1u2 uN

We call {I.1) a Utility Information Scheme (UIS). Belis and Guigsu [3] proposed a measure of
information called ‘useful information’ for this scheme, given by

(1.2) H(U;P) = —Zuz‘pz’ log pi,

where H (U; P) reduces to Shannon’s|[8] entropy when the utility aspect of the scheme is ig-
nored i.e., wheny,; = 1 for eachi. Throughout the papefs will stand for >, unless
otherwise stated and logarithms are taken to Bas® > 1).

Guiasu and Picard [5] considered the problem of encoding the outconjes]in (1.1) by means
of a prefix code with codewords, , ws, . .., wy having lengths:;, n,, ..., ny and satisfying
Kraft's inequality [4]

N
(1.3) > Dri<l,
=1
whereD is the size of the code alphabet. The useful mean lehgthf code was defined as
> uip;

and the authors obtained bounds for it in termgigt/; P).

Longo [&], Gurdial and Pessoal [6], Khan and Aufar [7], Autar and Khan [2] have studied
generalized coding theorems by considering different generalized measureg of (1/2) and (1.4)
under condition[(1]3) of unique decipherability.

In this paper, we study some coding theorems by considering a new function depending on
the parameters andg and a utility function. Our motivation for studying this new function is
that it generalizes some entropy functions already existing in the literature (see C./Arndt [1]).
The function under study is closely related to Tsallis entropy which is used in physics.

2. CODING THEOREMS

Consider a function

e g
(2.1) WH(UP) = —2— |1 Z“’plﬁ ,
a—1 > wip;

wherea >0 (#1),5>0,p; >0,i=1,2,...,Nand)_ p;, < 1.

(i) When = 1 anda — 1, (2.1) reduces to a measure of useful information for the
incomplete distribution due to Belis and Guiasu [3].
(i) Whenwu; = 1 for eachi i.e., when the utility aspect is ignore¥, p, = 1, 5 = 1 and
a — 1, the measure (2.1) reduces to Shannon’s entiogy [10].
(iif) Whenu; = 1 for eachi, the measurg (2.1) becomes entropy forghgower distribution
derived fromP studied by Roy[[9]. We callzH (U; P) in ) the generalized useful
measure of information for the incomplete power distributih
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Further consider,

a U @ a—1
2.2 - 1-y p° : Di(55)
22 T a—d 2.7 (meﬁ) ’

wherea > 0 (# 1), > p; < 1.
(i) For 8 =1, u; = 1foreachi anda — 1, o3L, in (2.3) reduces to the useful mean length
L, of the code given ir[ (1]4).
(i) For 8 =1, u; = 1 for eachi anda — 1, ,3L,, becomes the optimal code length defined
by Shannon [10].
We establish a result, that in a sense, provides a characterizatign/6fU; P) under the
condition of unique decipherability.

Theorem 2.1. For all integersD > 1

(2.3) aplu > opH(U; P)
under the conditior (1]3). Equality holds if and only if
pos
(2.4) n; = —log ul—zﬁ .
> wip;

Proof. We use Holder's [11] inequality

(2.5) > x> (Z x?) ’ (Z y?) '
forallz; > 0,y; >0,i=1,2,...,NwhenP < 1(# 1) andp™ + ¢! = 1, with equality if
and only if there exists a positive numbesuch that

(2.6) ¥ = eyl
Setting

=

1

) ” a1 §
T =pd D™,
S\ !

1

Y = p}—a - )
Z > uipiﬁ

=1-1/aandg = 1—«in (2.5) and usind (1]3) we obtain the res[ift {2.3) after simplification
for %5 > 0 asa > 1. O

Theorem 2.2. For every code with lengthg; }, i = 1,2, ..., N, ,5L, can be made to satisfy,

11—«

2.7 aLu>aHZ/;PD(1:"a)+— 1—.D(0‘) .
B = af 1
o

Proof. Let n; be the positive integer satisfying, the inequality

P P
(2.8) “log [ =) << —log | et | 4+ 1
> up; > up;

Consider the intervals
PP pB
(2.9) 5; = | —log Yl 5 |»—1log L 5| t1
Z U;p; Z U;P;
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of length 1. In every;, there lies exactly one positive numbesuch that

ip?éﬁ paﬂ
(2.10) 0<—log [ =] <mi<—log [ =z | +1.
Z U’sz Z sz

It can be shown that the sequenpe}, ¢« = 1,2,..., N thus defined, satisfief (1.3). From
(2.10) we have

UZ’P;XB
(211) n;, < —10g (W) +1

11—«

a3 Ta
— DT < b D+
Zulpz

S

Multiplying both sides of|(2.11) byof (Z:-ZQ") “ summing ovet = 1,2,..., N and simpli-
fying, gives [2.7). l O

Theorem 2.3. For every code with lengthfn;}, i = 1,2, ..., N, of Theorem 2]1,5L, can be
made to satisfy

(2.12) wsH(U: P) < agLly < agH(U; P) + %(1 — D)
Proof. Suppose
ZPW
(2.13) i = —log | —
Z ulpz

Clearlyn; andn; + 1 satisfy ‘equality’ in Holder’s inequality[ (2]5). Moreover, satisfies
Kraft's inequality [1.3B).
Supposey; is the unique integer between andrn; + 1, then obviouslyp; satisfies[(1]3).
Sincea > 0 (# 1), we have

(2.14) [ pri(e=b/e
Z Z ulpz

B U ni(a—1)/a
< b; D
1
<D pf U \" pa-n/a
' Zuzplﬂ

1

: ﬁia—la i ¢
o R
Zulpz Zulpz
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Hence,[(2.14) becomes

Zulpz . 7i(a—1)/a <Eulp )
(Zuzpi) =2.w <ZWZ> v <P > wip!

which gives the resulf (2.12). O
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