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AbSTRACT. We prove the existence of a solution for the nonlinear boundary value problem

$$
\begin{aligned}
& u^{(2 m+4)}=f\left(x, u, u^{\prime \prime}, \ldots, u^{(2 m+2)}\right), \quad x \in[0,1], \\
& u^{(2 i)}(0)=0=u^{(2 i)}(1), \quad 0 \leq i \leq m+1,
\end{aligned}
$$

where $f:[0,1] \times \mathbb{R}^{m+2} \rightarrow \mathbb{R}$ is continuous. The technique used here is a monotone method in the presence of upper and lower solutions. We introduce a new maximum principle which generalizes one due to Bai which in turn was an improvement of a maximum principle by Ma.
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## 1. Introduction

In this paper, we are concerned with the existence of solutions of the higher order boundary value problem,

$$
\begin{align*}
& u^{(2 m+4)}=f\left(x, u, u^{\prime \prime}, \ldots, u^{(2 m+2)}\right), \quad x \in[0,1],  \tag{1.1}\\
& u^{(2 i)}(0)=0=u^{(2 i)}(1), \quad 0 \leq i \leq m+1, \tag{1.2}
\end{align*}
$$

where $f:[0,1] \times \mathbb{R}^{m+2} \rightarrow \mathbb{R}$ is continuous, and $m$ is a given nonnegative integer. Our results generalize those of Bai [2], whose own results were for $m=0$ and involved an application of a new maximum principle for a fourth order two-parameter linear eigenvalue problem. The maximum principle was used in the presence of upper and lower solutions in developing a monotone method for obtaining solutions of the boundary value problem (1.1), (1.2).

[^0]When $m=0$, this boundary value problem arises from the study of static deflection of an elastic bending beam where $u$ denotes the deflection of the beam and $f\left(x, u, u^{\prime \prime}\right)$ would represent the loading force that may depend on the deflection and the curvature of the beam; for example, see [1, 5, 9, 14, 15]. Some attention also has been given to (1.1), (1.2) in applications when $m \geq 1$, such as Meirovitch [13] who used higher even order boundary value problems in studying the open-loop control of a distributed structure, and Cabada [3] used upper and lower solutions methods to study higher order problems such as (1.1), (1.2).
The method of upper and lower solutions is thoroughly developed for second order equations, and several authors have used the method for fourth order problems (i.e., when $m=0$ ); see [1, 3, 4, 12, 18]. Kelly [10] and Klaasen [11] obtained early upper and lower solutions applications to higher order ordinary differential equations. Recently, Ehme, Eloe, and Henderson [6] employed truncations analogous to those of [10] and [11] and have extended the applications of upper and lower solutions to $2 m$ th order ordinary differential equations, where there was no dependency on odd order derivatives. Recently, Ehme, Eloe, and Henderson [7] generalized those results to any $2 m$ th order ordinary differential equation satisfying fully nonlinear boundary conditions using upper and lower solutions.
In their monotonicity method development, Ma, Zhang, and Fu [17] established results for the fourth order version of (1.1), (1.2) by requiring that $f(x, u, v)$ be nondecreasing in $u$ and nonincreasing in $v$. Bai's [2] results were improvements of [17] in that Bai weakened the monotonicity constraints on $f$. This paper extends the methods and results of Bai. We obtain a maximum principle for a higher order operator in the context of this paper, and we develop a monotonicity method for appropriate higher order problems. The process yields extremal solutions of (1.1), (1.2).

## 2. A Maximum Principle

In this section, we obtain a maximum principle which generalizes the one given by Bai [2]. First, define

$$
\begin{aligned}
F=\left\{u \in C^{(2 m+4)}[0,1] \mid\right. & (-1)^{i} u^{(2 m+2-2 i)}(0) \leq 0 \text { and } \\
& \left.(-1)^{i} u^{(2 m+2-2 i)}(1) \leq 0 \text { for } 0 \leq i \leq m+1\right\},
\end{aligned}
$$

and then define the operator $\mathcal{L}: F \rightarrow C[0,1]$ by

$$
\mathcal{L} u=u^{(2 m+4)}-a u^{(2 m+2)}+b u^{(2 m)},
$$

where $a, b \geq 0, a^{2}-4 a b \geq 0$, and $u \in F$.
We will need the following result, which is a maximum principle that appears in Protter and Weinberger [16].
Lemma 2.1. Suppose $u(x)$ satisfies

$$
u^{\prime \prime}(x)+g(x) u^{\prime}(x)+h(x) u(x) \geq 0, \quad x \in(a, b)
$$

where $h(x) \leq 0 ; g$ and $h$ are bounded functions on any closed subset of $(a, b)$; and there exists a $c \in(a, b)$ such that

$$
M=u(c)=\max _{x \in(a, b)} u(x)
$$

is a nonnegative maximum. Then $u(x) \equiv M$. Moreover, if $h(x) \not \equiv 0$, then $M=0$.
Our next lemma extends maximum results from [2] and [17] in a manner useful for application to our (1.1), (1.2).

Lemma 2.2. If $u \in F$ satisfies $\mathcal{L} u \geq 0$, then

$$
\begin{equation*}
(-1)^{i} u^{(2 m+2-2 i)}(x) \leq 0, \quad 1 \leq i \leq m+1 . \tag{2.1}
\end{equation*}
$$

Proof. Let $\mathcal{A} x=x^{\prime \prime}$. Then

$$
\begin{aligned}
\mathcal{L} u & =u^{(2 m+4)}-a u^{(2 m+2)}+b u^{(2 m)} \\
& =\left(\mathcal{A}-r_{1}\right)\left(\mathcal{A}-r_{2}\right) u^{(2 m)} \\
& \geq 0
\end{aligned}
$$

where

$$
r_{1}, r_{2}=\frac{a \pm \sqrt{a^{2}-4 b}}{2} \geq 0
$$

Let

$$
y=\left(\mathcal{A}-r_{2}\right) u^{(2 m)}=u^{(2 m+2)}-r_{2} u^{(2 m)} .
$$

Then $\left(\mathcal{A}-r_{1}\right) y \geq 0$ and so $y^{\prime \prime} \geq r_{1} y$. On the other hand, $r_{1}, r_{2} \geq 0$ and $u \in F$ imply

$$
\begin{aligned}
& y(0)=u^{(2 m+2)}(0)-r_{2} u^{(2 m)}(0) \leq 0 \\
& y(1)=u^{(2 m+2)}(1)-r_{1} u^{(2 m)}(1) \leq 0
\end{aligned}
$$

By Lemma 2.1, we can conclude that $y(x) \leq 0$ for $x \in[0,1]$. Hence

$$
u^{(2 m+2)}(x)-r_{2} u^{(2 m)}(x) \leq 0, \quad x \in[0,1] .
$$

Using this, Lemma 2.1, and the fact that

$$
u^{(2 m)}(0) \geq 0 \quad \text { and } \quad u^{(2 m)}(1) \geq 0
$$

we get $u^{(2 m)}(x) \geq 0$ for all $x \in[0,1]$. The boundary conditions (1.2) in turn imply (2.1).
Lemma 2.3. [5] Given $(a, b) \in \mathbb{R}^{2}$, the boundary value problem

$$
\begin{gather*}
u^{(4)}-a u^{\prime \prime}+b u=0 \\
u(0)=u^{\prime \prime}(0)=0=u(1)=u^{\prime \prime}(1), \tag{2.2}
\end{gather*}
$$

has a nontrivial solution if and only if

$$
\begin{equation*}
\frac{a}{(k \pi)^{2}}+\frac{b}{(k \pi)^{4}}+1=0 \tag{2.3}
\end{equation*}
$$

for some $k \in \mathbb{N}$.
In developing a monotonicity method relative to (1.1), (1.2), we will apply an extension of Lemma 2.3. This extension we can state as a corollary.
Corollary 2.4. Given $(a, b) \in \mathbb{R}^{2}$, the boundary value problem

$$
\begin{gather*}
u^{(2 m+4)}-a u^{(2 m+2)}+b u^{(2 m)}=0 \\
u^{(2 i)}(0)=0=u^{(2 i)}(1), \quad 0 \leq i \leq m+1, \tag{2.4}
\end{gather*}
$$

has a nontrivial solution if and only if (2.3) holds for some $k \in \mathbb{N}$.
Proof. Suppose $u$ is a solution of (2.4). Let $v(x)=u^{(2 m)}(x)$. Then

$$
\begin{aligned}
0 & =u^{(2 m+4)}-a u^{(2 m+2)}+b u^{(2 m)} \\
& =\left(u^{(2 m)}\right)^{(4)}-a\left(u^{(2 m)}\right)^{\prime \prime}+b u^{(2 m)} \\
& =v^{(4)}-a v^{\prime \prime}+b v
\end{aligned}
$$

and

$$
\begin{aligned}
& v(0)=0=v^{\prime \prime}(0) \\
& v(1)=0=v^{\prime \prime}(1)
\end{aligned}
$$

Hence $v(x)$ is a solution of $(2.2)$ and so 2.3 holds. Each step is reversible and therefore the converse direction holds as well.

## 3. The Monotone Method

In this section, we develop a monotone method which yields solutions of (1.1), (1.2).
Definition 3.1. Let $\alpha \in C^{(2 m+4)}[0,1]$. We say $\alpha$ is an upper solution of (1.1), (1.2) provided

$$
\begin{aligned}
& \alpha^{(2 m+4)}(x) \geq f\left(x, \alpha(x), \alpha^{\prime \prime}(x), \ldots, \alpha^{(2 m+2)}(x)\right), \quad x \in[0,1] \\
& (-1)^{i} \alpha^{(2 m+2-2 i)}(0) \leq 0, \quad 0 \leq i \leq m+1 \\
& (-1)^{i} \alpha^{(2 m+2-2 i)}(1) \leq 0, \quad 0 \leq i \leq m+1
\end{aligned}
$$

Definition 3.2. Let $\beta \in C^{(2 m+4)}[0,1]$. We say $\beta$ is a lower solution of (1.1), (1.2) provided

$$
\begin{aligned}
& \beta^{(2 m+4)}(x) \leq f\left(x, \beta(x), \beta^{\prime \prime}(x), \ldots, \beta^{(2 m+2)}(x)\right), \quad x \in[0,1] \\
& (-1)^{i} \beta^{(2 m+2-2 i)}(0) \leq 0, \quad 0 \leq i \leq m+1 \\
& (-1)^{i} \beta^{(2 m+2-2 i)}(1) \leq 0, \quad 0 \leq i \leq m+1
\end{aligned}
$$

Definition 3.3. A function $v \in C^{(2 m)}[0,1]$ is in the order interval $[\beta, \alpha]$ if, for each $0 \leq i \leq m$,

$$
(-1)^{i} \beta^{(2 m-2 i)}(x) \leq(-1)^{i} v^{(2 m-2 i)}(x) \leq(-1)^{i} \alpha^{(2 m-2 i)}(x), \quad x \in[0,1]
$$

For $a, b \geq 0$ and $f:[0,1] \times \mathbb{R}^{m+2} \rightarrow \mathbb{R}$, define

$$
f^{*}\left(x, u_{0}, u_{1}, \ldots, u_{m+1}\right)=f\left(x, u_{0}, u_{1}, \ldots, u_{m+1}\right)+b u_{m}-a u_{m+1}
$$

Then (1.1) is equivalent to

$$
\begin{equation*}
\mathcal{L} u=u^{(2 m+4)}-a u^{(2 m+2)}+b u^{(2 m)}=f^{*}\left(x, u, u^{\prime \prime}, \ldots, u^{(2 m+2)}\right) \tag{3.1}
\end{equation*}
$$

Therefore, if $\alpha$ is an upper solution of (1.1), (1.2), then $\alpha$ is an upper solution for (3.1), (1.2). The same is true for the lower solution, $\beta$.

Our main goal now is to obtain solutions of (3.1), (1.2).
Theorem 3.1. Let $\alpha$ and $\beta$ be upper and lower solutions, respectively, for (1.1), (1.2) which satisfy

$$
\beta^{(2 m)}(x) \leq \alpha^{(2 m)}(x) \quad \text { and } \quad \beta^{(2 m+2)}(x)+r(\alpha-\beta)^{(2 m)}(x) \geq \alpha^{(2 m+2)}(x)
$$

for $x \in[0,1]$ and where $f:[0,1] \times \mathbb{R}^{m+2} \rightarrow \mathbb{R}$ is continuous. Let $a, b \geq 0, a^{2}-4 b \geq 0$, and

$$
r_{1}, r_{2}=\frac{a \pm \sqrt{a^{2}-4 b}}{2}
$$

Suppose

$$
f\left(x, u_{0}, u_{1}, \ldots, s, u_{m+1}\right)-f\left(x, u_{0}, u_{1}, \ldots, t, u_{m+1}\right) \geq-b(s-t)
$$

for

$$
\beta^{(2 m)}(x) \leq t \leq s \leq \alpha^{(2 m)}(x)
$$

where $u_{0}, u_{1}, \ldots, u_{m-1}, u_{m+1} \in \mathbb{R}$ and $x \in[0,1]$. Suppose also that

$$
f\left(x, u_{0}, u_{1}, \ldots, u_{m}, \rho\right)-f\left(x, u_{0}, u_{1}, \ldots, u_{m}, \sigma\right) \leq a(\rho-\sigma)
$$

for

$$
\alpha^{(2 m+2)}(x)-r(\alpha-\beta)^{(2 m)}(x) \leq \sigma \leq \rho+r(\alpha-\beta)^{(2 m)}(x)
$$

with

$$
\rho \leq \beta^{(2 m+2)}(x)+r(\alpha-\beta)^{(2 m)}(x)
$$

where $u_{0}, u_{1}, \ldots, u_{m} \in \mathbb{R}$ and $x \in[0,1]$. Then there exist sequences $\left\{\alpha_{n}\right\}_{n=0}^{\infty}$ and $\left\{\beta_{n}\right\}_{n=0}^{\infty}$ in $C^{(2 m+4)}$ such that

$$
\alpha_{0}=\alpha \quad \text { and } \quad \beta_{0}=\beta,
$$

which converge in $C^{(2 m+4)}$ to extremal solutions of (1.1), (1.2) in the order interval $[\beta, \alpha]$. Furthermore, if $m$ is even, these sequences satisfy the montonicity conditions

$$
\begin{aligned}
& \left\{\alpha_{n}^{(2 i)}\right\}_{n=0}^{\infty} \text { is nonincreasing for } i \text { even, }, \\
& \left\{\alpha_{n}^{(2 i)}\right\}_{n=0}^{\infty} \text { is nondecreasing for } i \text { odd, } \\
& \left\{\beta_{n}^{(2 i)}\right\}_{n=0}^{\infty} \text { is nondecreasing for } i \text { even, } \\
& \left\{\beta_{n}^{(2 i)}\right\}_{n=0}^{\infty} \text { is nonincreasing for } i \text { odd. }
\end{aligned}
$$

If $m$ is odd, the sequences satisfy the montonicity conditions
$\left\{\alpha_{n}^{(2 i)}\right\}_{n=0}^{\infty}$ is nondecreasing for i even,
$\left\{\alpha_{n}^{(2 i)}\right\}_{n=0}^{\infty}$ is nonincreasing for i odd,
$\left\{\beta_{n}^{(2 i)}\right\}_{n=0}^{\infty}$ is nonincreasing for $i$ even,
$\left\{\beta_{n}^{(2 i)}\right\}_{n=0}^{\infty}$ is nondecreasing for i odd.
Proof. Consider the associated problem

$$
\begin{equation*}
u^{(2 m+4)}(x)-a u^{(2 m+2)}(x)+b u^{(2 m)}(x)=f\left(x, \varphi, \varphi^{\prime \prime}, \ldots, \varphi^{(2 m+2)}\right), \tag{3.2}
\end{equation*}
$$

satisfying (1.2], where $\varphi \in C^{(2 m+2)}[0,1]$. Since $a, b \geq 0,(a, b)$ is not an eigenvalue pair of (2.2). By Lemma 2.3 and the Fredholm Alternative [8], the problem (3.2), (1.2) has a unique solution, $u$. Based on this, we can define the operator

$$
\mathcal{T}: C^{(2 m+2)}[0,1] \rightarrow C^{(2 m+4)}[0,1]
$$

by $\mathcal{T} \varphi=u$. Next, let

$$
\begin{aligned}
C= & \left\{\varphi \in C^{(2 m+2)}[0,1] \mid(-1)^{i} \alpha^{(2 i)} \leq(-1)^{i} \varphi^{(2 i)} \leq(-1)^{i} \beta^{(2 i)}, 0 \leq i \leq m,\right. \\
& \text { and } \left.\alpha^{(2 m+2)}-r(\alpha-\beta)^{(2 m)} \leq \varphi^{(2 m+2)} \leq \beta^{(2 m+2)}+r(\alpha-\beta)^{(2 m)}\right\} .
\end{aligned}
$$

$C$ is a nonempty, closed, bounded subset of $C^{(2 m+2)}[0,1]$. For $\psi \in C$, set $\omega=\mathcal{T} \psi$. Then, for $x \in[0,1]$,

$$
\begin{aligned}
& \mathcal{L}(\alpha-\omega)(x)=(\alpha-\omega)^{(2 m+4)}(x)-a(\alpha-\omega)^{(2 m+2)}(x)+b(\alpha-\omega)^{(2 m)}(x) \\
& \geq f^{*}\left(x, \alpha(x), \ldots, \alpha^{(2 m+2)}(x)\right)-f^{*}\left(x, \psi(x), \ldots, \psi^{(2 m+2)}(x)\right) \\
&=f\left(x, \alpha(x), \ldots, \alpha^{(2 m+2)}(x)\right)-f\left(x, \psi(x), \ldots, \psi^{(2 m+2)}(x)\right) \\
& \quad \quad-a(\alpha-\psi)^{(2 m+2)}(x)+b(\alpha-\psi)^{(2 m)}(x) \\
& \geq 0,
\end{aligned}
$$

and by the definition of $\alpha$,

$$
\begin{array}{ll}
(-1)^{i}(\alpha-\omega)^{(2 m+2-2 i)}(0) \leq 0, & 0 \leq i \leq m+1, \\
(-1)^{i}(\alpha-\omega)^{(2 m+2-2 i)}(1) \leq 0, & 0 \leq i \leq m+1 .
\end{array}
$$

Employing Lemma 2.2, we have

$$
(-1)^{i}(\alpha-\omega)^{(2 m+2-2 i)}(x) \leq 0, \quad 1 \leq i \leq m+1, x \in[0,1] .
$$

By a similar argument, we see that

$$
(-1)^{i}(\omega-\beta)^{(2 m+2-2 i)}(x) \leq 0, \quad 1 \leq i \leq m+1, x \in[0,1]
$$

Hence

$$
(-1)^{i} \alpha^{(2 m+2-2 i)} \leq(-1)^{i} \omega^{(2 m+2-2 i)} \leq(-1)^{i} \beta^{(2 m+2-2 i)}, \quad 1 \leq i \leq m+1
$$

Note

$$
(\alpha-\omega)^{(2 m+2)}(x)-r(\alpha-\omega)^{(2 m)}(x) \leq 0, \quad x \in[0,1]
$$

or

$$
\begin{equation*}
\omega^{(2 m+2)}(x)+r(\alpha-\omega)^{(2 m)}(x) \geq \alpha^{(2 m+2)}(x), \quad x \in[0,1] . \tag{3.3}
\end{equation*}
$$

Using (3.3) we have

$$
\begin{aligned}
\omega^{(2 m+2)}(x)+r(\alpha-\beta)^{(2 m)}(x) & \geq \omega^{(2 m+2)}(x)+r(\alpha-\omega)^{(2 m)}(x) \\
& \geq \alpha^{(2 m+2)}(x)
\end{aligned}
$$

or

$$
\alpha^{(2 m+2)}(x)-r(\alpha-\beta)^{(2 m)}(x) \leq \omega^{(2 m+2)}(x), \quad x \in[0,1] .
$$

By a similar argument, we can conclude

$$
\omega^{(2 m+2)}(x) \leq \beta^{(2 m+2)}(x)+r(\alpha-\beta)^{(2 m)}(x), \quad x \in[0,1] .
$$

Therefore, $\mathcal{T}: C \rightarrow C$.
Next, let $u_{1}=\mathcal{T} \varphi_{1}$ and $u_{2}=\mathcal{T} \varphi_{2}$ where $\varphi_{1}, \varphi_{2} \in C$ with

$$
\begin{aligned}
(-1)^{i} \varphi_{2}^{(2 i)} & \leq(-1)^{i} \varphi_{1}^{(2 i)}, \quad 0 \leq i \leq m \\
\varphi_{1}^{(2 m+2)} & +r(\alpha-\beta)^{(2 m)} \geq \varphi_{2}^{(2 m+2)}
\end{aligned}
$$

We claim that the analogous inequalities hold in terms of $u_{1}, u_{2}$. That is,

$$
\begin{align*}
(-1)^{i} u_{2}^{(2 i)} & \leq(-1)^{i} u_{1}^{(2 i)}, \quad 0 \leq i \leq m, \\
u_{1}^{(2 m+2)} & +r(\alpha-\beta)^{(2 m)} \geq u_{2}^{(2 m+2)} \tag{3.4}
\end{align*}
$$

To verify the claim, note first that

$$
\begin{aligned}
\mathcal{L}\left(u_{2}-u_{1}\right)(x) & =f\left(x, \varphi_{2}, \varphi_{2}^{\prime \prime}, \ldots, \varphi_{2}^{(2 m+2)}\right)-f\left(x, \varphi_{1}, \varphi_{1}^{\prime \prime}, \ldots, \varphi_{1}^{(2 m+2)}\right) \\
& \geq 0
\end{aligned}
$$

and

$$
\left(u_{2}-u_{1}\right)^{(2 i)}(0)=0=\left(u_{2}-u_{1}\right)^{(2 i)}(1), \quad 0 \leq i \leq m .
$$

By Lemma 2.2, we have

$$
(-1)^{i}\left(u_{2}-u_{1}\right)^{(2 m+2-2 i)}(x) \leq 0, \quad 1 \leq i \leq m+1, x \in[0,1]
$$

or

$$
(-1)^{i} u_{2}^{(2 m+2-2 i)}(x) \leq(-1)^{i} u_{1}^{(2 m+2-2 i)}(x), \quad 1 \leq i \leq m+1, x \in[0,1]
$$

By the same reasoning used to show $\mathcal{T}: C \rightarrow C$, we deduce

$$
u_{1}^{(2 m+2)}+r(\alpha-\beta)^{(2 m)} \geq u_{2}^{(2 m+2)}
$$

Therefore (3.4) holds.
Finally, we construct our sequences. Define

$$
\begin{array}{lll}
\alpha_{0}=\alpha, & \alpha_{n}=\mathcal{T} \alpha_{n-1}, & n \geq 1 \\
\beta_{0}=\beta, & \beta_{n}=\mathcal{T} \beta_{n-1}, & n \geq 1
\end{array}
$$

Then $\left\{\alpha_{n}\right\}_{n=0}^{\infty},\left\{\beta_{n}\right\}_{n=0}^{\infty} \subset C^{(2 m+4)}$. But, in particular, from the earlier portion of the proof, $\left\{\alpha_{n}\right\}_{n=0}^{\infty},\left\{\beta_{n}\right\}_{n=0}^{\infty} \subset C$ and

$$
\begin{gathered}
(-1)^{i} \alpha_{0}^{(2 m+2-2 i)} \leq(-1)^{i} \beta_{0}^{(2 m+2-2 i)}, \quad 1 \leq i \leq m+1, \\
\alpha_{0}^{(2 m+2)} \leq \beta_{0}^{(2 m+2)}+r\left(\alpha_{0}-\beta_{0}\right)^{(2 m)} .
\end{gathered}
$$

We can argue as before that

$$
\begin{align*}
& (-1)^{i} \alpha_{0}^{(2 m+2-2 i)} \geq(-1)^{i} \alpha_{1}^{(2 m+2-2 i)} \\
& \quad \geq \cdots \geq(-1)^{i} \beta_{1}^{(2 m+2-2 i)} \geq(-1)^{i} \beta_{0}^{(2 m+2-2 i)}, \quad 1 \leq i \leq m+1 \tag{3.5}
\end{align*}
$$

and

$$
\begin{gather*}
\beta^{(2 m+2)}=\beta_{0}^{(2 m+2)}, \quad \alpha^{(2 m+2)}=\alpha_{0}^{(2 m+2)}, \\
\alpha_{0}^{(2 m+2)}-r\left(\alpha_{0}-\beta_{0}\right)^{(2 m)} \leq \alpha_{n}^{(2 m+2)},  \tag{3.6}\\
\beta_{n}^{(2 m+2)} \leq \beta_{0}^{(2 m+2)}+r\left(\alpha_{0}-\beta_{0}\right)^{(2 m)} .
\end{gather*}
$$

From the definition of $\mathcal{T}$,

$$
\begin{aligned}
\mathcal{L} \alpha_{n}(x) & =\alpha_{n}^{(2 m+4)}(x)-a \alpha_{n}^{(2 m+2)}(x)+b \alpha_{n}^{(2 m)}(x) \\
& =f^{*}\left(x, \alpha_{n-1}(x), \ldots, \alpha_{n-1}^{(2 m+2)}(x)\right)
\end{aligned}
$$

and

$$
\alpha_{n}^{(2 i)}(0)=0=\alpha_{n}^{(2 i)}(1), \quad 0 \leq i \leq m+1 .
$$

This in turn yields

$$
\begin{align*}
\alpha_{n}^{(2 m+4)}(x)= & f^{*}\left(x, \alpha_{n-1}(x), \ldots, \alpha_{n-1}^{(2 m+2)}(x)\right)+a \alpha_{n}^{(2 m+2)}(x)-b \alpha_{n}^{(2 m)}(x) \\
\leq & f^{*}\left(x, \alpha_{n-1}(x), \ldots, \alpha_{n-1}^{(2 m+2)}(x)\right)  \tag{3.7}\\
& \quad+a\left[\beta^{(2 m+2)}+r(\alpha-\beta)^{(2 m)}\right](x)-b \beta^{(2 m)}(x)
\end{align*}
$$

and

$$
\begin{equation*}
\alpha_{n}^{(2 i)}(0)=0=\alpha_{n}^{(2 i)}(1), \quad 0 \leq i \leq m+1 . \tag{3.8}
\end{equation*}
$$

Analogously,

$$
\begin{aligned}
& \beta_{n}^{(2 m+4)}(x) \leq f^{*}(x, \\
&\left.\beta_{n-1}(x), \ldots, \beta_{n-1}^{(2 m+2)}(x)\right) \\
&+a\left[\beta^{(2 m+2)}+r(\alpha-\beta)^{(2 m)}\right](x)-b \beta^{(2 m)}(x), \\
& \beta_{n}^{(2 i)}(0)= 0=\beta_{n}^{(2 i)}(1), \quad 0 \leq i \leq m+1 .
\end{aligned}
$$

By (3.5)-(3.7), there exists a constant $M_{\alpha, \beta}>0$ (independent of $n$ and $x$ ) such that

$$
\begin{equation*}
\left|\alpha_{n}^{(2 m+4)}(x)\right| \leq M_{\alpha, \beta} \quad \text { for all } x \in[0,1] . \tag{3.9}
\end{equation*}
$$

By (3.8), for each $n \in \mathbb{N}$, there exists a $t_{n} \in(0,1)$ such that $\alpha_{n}^{(2 m+3)}\left(t_{n}\right)=0$. Using this and (3.9), we obtain

$$
\begin{equation*}
\left|\alpha_{n}^{(2 m+3)}(x)\right|=\left|\alpha_{n}^{(2 m+3)}\left(t_{n}\right)+\int_{t_{n}}^{x} \alpha_{n}^{(2 m+4)}(s) d s\right| \leq M_{\alpha, \beta} . \tag{3.10}
\end{equation*}
$$

Combining (3.6) and (3.8) and arguing as above, we know that there is a constant $N_{\alpha, \beta}>0$ (independent of $n$ and $x$ ) such that

$$
\begin{equation*}
\left|\alpha_{n}^{(i)}(x)\right| \leq N_{\alpha, \beta}, \quad 1 \leq i \leq 2 m+2, x \in[0,1] . \tag{3.11}
\end{equation*}
$$

By (3.5), (3.10), and (3.11), we have $\left\{\alpha_{n}\right\}_{n=0}^{\infty}$ is bounded in $C^{(2 m+4)}$-norm. Similarly, $\left\{\beta_{n}\right\}_{n=0}^{\infty}$ is bounded in $C^{(2 m+4)}$-norm as well.

Appropriate equicontinuity conditions are satisfied as well, and then by standard convergence theorems as well as the monotonicity of $\left\{\alpha_{n}^{(2 i)}\right\}_{n=0}^{\infty}$ and $\left\{\beta_{n}^{(2 i)}\right\}_{n=0}^{\infty}, 0 \leq i \leq m$, it follows that $\left\{\alpha_{n}\right\}_{n=0}^{\infty}$ and $\left\{b_{n}\right\}_{n=0}^{\infty}$ converge to the extremal solutions of (3.1), (1.2) and hence to the extremal solutions of (1.1), (1.2).

## 4. Examples

We conclude the paper with two examples which illustrate the usefulness of Theorem 3.1 above.
Example 4.1. Consider the boundary value problem

$$
\begin{align*}
& u^{(6)}=-u^{\prime \prime}(x)-\frac{1}{\pi^{2}} u^{(4)}+\sin \pi x, \quad x \in[0,1], \\
& u(0)=u^{\prime \prime}(0)=u^{(4)}(0)=0  \tag{4.1}\\
& u(1)=u^{\prime \prime}(1)=u^{(4)}(1)=0 .
\end{align*}
$$

One can easily verify that the conditions of Theorem 3.1 are satisfied if we take $\alpha(x)=$ $-\frac{1}{\pi^{2}} \sin \pi x$ as an upper solution and $\beta(x) \equiv 0$ as a lower solution of (4.1). We then conclude that there exists a solution, $u(x)$, of (4.1) such that $-\frac{1}{\pi^{2}} \sin \pi x \leq u(x) \leq 0$ for $x \in[0,1]$.
Example 4.2. Consider the boundary value problem

$$
\begin{align*}
u^{(6)} & =-u^{\prime \prime}(x)+\frac{1}{\pi^{4}}\left(u^{(4)}\right)^{2}+\sin \pi x, \quad x \in[0,1] \\
u(0) & =u^{\prime \prime}(0)=u^{(4)}(0)=0  \tag{4.2}\\
u(1) & =u^{\prime \prime}(1)=u^{(4)}(1)=0
\end{align*}
$$

Again, the hypotheses of Theorem 3.1 hold for the upper solution $\alpha(x)=-\frac{1}{\pi} \cos \pi x$ and the lower solution $\beta(x) \equiv 0$. Hence, there exists a solution, $u(x)$, of (4.2) satisfying $-\frac{1}{\pi} \cos \pi x \leq$ $u(x) \leq 0$ for $x \in[0,1]$.

## References

[1] R.P. AGARWAL, On fourth order boundary value problems arising in beam analysis, Differential Integral Equations, 2 (1989), 91-110.
[2] Z. BAI, The method of upper and lower solutions for a bending of an elastic beam equation, preprint.
[3] A. CABADA, The method of lower and upper solutions for second, third, fourth, and higher order boundary value problems, J. Math. Anal. Appl., 248 (2000), 195-202.
[4] C. DE COSTER and L. SANCHEZ, Upper and lower solutions, Ambrosetti-Prodi problem and positive solutions for fourth order O.D.E., Riv. Mat. Pura Appl., 14 (1994), 57-82.
[5] M.A. DEL PINO and R.F. MANÁSEVICH, Existence for a fourth-order boundary value problem under a two-parameter nonresonance condition, Proc. Amer. Math. Soc., 112 (1991), 81-86.
[6] J. EHME, P.W. ELOE AND J. HENDERSON, Existence of solutions of $2 n$th order fully nonlinear generalized Sturm-Liouville boundary value problems, Math. Inequal. Appl., in press.
[7] J. EHME, P.W. ELOE AND J. HENDERSON, Upper and lower solution methods for fully nonlinear boundary value problems, preprint.
[8] D. GILBARG and N. TRUDINGER, Elliptic Partial Differential Equations of Second Order, Springer-Verlag, New York, 1985.
[9] C.P. GUPTA, Existence and uniqueness theorem for a bending of an elastic beam equation, Appl. Anal., 26 (1988), 289-304.
[10] W.G. KELLY, Some existence theorems for $n$ th-order boundary value problems, J. Differential Equations, 18 (1975), 158-169.
[11] G.A. KLAASEN, Differential inequalities and existence theorems for second and third order boundary value problems, J. Differential Equations, 10 (1971), 529-537.
[12] P. KORMAN, A maximum principle for fourth order ordinary differential equations, Appl. Anal., 33 (1989), 267-273.
[13] L. MEIROVITCH, Dynamics and Control of Structures, Wiley, New York, 1990.
[14] C.V. PAO, Nonlinear Parabolic and Elliptic Equations, Plenum Press, New York, 1992.
[15] C.V. PAO, On fourth order elliptic boundary value problems, Proc. Amer. Math. Soc., 128 (2000), 1023-1030.
[16] M.H. PROTTER AND H.F. WEINBERGER, Maximum Principles in Differential Equations, Prentice-Hall, Englewood Cliffs, 1967.
[17] M. RUYUN, Z. JIHUI AND F. SHENGMAO, The method of upper and lower solutions for fourth order two-point boundary value problems, J. Math. Anal. Appl., 215 (1997), 415-422.
[18] J. SCHRÖDER, Fourth order, two-point boundary value problems; estimates by two-sided bounds, Nonlinear Anal., 8 (1984), 107-114.


[^0]:    ISSN (electronic): 1443-5756
    (C) 2001 Victoria University. All rights reserved.
    ${ }^{(1)}$ The author is grateful that this research was supported by a Baylor University Summer Sabbatical award from the College of Arts and Sciences.
    ${ }^{(2)}$ This research was conducted while on sabbatical at Baylor University, Spring 2000.
    021-00

