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#### Abstract

We introduce a function on sequences, which we call the Pfaffian transform, using the Pfaffian of a skew-symmetric matrix. We establish several basic properties of the Pfaffian transform, and we use the transfer matrix method to show that the set of sequences with rational generating functions is closed under the Pfaffian transform. We conclude by computing the Pfaffian transform of a variety of sequences, including geometric sequences, the sequence of Fibonacci numbers, the sequence of Pell numbers, the sequence of Jacobsthal numbers, and the sequence of Tribonacci numbers. Throughout we describe a generalization of our results to Pfaffians of skew-symmetric matrices whose entries satisfy a Pascal-like relation.


## 1 Introduction

The Hankel transform of a sequence $\left\{a_{n}\right\}_{n=0}^{\infty}$ is the sequence $H\left(\left\{a_{n}\right\}_{n=0}^{\infty}\right)=\left\{h_{n}\right\}_{n=0}^{\infty}$ whose $n$th term is the Hankel determinant

$$
h_{n}=\operatorname{det}\left(\begin{array}{ccccc}
a_{0} & a_{1} & a_{2} & \cdots & a_{n} \\
a_{1} & a_{2} & \cdots & \cdots & a_{n+1} \\
a_{2} & \cdots & \cdots & \cdots & a_{n+2} \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
a_{n} & \cdots & \cdots & \cdots & a_{2 n+2}
\end{array}\right) .
$$

The Hankel transform was first introduced by Layman [11], who showed that the Hankel transform of a sequence is equal to the Hankel transform of both the Binomial and Invert transforms of that sequence. Layman's work on the Hankel transform has been extended in $[4,5,12]$. The study of determinants of Hankel matrices predates the introduction of the Hankel transform, so the Hankel transforms of many sequences were already known when [11] appeared. For instance, the sequence of Catalan numbers $C_{n}=\frac{1}{n+1}\binom{2 n}{n}$ is the unique sequence for which $H\left(\left\{C_{n}\right\}_{n=0}^{\infty}\right)$ and $H\left(\left\{C_{n}\right\}_{n=1}^{\infty}\right)$ are both the sequence consisting entirely of 1s [13, Ex. 6.26b], and Desainte-Catherine and Viennot have shown [6] that when $k \geq 2$ the sequence $H\left(\left\{C_{n}\right\}_{n=k}^{\infty}\right)$ has $m$ th term $\prod_{1 \leq i \leq j \leq k-1} \frac{i+j+2 m}{i+j}$. Generalizing the Catalan result in a different direction, Aigner has shown [1] that the Motzkin numbers have $H\left(\left\{M_{n}\right\}_{n=0}^{\infty}\right)=\{1\}_{n=0}^{\infty}$, while $H\left(\left\{M_{n}\right\}_{n=1}^{\infty}\right)$ is the sequence of period six which begins $1,0,-1,-1,0,1$. Aigner provides a generalization of these results in [2]. Other results concerning Hankel determinants and the Hankel transform can be found in [3, 7, 15, 16], though this list is not exhaustive.

The determinant of an $n \times n$ matrix, which plays a central role in the Hankel transform, can be defined as a sum over the set of perfect matchings in the complete bipartite graph $K_{n, n}$. Here a perfect matching in a graph $G$ is a set of edges in $G$ such that every vertex is incident with exactly one edge in the set. For $n \times n$ skew-symmetric matrices, one natural analogue of the determinant is the Pfaffian, which is a sum over perfect matchings in the complete graph $K_{n}$. Like determinants, Pfaffians have been connected with a variety of
combinatorial objects, including plane partitions (through families of nonintersecting lattice paths) [14], the Bender-Knuth conjecture [9], and the matrix-tree theorem [10].

In this paper we introduce an analogue of the Hankel transform, called the Pfaffian transform, which uses the Pfaffian of a skew-symmetric Toeplitz matrix in place of the determinant of a Hankel matrix. Although the Pfaffian transform may be applied to any sequence, we study its action on sequences with rational generating functions in particular. We first use standard matrix operations to show that computing the Pfaffian transform of a sequence with a rational generating function boils down to computing the Pfaffian transform of a sequence which is eventually 0 . We then use the transfer matrix method to show that the Pfaffian transform of any such sequence has a rational generating function. This, in turn, enables us to show that the set of sequences with rational generating functions is closed under the Pfaffian transform. We conclude the paper by computing the Pfaffian transform on a variety of specific sequences, some of which are given in the table below.

| $\left\{a_{n}\right\}_{n=1}^{\infty}$ | Pfaffian transform of $\left\{a_{n}\right\}_{n=1}^{\infty}$ |
| :---: | :---: |
| $1,2,4, \ldots, 2^{n-1}, \ldots$ | $1,1,1, \ldots$ |
| $1,3,9, \ldots, 3^{n-1}, \ldots$ | $1,1,1, \ldots$ |
| $1,1,2,3, \ldots, F_{n}, \ldots$ | $1,2,4, \ldots, 2^{n-1}, \ldots$ |
| $1,1,3,5,11,21, \ldots, J_{n}, \ldots$ | $1,3,9, \ldots, 3^{n-1}, \ldots$ |
| $1,1,2,4,7,13, \ldots, T_{n}, \ldots$ | $1,2,3, \ldots, n, \ldots$ |

Here $F_{n}$ is the $n$th Fibonacci number, $J_{n}$ is the $n$th Jacobsthal number (these satisfy $J_{n}=$ $J_{n-1}+2 J_{n-2}$ ), and $T_{n}$ is the $n$th Tribonacci number (these satisfy $T_{n}=T_{n-1}+T_{n-2}+T_{n-3}$ ). Our examples are, in fact, more general than the table above suggests. For instance, we show that for any $c \neq 0$ the Pfaffian transform of $\left\{c^{n-1}\right\}_{n=1}^{\infty}$ is $1,1,1, \ldots$, and we show that for any sequence $\left\{a_{n}\right\}_{n=1}^{\infty}$ which satisfies $a_{1}=1, a_{2}=c$, and $a_{n}=c a_{n-1}+a_{n-2}$ for $n \geq 3$, where $c$ is arbitrary, the Pfaffian transform of $\left\{a_{n}\right\}_{n=1}^{\infty}$ is $1,2,4, \ldots, 2^{n-1}, \ldots$. In our last example we show that for certain sequences the Pfaffian transform can be given in terms of the matchings polynomial of a path.

## 2 The Pfaffian Transform of a Sequence

In this section we introduce the Pfaffian transform of a sequence, which is defined using the Pfaffian of a skew-symmetric matrix. The Pfaffian of a skew-symmetric matrix is given in terms of a certain graph, so we begin by adopting some graph theoretic conventions. Throughout we use graphs with vertex set $[n]:=\{1,2, \ldots, n\}$, and we write edges in a graph with their smaller vertex first. We recall that the complete graph with $n$ vertices is the graph in which each pair of vertices is connected by an edge; we write $K_{n}$ to denote this graph. We also recall that a perfect matching $\alpha$ in a graph $G$ is a set of edges of $G$ such that every vertex is contained in exactly one edge in $\alpha$; we write $\alpha \vDash G$ to indicate that $\alpha$ is a perfect matching in $G$. With these conventions in mind, we turn our attention to the Pfaffian of a skew-symmetric matrix.

Definition 1. Suppose $G$ is a graph with edges $(i, j)$ and $(k, l)$. We say $(i, j)$ and $(k, l)$ are crossed whenever $i<k<j<l$ or $k<i<l<j$. For any perfect matching $\alpha$ in $G$,
we write $\operatorname{cr}(\alpha)$ to denote the crossing number of $\alpha$, which is the number of pairs of crossed edges in $\alpha$.

The Pfaffian of an $n \times n$ skew-symmetric matrix is a sum over perfect matchings in $K_{n}$. When $n$ is odd no such perfect matchings exist, so we define the Pfaffian only when $n$ is even.

Definition 2. Suppose $S$ is a $2 n \times 2 n$ skew-symmetric matrix. For any perfect matching $\alpha \vDash K_{2 n}$, we write $\operatorname{wt}(\alpha)$ to denote the weight of $\alpha$, which is defined by

$$
\mathrm{wt}(\alpha)=(-1)^{\operatorname{cr}(\alpha)} \prod_{(i, j) \in \alpha} S_{i, j}
$$

We also write $\operatorname{Pf}(S)$ to denote the Pfaffian of $S$, which is defined by

$$
\begin{equation*}
\operatorname{Pf}(S)=\sum_{\alpha \neq K_{2 n}} \mathrm{wt}(\alpha) . \tag{1}
\end{equation*}
$$

The Pfaffian is closely related to the determinant, and in particular one can show that if we replace $K_{2 n}$ with the complete bipartite graph with parts $\{1,2, \ldots, 2 n\}$ and $\{1,2, \ldots, 2 n\}$ in (1) then we obtain $\operatorname{det}(S)$ instead of $\operatorname{Pf}(S)$. In view of this, it's not surprising that the Pfaffian behaves well with respect to certain products of matrices, as we show next.

Proposition 3. Suppose $S$ is a $2 n \times 2 n$ skew-symmetric matrix and $P$ is an arbitrary $2 n \times 2 n$ matrix. Then $P S P^{t}$ is skew-symmetric and

$$
\begin{equation*}
\operatorname{Pf}\left(P S P^{t}\right)=\operatorname{det}(P) \operatorname{Pf}(S) \tag{2}
\end{equation*}
$$

Proof. First note that $\left(P S P^{t}\right)^{t}=P S^{t} P^{t}=-P S P^{t}$, so $P S P^{t}$ is skew-symmetric.
To prove (2), first observe that by Definition 2 we have

$$
\begin{equation*}
\operatorname{Pf}\left(P S P^{t}\right)=\sum_{\alpha \not K_{2 n}}(-1)^{\operatorname{cr}(\alpha)} \prod_{(i, j) \in \alpha} \sum_{k=1}^{2 n} \sum_{m=1}^{2 n} P_{i, k} S_{k, m} P_{j, m} . \tag{3}
\end{equation*}
$$

Now note that for each $\alpha \vDash K_{2 n}$, the associated term in (3) is a product of $n$ entries of $S$ and exactly one entry from each row of $P$. Therefore we have

$$
\begin{equation*}
\prod_{(i, j) \in \alpha} \sum_{k=1}^{2 n} \sum_{m=1}^{2 n} P_{i, k} S_{k, m} P_{j, m}=\sum_{\pi} \prod_{r=1}^{n} P_{r, \pi(r)} \prod_{(i, j) \in \alpha} S_{\pi(i), \pi(j)}, \tag{4}
\end{equation*}
$$

where the sum on the right is over all functions from $[2 n]$ to $[2 n]$. If $\pi$ is such a function and there exists an edge $(i, j) \in \alpha$ with $\pi(i)=\pi(j)$ then its associated term is zero, since $S$ is skew-symmetric. More generally, we claim that if $\pi$ is not injective, then its associated term cancels from this sum. To prove this, we construct a sign-reversing involution on such terms.

Fix a function $\pi$ from $[2 n]$ to $[2 n]$ which is not injective, but for which each edge $(i, j) \in \alpha$ has $\pi(i) \neq \pi(j)$. Let $a$ denote the smallest number which is repeated in the image of $\pi$. Now
let $i$ denote the smallest number in $[2 n]$ which maps to $a$ under $\pi$ or which is matched with such a number via an edge in $\alpha$, and let $(i, j)$ denote the edge in $\alpha$ which contains $i$. Define $\pi^{\prime}$ to be the function from $[2 n]$ to $[2 n]$ given by

$$
\pi^{\prime}(k)= \begin{cases}\pi(i), & \text { if } k=j \\ \pi(j), & \text { if } k=i \\ \pi(k), & \text { otherwise }\end{cases}
$$

By construction the map $\pi \mapsto \pi^{\prime}$ is an involution, and since $S$ is skew-symmetric, the terms associated with $\pi$ and $\pi^{\prime}$ are negatives of one another, and thus cancel. This completes the proof of the claim. This allows us to take the sum on the right side of (4) to be over $S_{2 n}$, the set of permutations of [2n].

To complete the proof of the Proposition, note that switching two numbers $r$ and $s$ in [2n] reverses the sign of $(-1)^{\operatorname{cr}(\alpha)} \prod_{(i, j) \in \alpha} S_{i, j}$, by reversing the sign of $S_{i, j}$ if $r$ and $s$ share an edge in $\alpha$ and by changing $\operatorname{cr}(\alpha)$ by one if they don't. Therefore

$$
\begin{aligned}
\operatorname{Pf}\left(P S P^{t}\right) & =\sum_{\alpha}(-1)^{\operatorname{cr}(\alpha)}\left(\sum_{\pi \in S_{2 n}}(-1)^{\operatorname{inv}(\pi)} \prod_{r=1}^{2 n} P_{r, \pi(r)}\right) \prod_{(i, j) \in \alpha} S_{i, j} \\
& =\operatorname{det}(P) \operatorname{Pf}(S)
\end{aligned}
$$

as desired.
As we show next, Proposition 3 allows us to perform row and column operations on a skew symmetric matrix without changing its Pfaffian, as long as we perform the same operations on the columns as on the rows.

Corollary 4. Let $S$ be a $2 n \times 2 n$ skew-symmetric matrix and let c be a constant. If $T$ is the matrix obtained from $S$ by adding c times row $s$ to row $r$ and $c$ times column $s$ to column $r$, where $0 \leq r<s \leq 2 n$, then $\operatorname{Pf}(T)=\operatorname{Pf}(S)$.

Proof. Consider the row and column operations in terms of matrix multiplication. The row operation is equivalent to multiplying $S$ by a matrix $B$ on the left, where $B_{r s}=c, B$ has ones on the main diagonal, and zeros everywhere else. Similarly, the column operation is equivalent to multiplying $S$ by $B^{t}$ on the right. Thus $T=B S B^{t}$. Since $B$ is an uppertriangular matrix, it is easy to see that $\operatorname{det}(B)=1$. Therefore by Proposition 3 we see that $\operatorname{Pf}(T)=\operatorname{Pf}(S)$, as desired.

As Corollary 4 suggests, in practice one can compute the Pfaffian of a given skewsymmetric matrix using Gaussian elimination, much as one can compute a determinant. Although we do not use it here, there is also a Pfaffian analogue of the standard Laplace expansion of a determinant [8].

We are now ready to define the Pfaffian transform.

Definition 5. For any sequence $\left\{a_{n}\right\}_{n=1}^{\infty}$ and any $k \geq 1$, let $S_{k}$ be the $2 k \times 2 k$ skewsymmetric matrix given by

$$
S_{k}=\left(\begin{array}{cccccc}
0 & a_{1} & a_{2} & a_{3} & \cdots & a_{2 k-1}  \tag{5}\\
-a_{1} & 0 & a_{1} & a_{2} & \cdots & a_{2 k-2} \\
-a_{2} & -a_{1} & 0 & a_{1} & \cdots & a_{2 k-3} \\
-a_{3} & -a_{2} & -a_{1} & 0 & \cdots & a_{2 k-4} \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
-a_{2 k-1} & -a_{2 k-2} & -a_{2 k-3} & -a_{2 k-4} & \cdots & 0
\end{array}\right) .
$$

The Pfaffian transform of $\left\{a_{n}\right\}_{n=1}^{\infty}$ is $\operatorname{Pf}\left(\left\{a_{n}\right\}\right)=\left\{\operatorname{Pf}\left(S_{k}\right)\right\}_{k=1}^{\infty}$. In order to facilitate discussion of individual elements of the output we also abbreviate $\tilde{a}_{k}=\operatorname{Pf}\left(S_{k}\right)$. Thus we have $\operatorname{Pf}\left(\left\{a_{n}\right\}\right)=\left\{\tilde{a}_{n}\right\}$.

Note that we use the notation $\operatorname{Pf}()$ for both the Pfaffian of a matrix and the Pfaffian transform of a sequence. This is not ambiguous so long as we are careful with our parentheses, but as an additional aid to clarity we generally use uppercase letters for matrices and lowercase letters for scalars.

We conclude this section by showing that the Pfaffian transform behaves well under scaling by a constant.

Proposition 6. For any sequence $\left\{a_{n}\right\}_{n=1}^{\infty}$ and any constant $c$, we have $\tilde{c a}_{k}=c^{k} \tilde{a}_{k}$ for all $k \geq 1$.

Proof. Let $S_{k}^{\prime}$ denote the matrix obtained by replacing $a_{i}$ with $c a_{i}$ for $1 \leq i \leq 2 k-1$ in (5). If $\sqrt{c}$ is any square root of $c$ then $S_{k}^{\prime}=(\sqrt{c} I) S_{k}(\sqrt{c} I)^{t}$, where $I$ is the $2 k \times 2 k$ identity. By Proposition 3 we have $\operatorname{Pf}\left(S_{k}^{\prime}\right)=\operatorname{det}(\sqrt{c} I) \operatorname{Pf}\left(S_{k}\right)$, and the result follows.

## 3 Reducing Long Sequences to Short Sequences

For the rest of this paper we study the action of the Pfaffian transform on sequences with rational generating functions, which are exactly those sequences which (eventually) satisfy a linear homogeneous recurrence relation with constant coefficients. In this section we describe an algorithm that reduces such an input sequence to a sequence which is eventually zero, without changing the image under the Pfaffian transform. We begin with some terminology.

Definition 7. We say an $n \times n$ matrix $S$ is banded whenever there exists $m$ with $m<n$ such that $S_{i j}=0$ whenever $|i-j|>m$.

The diagonal matrices are the banded matrices with $m=1$, while banded matrices with $m=2$ are often called tri-diagonal matrices.

Definition 8. Fix integers $k, n, N \geq 1$ and a sequence $\left\{a_{m}\right\}_{m=1}^{\infty}$, and suppose there are constants $\beta_{1}, \ldots, \beta_{N}$ for which

$$
a_{m}=\sum_{i=1}^{N} \beta_{i} a_{m-i} \quad(m \geq N+k)
$$

Let $S$ denote the $n \times n$ skew-symmetric matrix for which $S_{i, j}=a_{j-i}$ whenever $j>i$. We write $\operatorname{red}(S)$ to denote the $n \times n$ matrix obtained by performing the following operations on the entries of $S$.

1. For each $i$ from 1 to $n$, do the following. For each $j$ from 1 to $n$, replace the current entry $S_{i, j}$ with $S_{i, j}-\sum_{m=1}^{N} \beta_{m} S_{i+m, j}$.
2. For each $j$ from 1 to $n$, do the following. For each $i$ from 1 to $n$, replace the current entry $S_{i, j}$ with $S_{i, j}-\sum_{m=1}^{N} \beta_{m} S_{i, j+m}$.
Note that step 1 in this definition amounts to subtracting, from each row of the current matrix $S$, a sum of all subsequent rows, in which the terms are weighted by the coefficients in the given recurrence relation. Similarly, step 2 amounts to subtracting, from each column of the current matrix $S$, a sum of all subsequent columns, in which the terms are again weighted by the coefficients in the given recurrence relation. As we show next, these operations simplify the matrix considerably without changing its Pfaffian.

Proposition 9. Fix $k, n, N \geq 1$ and suppose $\left\{a_{m}\right\}_{m=1}^{\infty}$ satisfies

$$
\begin{equation*}
a_{m}=\sum_{i=1}^{N} \beta_{i} a_{m-i} \quad(m \geq N+k) \tag{6}
\end{equation*}
$$

Let $S$ denote the $n \times n$ skew-symmetric matrix for which $S_{i, j}=a_{j-i}$ whenever $j>i$. Then the following hold.
(i) The matrix $\operatorname{red}(S)$ is a banded skew-symmetric matrix with at most $N+k$ nonzero bands.
(ii) The entries in each band of $\operatorname{red}(S)$ are constant, except possibly in an $N \times N$ submatrix in the bottom-right corner.
(iii) $\operatorname{Pf}(\operatorname{red}(S))=\operatorname{Pf}(S)$.

Proof. First observe that the operations used to obtain $\operatorname{red}(S)$ are symmetric row and column operations of the type described in Corollary 4, so $\operatorname{red}(S)$ is skew-symmetric and $\operatorname{Pf}(\operatorname{red}(S))=\operatorname{Pf}(S)$.

To show that $\operatorname{red}(S)$ is banded with nearly constant bands, first consider the entries of $\operatorname{red}(S)$ above its main diagonal. For convenience, let $B$ denote the matrix obtained from step 1 of Definition 8. If $j-i \geq N+k$ then

$$
\begin{aligned}
B_{i, j} & =S_{i, j}-\sum_{m=1}^{N} \beta_{m} S_{i+m, j} \\
& =a_{j-i}-\sum_{m=1}^{N} \beta_{m} a_{j-i-m} \\
& =0
\end{aligned}
$$

where the last step follows from (6). When we apply step 2 of Definition 8 to the $i j$ th entry of $B$ we obtain $B_{i, j}-\sum_{m=1}^{N} \beta_{m} B_{i, j+m}$. But $j-i \geq N+k$ so $j+m-i \geq N+k$; therefore each term in this sum is 0 . It follows that the entries above the main diagonal of red $(S)$ are banded. But $\operatorname{red}(S)$ is skew-symmetric, so $\operatorname{red}(S)$ is banded with at most $N+k$ nonzero bands.

Now observe that the algorithm which produces red $(S)$ performs the same operations on all entries in a given band except for those entries that are $N$ rows away from the last row or $N$ columns away from the last column. Therefore the bands are constant, with the possible exception of a submatrix in the bottom-right corner of size at most $N \times N$.

We conclude this section by describing how one can generalize Proposition 9 to a wider class of skew-symmetric matrices.

Definition 10. Fix complex numbers $\nu, \lambda$, and $\beta_{1}, \ldots, \beta_{N}$. We say a $2 n \times 2 n$ skewsymmetric matrix $S$ is a $\nu, \lambda$-Pascal matrix with coefficients $\beta_{1}, \ldots, \beta_{N}$ whenever the following hold.

1. $S_{2 n-1,2 n}=1$ and for all $j, 1 \leq j \leq 2 n-2$, we have $S_{j, 2 n}=\sum_{i=1}^{N} \beta_{i} S_{j+i, 2 n}$. Here we set $S_{i, j}=0$ if $i>2 n$.
2. For all $i, j, 1 \leq i, j \leq 2 n-1$, we have $S_{i, j}=\lambda S_{i+1, j+1}+\nu\left(S_{i+1, j}+S_{i, j+1}\right)$.

As we describe next, we can use an analogue of red to turn a $\nu, \lambda$-Pascal matrix $S$ into a banded skew-symmetric matrix with nearly constant bands.

Definition 11. Fix complex numbers $\nu, \lambda$, and $\beta_{1}, \ldots, \beta_{N}$ and suppose $S$ is a $\nu, \lambda$-Pascal matrix with coefficients $\beta_{1}, \ldots, \beta_{N}$. We write $\operatorname{Pred}(S)$ to denote the matrix obtained from $S$ as follows.

1. Replace $S$ with $\operatorname{red}(S)$.
2. For each $k$ from $N+1$ to $2 n-1$, replace the current matrix $S$ with a new matrix $S$, as follows.
(a) For each $i$ from 1 to $2 n-k$, do the following. For each $j$ from 1 to $2 n$, replace $S_{i, j}$ with $S_{i, j}-\nu S_{i+1, j}$.
(b) For each $j$ from 1 to $2 n-k$, do the following. For each $i$ from 1 to $2 n$, replace $S_{i, j}$ with $S_{i, j}-\nu S_{i, j+1}$.
3. For all $i, j, 1 \leq i, j \leq 2 n-2$, replace the current entry $S_{i, j}$ with $\omega^{\frac{3+i+j}{2}-2 n} S_{i, j}$, where $\omega=\lambda+\nu^{2}$.

If $S$ is a $\nu, \lambda$-Pascal matrix with coefficients $\beta_{1}, \ldots, \beta_{N}$, then each step in the computation of $\operatorname{Pred}(S)$ can be accomplished by replacing the current matrix $S$ with $P S P^{t}$ for a certain upper-triangular matrix $P$. In the last step $\operatorname{det}(P)=\omega^{-(n-1)^{2}}$, where $\omega=\lambda+\nu^{2}$, but in all of the other steps $\operatorname{det}(P)=1$. As a result, $\operatorname{Pf}(\operatorname{Pred}(S))=\omega^{-(n-1)^{2}} \operatorname{Pf}(S)$ by Proposition 3. In fact, one can also prove the following result concerning the structure of $\operatorname{Pred}(S)$.

Proposition 12. Fix complex numbers $\nu, \lambda$, and $\beta_{1}, \ldots, \beta_{N}$ and suppose $S$ is a $\nu, \lambda$-Pascal matrix with coefficients $\beta_{1}, \ldots, \beta_{N}$. Then the following hold.
(i) The matrix $\operatorname{Pred}(S)$ is a banded skew-symmetric matrix with at most $N$ nonzero bands.
(ii) The entries in each band of $\operatorname{Pred}(S)$ are constant, except possibly in an $N+2 \times N+2$ submatrix in the bottom-right corner.
(iii) $\operatorname{Pf}(\operatorname{Pred}(S))=\omega^{-(n-1)^{2}} \operatorname{Pf}(S)$, where $\omega=\lambda+\nu^{2}$.

## 4 A Recurrence for the Pfaffian of a Short Sequence

Proposition 9 suggests that if $\left\{a_{n}\right\}_{n=1}^{\infty}$ satisfies an $N+1$-term homogeneous linear recurrence relation with constant coefficients then $\operatorname{Pf}\left(\left\{a_{n}\right\}\right)$ is closely related to the Pfaffian transform of a certain sequence of the form $x_{1}, x_{2}, \ldots, x_{N}, 0,0, \ldots$. With this in mind, we next study the effect of the Pfaffian transform on such a sequence. To do this, we return to the graphtheoretic definition of the Pfaffian, which leads us to consider a particular family of graphs that arise when we construct perfect matchings in $K_{2 n}$ recursively.

Consider a sequence $\left\{a_{n}\right\}_{n=1}^{\infty}$. Combining Definitions 2 and 5, we see that

$$
\begin{equation*}
\tilde{a}_{n}=\sum_{\alpha \models K_{2 n}} \mathrm{wt}(\alpha)=\sum_{\alpha}(-1)^{\operatorname{cr}(\alpha)} \prod_{(i, j) \in \alpha} a_{j-i} . \tag{7}
\end{equation*}
$$

Now note that if there is an integer $r$ for which $a_{n}=0$ if $n>r$, then any perfect matching $\alpha \vDash K_{2 n}$ which includes an edge $(i, j)$ for which $j-i>r$ will have $\operatorname{wt}(\alpha)=0$. Thus when computing $\tilde{a}_{n}$ we need only consider perfect matchings that do not contain any such "long" edges. With this in mind, we introduce a graph which includes only "short" edges.

Definition 13. Suppose $r$ and $n$ are positive integers and $x_{1}, \ldots, x_{r}$ are indeterminates. Then the $r$-claw on $n$ vertices is the weighted graph $C_{n}^{r}$ in which vertices $i$ and $j$ are connected with an edge exactly when $|j-i| \leq r$. If $0<j-i \leq r$ then the weight wt $(i, j)$ of the edge between $i$ and $j$ is $x_{j-i}$

Suppose $\left\{a_{n}\right\}_{n=1}^{\infty}$ is a sequence for which $a_{n}=0$ if $n>r$. In view of the comments preceding Definition 13, we have

$$
\begin{equation*}
\tilde{a}_{n}=\sum_{\alpha \models C_{2 n}^{r}}(-1)^{\operatorname{cr}(\alpha)} \prod_{(i, j) \in \alpha} \mathrm{wt}(i, j) \tag{8}
\end{equation*}
$$

Each perfect matching in $C_{2 n}^{r}$ contains an edge ( $1,1+k$ ) for some $k, 1 \leq k \leq r$, and when we group perfect matchings in $C_{2 n}^{r}$ according to the value of $k$, equation (8) becomes

$$
\begin{equation*}
\tilde{a}_{n}=\sum_{k=1}^{r} a_{k}\left(\sum_{\alpha^{\prime} \neq G_{k}}(-1)^{\operatorname{cr}\left(\alpha^{\prime} \cup(1, k+1)\right)} \prod_{(i, j) \in \alpha^{\prime}} a_{j-i}\right) . \tag{9}
\end{equation*}
$$

Here $G_{k}$ is the graph constructed from $C_{2 n}^{r}$ by removing the vertices 1 and $k+1$, along with all of their incident edges. We can repeat this process on the inner sums, obtaining yet more
sums over perfect matchings in graphs obtained by removing various vertices and edges from $C_{2 n}^{r}$. The form of these summands suggests we should generalize (8) to graphs obtained from the claw graph by removing certain edges and vertices.

To characterize the graphs we wish to consider, suppose we start with the $r$-claw and remove the edges $\left(1, v_{1}\right),\left(2, v_{2}\right),\left(3, v_{3}\right), \ldots,\left(b, v_{b}\right)$, the vertices $1, v_{1}, 2, v_{2}, \ldots, b, v_{b}$, and all of the edges incident with these vertices. Note that the smallest vertex which might remain after this process is $b+1$. Since vertices in an edge differ by at most $r$, the largest vertex which could be removed is $b+r$. The order in which $1, v_{1}, 2, v_{2}, \ldots, b, v_{b}$ and their incident edges are removed does not affect the structure of the resulting graph, so the final graph is determined by which of the vertices $b+1, b+2, \ldots, b+r$ remain. We introduce notation for these graphs in the next two definitions.

Definition 14. Fix an integer $r \geq 1$. For any $s, 0 \leq s \leq 2^{r}-1$, the sth state of the $r$-claw is the unique sequence $b_{0}, \ldots, b_{r}$ of 0 s and 1 s such that

$$
s=\sum_{i=0}^{r} b_{i} 2^{r-i} .
$$

Roughly speaking, the $s$ th state records which of the vertices $1,2, \ldots, r$ we remove from an $r$-claw to obtain a certain generalized $r$-claw.

Definition 15. Fix an integer $r \geq 1$, let $x_{1}, \ldots, x_{r}$ be indeterminates, and fix an integer $s$ with $0 \leq s \leq 2^{r}-1$. Let $b_{0}, \ldots, b_{r}$ denote the $s$ th state of the $r$-claw and let $b$ denote the number of ones among $b_{0}, \ldots, b_{r}$. Then the sth state graph of the r-claw on $2 n$ vertices, which we denote by $C_{2 n}^{r, s}$, is the graph obtained from the $r$-claw on $2 n+b$ vertices by removing vertex $i$ and all of its incident edges whenever $b_{i-1}=1$.

Note that since we insist that $0 \leq s \leq 2^{r}-1$, we always have $b_{0}=0$. Therefore we never remove 1 from $C_{2 n+b}^{r}$ when we construct $C_{2 n}^{r, s}$. We can now generalize (8).

Definition 16. Fix $n \geq 1, r \geq 1$, and $s$ such that $0 \leq s \leq 2^{r}-1$, and let $x_{1}, \ldots, x_{r}$ be indeterminates. Then we define the state polynomial $f_{2 n}^{s}\left(x_{1}, \ldots, x_{r}\right)$ by

$$
\begin{equation*}
f_{2 n}^{s}\left(x_{1}, \ldots, x_{r}\right)=\sum_{\alpha=C_{2 n}^{r, s}}(-1)^{\operatorname{cr}(\alpha)} \prod_{(i, j) \in \alpha} x_{j-i} . \tag{10}
\end{equation*}
$$

As we show next, the state polynomials include the Pfaffian transform of any sequence $\left\{a_{n}\right\}_{n=1}^{\infty}$ for which $a_{n}=0$ if $n>r$.

Proposition 17. Fix $r \geq 1$ and suppose $\left\{a_{n}\right\}_{n=1}^{\infty}$ is a sequence for which $a_{n}=0$ when $n>r$. Then for all $n \geq 1$ we have

$$
\begin{equation*}
\tilde{a}_{n}=f_{2 n}^{0}\left(a_{1}, \ldots, a_{r}\right) . \tag{11}
\end{equation*}
$$

Proof. Note that $C_{2 n}^{r, 0}=C_{2 n}^{r}$, so the result follows by setting $x_{i}=a_{i}$ for $1 \leq i \leq r$ in (10) and comparing the result with (7).

In view of (11), equation (9) expresses $f_{2 n}^{0}\left(x_{1}, \ldots, x_{r}\right)$ as a linear combination of the state polynomials $f_{2 n-2}^{s}\left(x_{1}, \ldots, x_{r}\right)$ for $0 \leq s \leq 2^{r}-1$. In order to obtain a similar recurrence for $f_{2 n}^{s}\left(x_{1}, \ldots, x_{r}\right)$, we introduce a weight on pairs of states.

Definition 18. Fix $r \geq 1$ and let $x_{1}, \ldots, x_{r}$ be indeterminates. Fix $i, j$ with $1 \leq i, j \leq$ $2^{r}-1$, and consider the following modification of the $i$ th state $i_{0}, \ldots, i_{r}$.

1. Set $i_{0}=1$.
2. Choose $m$ such that $1 \leq m \leq r$ and $i_{m}=0$, and set $i_{m}=1$.
3. If the current sequence begins with a 1 , remove it and append a 0 to the end of the sequence; repeat this step until the sequence begins with a 0 .

If the $j$ th state can be constructed from $i$ th state by this process, then we define the weight $\operatorname{wgt}(i, j)$ to be $(-1)^{c} x_{m}$, where $c$ is the number of 0 's among the entries $i_{1}, \ldots, i_{m-1}$ of the $i$ th state. Otherwise we define $\operatorname{wgt}(i, j)=0$.

Note that if we obtain the $j$ th state from the $i$ th state by the process described in Definition 18 with a given $m$, then we obtain the state graph $C_{2 n-2}^{r, j}$ from the state graph $C_{2 n}^{r, i}$ by removing vertices 1 and $m+1$, along with all of their incident edges.

Theorem 19. Fix $r \geq 1$ and $s$ such that $0 \leq s \leq 2^{r}-1$, and let $x_{1}, \ldots, x_{r}$ be indeterminates. If $2 n \geq r+3$ then

$$
\begin{equation*}
f_{2 n}^{s}\left(x_{1}, \ldots, x_{r}\right)=\sum_{j=0}^{2^{r}-1} \operatorname{wgt}(s, j) f_{2 n-2}^{j}\left(x_{1}, \ldots, x_{r}\right) \tag{12}
\end{equation*}
$$

Proof. By (10) we have

$$
\begin{equation*}
f_{2 n}^{s}\left(x_{1}, \ldots, x_{r}\right)=\sum_{\alpha \vDash C_{2 n}^{r, s}}(-1)^{\operatorname{cr}(\alpha)} \prod_{(i, j) \in \alpha} x_{j-i} . \tag{13}
\end{equation*}
$$

Each perfect matching in $C_{2 n}^{r, s}$ has an edge of the form $(1, t+1)$, where $1 \leq t \leq r$. For each such $t$, let $G_{t}$ denote the graph obtained from $C_{2 n}^{r, s}$ by removing vertices 1 and $t+1$, along with all of their incident edges. Now note that if $\alpha$ is a perfect matching which includes $(1, t+1)$, then the edges in $\alpha$ which contain a vertex between 1 and $t+1$ either cross $(1, t+1)$ or involve two vertices between 1 and $t+1$. Therefore, $(-1)^{\operatorname{cr}(\alpha)}=(-1)^{c_{t}+\operatorname{cr}\left(G_{t}\right)}$, where $c_{t}$ is the number of vertices in $C_{2 n}^{r, s}$ between 1 and $t+1$. If $b_{0}, \ldots, b_{r}$ is the $s$ th state then it follows from (13) that

$$
\begin{equation*}
f_{2 n}^{s}\left(x_{1}, \ldots, x_{r}\right)=\sum_{\substack{1 \leq t \leq s \\ b_{t}=0}}(-1)^{c_{t}} x_{t} \sum_{\alpha \vDash G_{t}}(-1)^{\operatorname{cr}\left(G_{t}\right)} \prod_{(i, j) \in \alpha} x_{j-i} \tag{14}
\end{equation*}
$$

We have observed that $G_{t}=C_{2 n-2}^{r, j}$, where the $j$ th state is obtained from the $s$ th state by the process described in Definition 18, using $m=t$, so the result follows from (14).

It is rare that we can apply Theorem 19 directly to the Pfaffian transform of a sequence, since the matrices we encounter usually have a submatrix in their lower-right corner in which the bands parallel to the main diagonal are not constant. To handle these matrices, we will need the following generalization of Definition 16 and Theorem 19.

Definition 20. Fix $r \geq 1$ and $N$ with $0 \leq N \leq r+1$, let $x_{1}, \ldots, x_{r}$ be indeterminates, and let $B$ denote a skew-symmetric $N \times N$ matrix. For all $n \geq N$, let $T_{n}$ denote the $n \times n$ skew-symmetric matrix with the following entries.

1. If $i \leq n-N$ and $1 \leq j-i \leq r$ then $\left(T_{n}\right)_{i j}=x_{j-i}$.
2. If $i \leq n-N$ and $j-i>r$ then $\left(T_{n}\right)_{i j}=x_{j-i}$.
3. If $j \geq i>n-N$ then $\left(T_{n}\right)_{i j}=B_{i-n+N, j-n+N}$.

Then for all $s$ with $0 \leq s \leq 2^{r}-1$ we define the generalized state polynomial by

$$
f_{B, 2 n}^{s}\left(x_{1}, \ldots, x_{r}\right)=\sum_{\alpha=C_{2 n}^{r, s}}(-1)^{\operatorname{cr}(\alpha)} \prod_{(i, j) \in \alpha}\left(T_{2 n}\right)_{i j} .
$$

Note that if $B$ is the $0 \times 0$ empty matrix then $f_{B, 2 n}^{s}\left(x_{1}, \ldots, x_{r}\right)=f_{2 n}^{s}\left(x_{1}, \ldots, x_{r}\right)$.
Theorem 21. Fix $r \geq 1$, fix $N$ with $0 \leq N \leq r+1$, fix $s$ with $0 \leq s \leq 2^{r}-1$, and let $x_{1}, \ldots, x_{r}$ be indeterminates. Let $B$ denote a skew-symmetric $N \times N$ matrix. If $2 n \geq N+r+3$ then

$$
\begin{equation*}
f_{B, 2 n}^{s}\left(x_{1}, \ldots, x_{r}\right)=\sum_{j=0}^{2^{r}-1} \operatorname{wgt}(s, j) f_{B, 2 n-2}^{j}\left(x_{1}, \ldots, x_{r}\right) . \tag{15}
\end{equation*}
$$

Proof. This is similar to the proof of Theorem 19.

## 5 The Pfaffian Recurrence Theorem

Fix $r \geq 1$ and suppose $\left\{a_{n}\right\}_{n=1}^{\infty}$ is a sequence for which $a_{n}=0$ if $n>r$. In this section we interpret (15) as a matrix equation, which allows us to apply the transfer matrix method to obtain a rational generating function for $\tilde{a}_{n}$. To do this, we need to construct a directed graph whose vertices are states and in which an edge from state $i$ to state $j$ has weight wgt $(i, j)$. Before introducing this graph, we note that the only states one can obtain from state 0 by the process in Definition 18 are the even states. Therefore we use only these states in our definition of the state digraph.
Definition 22. For any $r \geq 1$ the state digraph $D_{r}$ is the weighted directed graph on vertices $0,1, \ldots, 2^{r-1}-1$ in which there is a directed edge from $i$ to $j$ with weight $\operatorname{wgt}(2 i, 2 j)$ exactly when $\operatorname{wgt}(2 i, 2 j) \neq 0$. We write $A_{r}$ to denote the weighted adjacency matrix for $D_{r}$, which has $\left(A_{r}\right)_{i j}=\operatorname{wgt}(2 i, 2 j)$ for all $i, j$ with $0 \leq i, j \leq 2^{r-1}-1$.

We can now rewrite (15) in terms of $A_{r}$, the adjacency matrix for the state digraph.
Proposition 23. Fix $r \geq 1$, fix $N$ with $0 \leq N \leq r+1$, let $x_{1}, \ldots, x_{r}$ be indeterminates, and let $B$ denote an $N \times N$ skew-symmetric matrix. Abbreviating $f_{B, m}^{s}=f_{B, m}^{s}\left(x_{1}, \ldots, x_{r}\right)$, for all $n$ with $2 n \geq r+3+N$ we have

$$
\left(\begin{array}{c}
f_{B, 2 n}^{0}  \tag{16}\\
f_{B, 2 n}^{2} \\
\vdots \\
f_{B, 2 n}^{2 r-2}
\end{array}\right)=A_{r}\left(\begin{array}{c}
f_{B, 2 n-2}^{0} \\
f_{B, 2 n-2}^{2} \\
\vdots \\
f_{B, 2 n-2}^{2^{r}-2}
\end{array}\right) .
$$

Proof. Note that if $i$ is even and $\operatorname{wgt}(i, j) \neq 0$ then $j$ is also even, by Definition 18. Now the result follows from (15) and Definition 22.

We now recall the transfer matrix method, which we paraphrase from [13].
Proposition 24. [13, Theorem 4.7.2] Suppose $D$ is a weighted directed graph with vertices $1,2, \ldots, n$ and adjacency matrix $A$, so that $A_{i j}$ is the weight of the edge from $i$ to $j$. Then for all $i, j$ with $1 \leq i, j \leq n$ we have

$$
\begin{equation*}
\sum_{n \geq 0}\left(A^{n}\right)_{i j} t^{n}=\frac{(-1)^{i+j} \operatorname{det}(I-t A ; j, i)}{\operatorname{det}(I-t A)} \tag{17}
\end{equation*}
$$

where $\operatorname{det}(B, j, i)$ is the determinant of the matrix obtained by removing the $j$ th row and $i$ th column of $B$ and $I$ is the $n \times n$ identity matrix.

Combining Propositions 23 and 24 allows us to prove our main result, which says that the set of sequences with rational generating functions is closed under the Pfaffian transform.

Theorem 25. Suppose $\left\{a_{n}\right\}_{n=1}^{\infty}$ has a rational generating function. Then $\operatorname{Pf}\left(\left\{a_{n}\right\}\right)$ also has a rational generating function.

Proof. Since the generating function for $\left\{a_{n}\right\}_{n=1}^{\infty}$ is rational, there exist integers $k, N \geq 1$ and numbers $\beta_{1}, \ldots, \beta_{N}$ such that

$$
a_{n}=\sum_{m=1}^{N} \beta_{m} a_{n-m} \quad(n \geq N+k) .
$$

By Proposition 9 and Definition 20 there exists an $N \times N$ skew-symmetric matrix $B$ and numbers $b_{1}, \ldots, b_{N+k}$ such that

$$
\tilde{a}_{n}=f_{B, 2 n}^{0}\left(b_{1}, \ldots, b_{N+k}\right) \quad(n \geq N+k)
$$

Now it follows from (16) that

$$
\tilde{a}_{n}=\sum_{j=0}^{2^{N+k-1}-1}\left(A_{N+k}^{n-N-k}\right)_{0 j} f_{B, 2 N+2 k}^{j}\left(b_{1}, \ldots, b_{N+k}\right) \quad(n \geq N+k)
$$

so we have

$$
\sum_{n=N+k}^{\infty} \tilde{a}_{n} t^{n}=t^{N+k} \sum_{j=0}^{2^{N+k-1}-1} f_{B, 2 N+2 k}^{j}\left(b_{1}, \ldots, b_{N+k}\right) \sum_{n=N+k}^{\infty}\left(A_{N+k}^{n-N-k}\right)_{0 j} t^{n-N-k} .
$$

By Proposition 24 each term on the right is a rational function of $t$, so the generating function $\sum_{n=1}^{\infty} \tilde{a}_{n} t^{n}$ is also a rational function of $t$.

## 6 Examples

In this section we apply the techniques we have developed to compute $\operatorname{Pf}\left(\left\{a_{n}\right\}\right)$ for a variety of interesting sequences $\left\{a_{n}\right\}_{n=1}^{\infty}$. We will find it useful to have weighted adjacency matrices for the digraphs $D_{1}$ and $D_{2}$, which are as follows.

$$
A_{1}=\left(x_{1}\right) \quad A_{2}=\left(\begin{array}{cc}
x_{1} & -x_{2}  \tag{18}\\
x_{2} & 0
\end{array}\right)
$$

In our first example, we compute the Pfaffian transform of $\left\{c^{n-1}\right\}_{n=1}^{\infty}$, where $c$ is a constant.

Example 26. Suppose $c$ is a constant and $a_{n}=c^{n-1}$ for all $n \geq 1$. Then we routinely find that for all $k \geq 1$,

$$
\operatorname{red}\left(S_{k}\right)=\left(\begin{array}{ccccc}
0 & 1 & \cdots & 0 & 0 \\
-1 & 0 & \ddots & 0 & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & 0 & \ddots & 0 & 1 \\
0 & 0 & \cdots & -1 & 0
\end{array}\right)
$$

Therefore $\tilde{a}_{n}=f_{2 n}^{0}(1)$ for all $n \geq 1$. Since $A_{1}=\left(x_{1}\right)$, it follows from (12) that $\tilde{a}_{n}=1$ for all $n \geq 1$.

Example 26 allows us to find the Pfaffian transform of any constant sequence.
Example 27. Suppose $c$ is a constant and $a_{n}=c$ for all $n \geq 1$. By Example 26, when $c=1$ we have $\tilde{a}_{n}=1$ for all $n \geq 1$. Combining this with Proposition 6 , we find that $\tilde{a}_{n}=c^{n}$ in general.

We can also generalize Example 26 to Pascal matrices.
Example 28. Fix $n \geq 1$ and suppose is a $2 n \times 2 n \nu, \lambda$-Pascal matrix with coefficient $c$. Then

$$
\operatorname{Pred}(S)=\left(\begin{array}{ccccccc}
0 & a \nu+\lambda & \cdots & 0 & 0 & 0 & 0 \\
-(a \nu+\lambda) & 0 & \ddots & 0 & 0 & 0 & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & \ddots & 0 & a \nu+\lambda & 0 & 0 \\
0 & 0 & \ddots & -(a \nu+\lambda) & 0 & \frac{a \nu+\lambda}{\sqrt[4]{\omega}} & 0 \\
0 & 0 & \ddots & 0 & -\frac{a \nu+\lambda}{\sqrt[4]{\omega}} & 0 & 1 \\
0 & 0 & \cdots & 0 & 0 & -1 & 0
\end{array}\right),
$$

where $\omega=\lambda+\nu^{2}$. Therefore $\operatorname{Pf}(S)=\omega^{(n-1)^{2}}(a \nu+\lambda)^{n-1}$.
In Example 26 we found $\operatorname{Pf}\left(\left\{a_{n}\right\}\right)$ for a family of sequences satisfying a two-term linear homogeneous recurrence relation. A natural next step is to compute the Pfaffian transform of the most well known sequence satisfying a three-term linear homogeneous recurrence relation, the sequence of Fibonacci numbers. To do this, we first consider a more general family of sequences.

Example 29. Suppose $a$ and $b$ are constants, set $a_{1}=1, a_{2}=a$, and $a_{n}=a a_{n-1}+b a_{n-2}$ for all $n \geq 3$. Then we routinely find that for all $k \geq 1$,

$$
\operatorname{red}\left(S_{k}\right)=\left(\begin{array}{ccccccc}
0 & b+1 & 0 & \cdots & 0 & 0 & 0 \\
-b-1 & 0 & b+1 & \cdots & 0 & 0 & 0 \\
0 & -b-1 & 0 & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \ddots & \ddots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 0 & b+1 & 0 \\
0 & 0 & 0 & \cdots & -b-1 & 0 & 1 \\
0 & 0 & 0 & \cdots & 0 & -1 & 0
\end{array}\right) .
$$

Therefore $\tilde{a}_{n}=f_{B, 2 n}^{0}(b+1)$ for $n \geq 2$, where $B=\left(\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right)$. Since $A_{1}=\left(x_{1}\right)$, it follows from (16) that $\tilde{a}_{n}=(b+1) \tilde{a}_{n-1}$ for $n \geq 2$, so $\tilde{a}_{n}=(b+1)^{n-1}$ for $n \geq 1$. In particular, $\tilde{a}_{n}$ is independent of $a$. Setting $a=b=1$, we find that the Pfaffian transform of the sequence of Fibonacci numbers is $\left\{2^{n-1}\right\}_{n=1}^{\infty}$.

We can also generalize Example 29 to Pascal matrices.
Example 30. Fix $n \geq 1$ and suppose is a $2 n \times 2 n \nu, \lambda$-Pascal matrix with coefficients $a, b$. Then $\operatorname{Pred}(S)$ has two nonzero bands: the first band above the diagonal is $\frac{(a \nu+\lambda+b)\left(\lambda+2 \nu^{2}\right)}{\omega}, \ldots, \frac{(a \nu+\lambda+b)\left(\lambda+2 \nu^{2}\right)}{\omega}, a \nu+\lambda+b, \frac{a \nu+\lambda+b}{\sqrt[4]{\omega}}, 1$ and the second band above the diagonal is $\frac{\nu(a \nu+\lambda+b)}{\sqrt{\omega}}, \ldots, \frac{\nu(a \nu+\lambda+b)}{\sqrt{\omega}}, \frac{\nu(a \nu+\lambda+b)}{\sqrt[4]{\omega^{3}}}, 0$, where $\omega=\lambda+\nu^{2}$. Therefore $\operatorname{Pf}(S)=$ $\omega^{(n-1)^{2}}(a \nu+\lambda+b)^{n-1}$.

In Example 29 the matrix $\operatorname{red}\left(S_{k}\right)$ has one fewer nonzero band than the maximum that Proposition 9 predicts. This occurs because the extended sequence $0,1, a, a^{2}+b, a^{3}+2 a b, \ldots$, which includes the diagonal entries of $S_{k}$, continues to satisfy the recurrence $a_{n}=a a_{n-1}+$ $b a_{n-2}$. In the next example we compute the Pfaffian transform of the sequence of Lucas numbers, which satisfy the Fibonacci recurrence relation, but whose initial conditions are not compatible with prepending a 0 to the sequence.

Example 31. Suppose $a_{1}=2, a_{2}=1$, and $a_{n}=a_{n-1}+a_{n-2}$ for $n \geq 3$. Then we routinely find that for all $k \geq 1$,

$$
\operatorname{red}\left(S_{k}\right)=\left(\begin{array}{ccccccccc}
0 & 5 & -1 & 0 & \cdots & 0 & 0 & 0 & 0 \\
-5 & 0 & 5 & -1 & \cdots & 0 & 0 & 0 & 0 \\
1 & -5 & 0 & 5 & \cdots & 0 & 0 & 0 & 0 \\
0 & 1 & -5 & 0 & \ddots & 0 & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \ddots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \ddots & 0 & 5 & -1 & 0 \\
0 & 0 & 0 & 0 & \cdots & -5 & 0 & 5 & -1 \\
0 & 0 & 0 & 0 & \cdots & 1 & -5 & 0 & 2 \\
0 & 0 & 0 & 0 & \cdots & 0 & 1 & -2 & 0
\end{array}\right) .
$$

Therefore $\tilde{a}_{n}=f_{B, 2 n}^{0}(5,-1)$ for $n \geq 2$, where $B=\left(\begin{array}{cc}0 & 2 \\ -2 & 0\end{array}\right)$. By Proposition 24 and the expression for $A_{2}$ in (18), the denominator of the generating function for $\left\{\tilde{a}_{n}\right\}_{n=1}^{\infty}$ is $1-5 t+t^{2}$. In particular, $\tilde{a}_{1}=2, \tilde{a}_{2}=9$, and $\tilde{a}_{n}=5 \tilde{a}_{n-1}-\tilde{a}_{n-2}$ for $n \geq 3$.

Having found the Pfaffian transform for a variety of sequences satisfying a three-term recurrence relation, we now turn our attention to sequences satisfying a four-term recurrence relation. We begin with the so-called Tribonacci numbers, which satisfy the recurrence $a_{n}=a_{n-1}+a_{n-2}+a_{n-3}$.

Example 32. Suppose $a_{1}=a_{2}=1, a_{3}=2$, and $a_{n}=a_{n-1}+a_{n-2}+a_{n-3}$ for $n \geq 4$. Then we routinely find that for all $k \geq 1$,

$$
\operatorname{red}\left(S_{k}\right)=\left(\begin{array}{ccccccccc}
0 & 2 & 1 & 0 & \cdots & 0 & 0 & 0 & 0 \\
-2 & 0 & 2 & 1 & \cdots & 0 & 0 & 0 & 0 \\
-1 & -2 & 0 & 2 & \cdots & 0 & 0 & 0 & 0 \\
0 & -1 & -2 & 0 & \cdots & 0 & 0 & 0 & 0 \\
\vdots & \vdots & \ddots & \ddots & \ddots & \vdots & \vdots & \vdots & \\
0 & 0 & 0 & 0 & \ddots & 0 & 2 & 1 & 0 \\
0 & 0 & 0 & 0 & \cdots & -2 & 0 & 2 & 0 \\
0 & 0 & 0 & 0 & \cdots & -1 & -2 & 0 & 1 \\
0 & 0 & 0 & 0 & \cdots & 0 & 0 & -1 & 0
\end{array}\right) .
$$

Therefore $\tilde{a}_{n}=f_{B, 2 n}^{0}(2,1)$ for $n \geq 3$, where $B=\left(\begin{array}{ccc}0 & 2 & 0 \\ -2 & 0 & 1 \\ 0 & -1 & 0\end{array}\right)$. By Proposition 24 and the expression for $A_{2}$ in (18), the denominator of the generating function for $\left\{\tilde{a}_{n}\right\}_{n=1}^{\infty}$ is $1-2 t+t^{2}$. Since $\tilde{a}_{1}=1, \tilde{a}_{2}=2$, and $\tilde{a}_{3}=3$, it is routine to show that $\tilde{a}_{n}=n$ for all $n \geq 1$.

We conclude our examples by generalizing Example 32 in a somewhat more combinatorial direction. To set the stage for this generalization, we first recall the matchings polynomial of a graph.

Suppose $G$ is a graph with $n$ vertices, and recall that a $k$-matching in $G$ is a set of $k$ edges in $G$, no two of which share a vertex. Set $p(G, 0)=1$, and let $p(G, k)$ denote the number of $k$-matchings in $G$ for all $k \geq 1$. Then the matchings polynomial $\mu(G, x)$ of $G$ is defined by

$$
\mu(G, x)=\sum_{k \geq 0}(-1)^{k} p(G, k) x^{n-2 k}
$$

For instance, the matchings polynomial for the path $P_{n}$ with $n$ vertices is [8, p. 2]

$$
\mu\left(P_{n}, x\right)=\sum_{k \geq 0}(-1)^{r}\binom{n-k}{k} x^{2 n-k}
$$

For more information on the matchings polynomial, see [8, Chap. 1]. Here we give the Pfaffian transform of a certain family of sequences in terms of this polynomial.

Proposition 33. Suppose $a, b$, and $c \neq 0$ are constants and set $a_{1}=1, a_{2}=a$, and $a_{3}=a^{2}+b$. For all $n \geq 4$, set $a_{n}=a a_{n-1}+b a_{n-2}+c a_{n-3}$. Then

$$
\tilde{a}_{n}=c^{n+1} \mu\left(P_{n-1}, \frac{b+1}{c}\right)=c^{n+1} \sum_{k \geq 0}(-1)^{k}\binom{n-1-k}{k}\left(\frac{b+1}{c}\right)^{n-1-2 k}
$$

for all $n \geq 1$.
Proof. First note that

$$
\operatorname{red}\left(S_{n}\right)=\left(\begin{array}{ccccccccc}
0 & b+1 & c & 0 & \cdots & 0 & 0 & 0 & 0 \\
-b-1 & 0 & b+1 & c & \cdots & 0 & 0 & 0 & 0 \\
-c & -b-1 & 0 & b+1 & \cdots & 0 & 0 & 0 & 0 \\
0 & -c & -b-1 & 0 & \ddots & 0 & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \ddots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \ddots & 0 & b+1 & c & 0 \\
0 & 0 & 0 & 0 & \cdots & -b-1 & 0 & b+1 & 0 \\
0 & 0 & 0 & 0 & \cdots & -c & -b-1 & 0 & 1 \\
0 & 0 & 0 & 0 & \cdots & 0 & 0 & -1 & 0
\end{array}\right) .
$$

Now let $\sqrt{c}$ be any square root of $c$ and observe that

$$
\begin{equation*}
\operatorname{red}\left(S_{n}\right)=(\sqrt{c} I) T_{n}(\sqrt{c} I)^{t}, \tag{19}
\end{equation*}
$$

where

$$
T_{n}=\left(\begin{array}{ccccccccc}
0 & \frac{b+1}{c} & 1 & 0 & \cdots & 0 & 0 & 0 & 0 \\
-\frac{b+1}{c} & 0 & \frac{b+1}{c} & 1 & \cdots & 0 & 0 & 0 & 0 \\
-1 & -\frac{b+1}{c} & 0 & \frac{b+1}{c} & \cdots & 0 & 0 & 0 & 0 \\
0 & -1 & -\frac{b+1}{c} & 0 & \ddots & 0 & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \ddots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \ddots & 0 & \frac{b+1}{c} & 1 & 0 \\
0 & 0 & 0 & 0 & \cdots & -\frac{b+1}{c} & 0 & \frac{b+1}{c} & 0 \\
0 & 0 & 0 & 0 & \cdots & -1 & -\frac{b+1}{c} & 0 & c \\
0 & 0 & 0 & 0 & \cdots & 0 & 0 & -c & 0
\end{array}\right) .
$$

To compute $\operatorname{Pf}\left(T_{n}\right)$, first notice that any perfect matching in $K_{2 n}$ which contributes to $\operatorname{Pf}\left(T_{n}\right)$ must include the edge $(2 n-1,2 n)$, which will cross no other edges in the matching. Therefore

$$
\begin{equation*}
\operatorname{Pf}\left(T_{n}\right)=c f_{2 n-2}^{0}\left(\frac{b+1}{c}, 1\right) \tag{20}
\end{equation*}
$$

We now see that $\operatorname{Pf}\left(T_{n}\right)$ is a sum over perfect matchings in $C_{2 n-2}^{2}$; to each such perfect matching we associate a matching (not necessarily perfect) in the path $P_{n-1}$ with vertices $v_{1}, \ldots, v_{n-1}$. In particular, given a perfect matching $\alpha \vDash C_{2 n-2}^{2}$, the associated matching $\alpha^{\prime}$ in $P_{n-1}$ consists of those edges $\left(v_{i}, v_{i+1}\right)$ for which $(2 i-1,2 i+1)$ is an edge in $\alpha$. Since $\alpha$ is a matching in $C_{2 n-2}^{2}$, no two edges in $\alpha^{\prime}$ share a vertex, so $\alpha^{\prime}$ is a matching in $P_{n-1}$.

To show that we have a bijection between matchings in $P_{n-1}$ and perfect matchings in $C_{2 n-2}^{2}$, suppose $\alpha^{\prime}$ is a matching in $P_{n-1}$. To construct $\alpha$, first construct edges $(2 i-1,2 i+1)$ for each edge $\left(v_{i}, v_{i+1}\right)$ in $\alpha^{\prime}$. Now suppose $2 i-1$ is not yet incident with any edges in our partial $\alpha$. If $(2 i-2,2 i-1)$ were an edge in $\alpha$, then $\alpha$ would contain a perfect matching in $C_{2 i-3}^{2}$. But this is impossible, since $C_{2 i-3}^{2}$ has an odd number of vertices. Therefore to construct $\alpha$ we must connect every as-yet unmatched odd vertex $2 i-1$ with the even vertex $2 i$. Now suppose some even vertex $2 i$ is not yet incident with any edges in our partial $\alpha$. Then we must already have added $(2 i-1,2 i+1)$ or $(2 i-3,2 i-1)$ to $\alpha$. In the first case, adding $(2 i-2,2 i)$ to $\alpha$ forces a perfect matching of a graph with an odd number of vertices. However, $2 i+1$ is not connected with $2 i+2$, so we must include $(2 i, 2 i+2)$ in $\alpha$. By similar reasoning, in the second case we must include $(2 i-2,2 i)$ in $\alpha$. At this point every vertex in $C_{2 n-2}^{2}$ is incident with exactly one edge in $\alpha$, so $\alpha$ is a perfect matching. Moreover, by construction $\alpha^{\prime}$ is the perfect matching in $P_{n-1}$ associated with $\alpha$.

To complete the proof, suppose $\alpha$ is a perfect matching in $C_{2 n-2}^{2}$ and $\alpha^{\prime}$ is the associated matching in $P_{n-1}$. If $\alpha^{\prime}$ has $k$ edges then $\alpha$ has exactly $k$ edges of the form $(2 i-1,2 i+1)$, exactly $k$ edges of the form $(2 i, 2 i+2)$, and $n-1-2 k$ edges of the form $(2 i-1,2 i)$. By construction each edge of the form $(2 i-1,2 i+1)$ yields a crossing in $\alpha$, and all crossings in $\alpha$ are of this type. Moreover, the only edges in $\alpha$ whose weight is not 1 are those of the form $(2 i-1,2 i)$, each of which has weight $\frac{b+1}{c}$. Combining these observations, we find that

$$
\begin{equation*}
f_{2 n-2}^{0}\left(\frac{b+1}{c}, 1\right)=\sum_{k \geq 0}(-1)^{k} p\left(P_{n-1}, k\right)\left(\frac{b+1}{c}\right)^{n-1-2 k} \tag{21}
\end{equation*}
$$

Putting everything together, we have

$$
\begin{aligned}
\tilde{a}_{n} & =\operatorname{Pf}\left(\operatorname{red}\left(S_{n}\right)\right) & & \text { (by Prop. 9) } \\
& =\operatorname{Pf}\left((\sqrt{c} I) T_{n}(\sqrt{c} T)^{t}\right) & & (\text { by }(19)) \\
& =\operatorname{det}(\sqrt{c} I) \operatorname{Pf}\left(T_{n}\right) & & \text { (by Prop. 3) } \\
& =c^{n+1} f_{2 n-2}^{0}\left(\frac{b+1}{c}, 1\right) & & (\text { by }(20)) \\
& =c^{n+1} \mu\left(P_{n-1}, \frac{b+1}{c}\right) & & (\text { by }(21)),
\end{aligned}
$$

as desired.
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