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Abstract

In this paper, we develop a systematic tool to calculate the congruences of some
combinatorial numbers involving n!. Using this tool, we re-prove Kummer’s and Lucas’
theorems in a unique concept, and classify the congruences of the Catalan numbers cn

(mod 64). To achieve the second goal, cn (mod 8) and cn (mod 16) are also classified.
Through the approach of these three congruence problems, we develop several general
properties. For instance, a general formula with powers of 2 and 5 can evaluate cn (mod
2k) for any k. An equivalence cn ≡2k cn̄ is derived, where n̄ is the number obtained
by partially truncating some runs of 1 and runs of 0 in the binary string [n]2. By this
equivalence relation, we show that not every number in [0, 2k − 1] turns out to be a
residue of cn (mod 2k) for k ≥ 2.

1 Introduction

Throughout this paper, p is a prime number and k is a positive integer. We are interested
in enumerating the congruences of various combinatorial numbers modulo a prime power
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q := pk, and one of the goals of this paper is to classify Catalan numbers cn modulo 64. For
a prime modulus p, previous studies can be traced back to the famous Pascal’s fractal formed
by the parities of binomial coefficients

(
n
k

)
(see for example [22]). As a pioneer in this problem,

Kummer formulated the maximum power of p dividing
(

n
k

)
[14, see also Theorem 2.4]. Lucas,

another early researcher, developed the very useful calculating formula
(

n
k

)
≡p

∏

i

(
ni

ri

)
, where

“≡p” denotes the equivalence of congruence modulo p; and each ni (similarly for each ri)
is obtained from [n]p := 〈ns · · ·n1n0〉p denoting the sequence of digits representing n in the
base-p system [17, or see Theorem 2.5]. A generalization of Lucas’ Theorem for a prime
power was established by Davis and Webb [2]. The classical problem of Pascal’s triangle
also has versions for modulus 4 and modulus 8 [3, 13]. The behavior of Pascal’s triangle
modulo higher powers of p is more complicated. Some rules of the behavior are discussed by
Granville [12]. The reader can also refer to [11] for a survey of binomial coefficients modulo
prime powers.

Several other combinatorial numbers have been studied for their congruences, for ex-
ample, Apéry numbers [10, 18], Central Delannoy numbers [7] and weighted Catalan num-
bers [19].

The p-adic order of a positive integer n is denoted and defined as

ωp(n) := max{α ∈ N : pα|n}.

We also use pα‖n to denote the property that pα|n but pα+1|/n. The cofactor of n with respect
to pωp(n), which is denoted and defined as

CFp(n) :=
n

pωp(n)
,

is an important object in this paper. We also call CFp(n) the (maximal) p-free factor of n.
The value ωp indicates the divisibility by powers of p, which can be found in many previous
studies (see for example [5]). However, the studies on CFp was a little bit rare before. One
of formulae about CFp is that

CFp(

(
m

n

)

) ≡p (−1)ωp((m
n))

∏

i≥0

mi!

ni!ri!
, (1)

where r = m−n. This formula was found by each of Anton (1869), Stickelberger (1890) and
Hensel (1902). A generalized formula of (1) for modulus pk can be found in [11]. Recently,
Eu, Liu and Yeh used CFp to enumerate the congruences of Catalan numbers and Motzkin
number modulo 4 and 8 [8]. Note that this cofactor was denoted by NFp(n) in their paper.

Given a product
∏a

i=1 Mi of integers Mi, clearly ωp(
∏a

i=1 Mi) =
∑a

i=1 ωp(Mi) and usually
it is easy to calculate; but CFp(

∏a
i=1 Mi) (mod q) is more difficult to evaluate. However, q

and CFp(Mi) are coprime; so instead of considering the arithmetics in the ring Zq := Z/qZ,
we shall narrow our attention to the modulo multiplication group Z

∗
q := {t ∈ Zq | (t, q) = 1}.

To evaluate CFp (mod q), Eu, Liu and Yeh [8] recently introduced a new index Eq,t, the
t-encounter function of modulus q, with respect to a product

∏a
i=1 Mi is denoted and defined

as

Eq,t(
a∏

i=1

Mi) :=
a∑

i=1

χ(CFp(Mi) ≡q t),
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where χ is the Boolean function. If ωp(
∏a

i=1 Mi) ≥ k, then
∏a

i=1 Mi ≡q 0; otherwise

a∏

i=1

Mi ≡q pωp(
Qa

i=1
Mi)

∏

t∈Z∗
q

tEq,t(
Qa

i=1
Mi). (2)

The evaluation of
∏

t∈Z∗
q
tEq,t(

Qa
i=1

Mi) shall be operated in Z
∗
q. Alternatively and more effi-

ciently,
a∏

i=1

Mi ≡q pωp(
Qa

i=1
Mi)

∏

t∈Z
∗
q′

tEq′,t(
Qa

i=1
Mi), (3)

where q′ = pk′

with some k′ such that k − ωp(
∏a

i=1 Mi) ≤ k′ ≤ k.

Many combinatorial numbers are in form of quotient
∏a

i=1 Mi/
∏b

j=1 Nj. By analogy, let
us define

Eq,t(

∏a
i=1 Mi

∏b
j=1 Nj

) := Eq,t(
a∏

i=1

Mi) − Eq,t(
b∏

j=1

Nj),

and then
∏a

i=1 Mi
∏b

j=1 Nj

≡q pωp(
Qa

i=1
Mi)−ωp(

Qb
j=1

Nj)
∏

t∈Z∗
q

t
Eq,t(

Qa
i=1

Mi
Qb

j=1
Nj

)

. (4)

In this paper, we first investigate the most primitive product, namely the factorial n!,
and then study the Catalan number cn := (2n)!

(n+1)(n!)2
. By enumerating ω2 and Eq,t for q = 4

and 8, Eu, Liu and Yeh characterized the congruences of Catalan numbers and Motzkin
numbers modulo 4 and 8 [8]. Here we improve their calculating techniques and challenge
higher moduli up to 64.

It is well known that Z
∗
2k is isomorphic to C2 ×C2k−2 (k ≥ 2), and the group Z

∗
pk is cyclic

for any odd prime p. A breakthrough of our work is that by transforming the multiplica-
tive group Z

∗
n to the corresponding additive group and fitting

∏

t∈Z∗
q
tEq,t(

Qa
i=1

Mi) into an

admissible additive process, we can develop efficient and powerful formulae for enumerating
the congruences of many combinatorial numbers. With this new tool, the time-consuming
methods in [8] become easy applications.

We not only work for moduli 8, 16 and 64, but also develop several general properties. In
Theorem 4.4, we derive that cn (mod 2k) is equivalent to the multiple of certain powers of 2
and 5. In Corollaries 4.3, 4.5 and 5.4, we derive three easy formulae for cn (mod 2k) in case
that ω2(cn) = k − d for d = 1, 2, 3 respectively. In addition, Theorems 5.1 and 5.2 provide
two rough classifications for CF2(n!) and cn (mod 2k) respectively. The second classification
offers a shortcut to enumerate cn (mod 2k) when n is very large. It also implies Theorem 5.3,
which claims that not every number in [0, 2k − 1] admits to be a congruence of cn (mod 2k)
for k ≥ 2.

The paper is organized as follows. In Section 2, the tools CF2 and E2k,t, introduced by
Eu, Liu and Yeh [8], are generalized to work for any prime p, and then we re-prove Kummer’s
and Lucas’ Theorems using a unique idea—the concept of ωp and Eq,t. An isomorphism Tq

from the multiplicative group Z
∗
pk to an additive group is introduced in Section 3. Some

results for T2k(CF2(n!)) and T2k(CF2(cn)) are given there. In Sections 4, 5 and 6, we study
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the congruences of cn with moduli 8 (re-proving the result in [8]), 16 and 64, respectively.
Several comments for further research are given in Section 7, the final section.

2 ωp(n!) and Eq,t(n!); Borrows and Carries

Recall the p-adic order ωp and t-encounter function Eq,t defined in the previous section.
Since the factorial n! is the most elementary piece in the formulae of various combinatorial
numbers, it is crucial to investigate ωp(n!) and Eq,t(n!). The first lemma of this section is
generalized from the two similar lemmas in [8]. Before giving that lemma, we need some
new notation.

Let [a, b] := {a, a+1, . . . , b} for two integers a and b, where a ≤ b. Additionally, let [a, b]o
contain all odd numbers in [a, b]. Given a positive integer n, which is normally represented
by a decimal expansion using Arabic numerals 0, 1, . . . , 9, we want to transform it into a
base-p expansion using digits 0, 1, . . . , p − 1. Such an expansion is denoted as a sequence of
digits

[n]p := 〈nrnr−1 · · ·n1n0〉p,

provided pr ≤ n < pr+1 for some r ∈ N and n = nrp
r + nr−1p

r−1 + · · · + n1p + n0 with
ni ∈ [0, p − 1], where ni is called the i-th place digit of [n]p (or of n). For convenience, we
also let nr+1 = nr+2 = · · · = 0, but formally these 0’s of higher places do not belong to the
sequence [n]p. We can even define [0]p as an empty sequence. Reversely, we define

|〈nrnr−1 · · ·n1n0〉p| := nrp
r + nr−1p

r−1 + · · · + n1p + n0 = n.

Let ds(n) :=
∑

i≥s ni which is the digit sum starting from the s-th place. We simply let
d(n) = d0(n), called the total digit sum.

Lemma 2.1. Let q = pk, t ∈ Z
∗
q and [n]p = 〈nrnr−1 . . . n1n0〉p. The p-adic order ωp(n!) and

t-encounter function Eq,t(n!) are evaluated as follows:

ωp(n!) =
n − d(n)

p − 1
, (5)

Eq,t(n!) =
|〈nr · · ·nknk−1〉p| − dk−1(n)

p − 1
+

∑

i≥0

χ(|〈ni+k−1 · · ·ni+1ni〉p| ≥ t). (6)

Proof. We have

ωp(n!) =
s∑

k=1

⌊n/pk⌋

= |〈nrnr−1 . . . n2n1〉p| + |〈nrnr−1 . . . n2〉p| + · · · + |〈nr〉p|,

because ⌊n/pk⌋ counts the number of integers in [1, n] that are multiples of pk. From this
equation, the total contribution to ωp(n!) caused by nk is (pk−1 + pk−2 + · · · + 1)nk. Thus,

ωp(n!) =
∑s

k=1
(pk−1)

p−1
nk =

∑s
k=0

(pk−1)
p−1

nk = n−d(n)
p−1

and the proof of the first equation follows.
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The concept for the proof of the second equation is similar. For those m ∈ [1, n] with

the same order ωp(m) = i, the sum of their χ(m/pi ≡q t) equals
⌊

(⌊ n
pi ⌋ + (q − t))/q

⌋

. We

add q − t into the numerator because the terms occurring of congruence t are, from 1 to n,
the t-th, (t + q)-th, (t + 2q)-th, etc. Therefore, we have

Eq,t(n!) =
∑

i≥0

⌊

⌊ n
pi ⌋ + (q − t)

q

⌋

(7)

=
∑

i≥k−1

(pi−k+1 − 1)ni

p − 1
+

∑

i≥0

χ(|〈ni+k−1 · · ·ni+1ni〉p| ≥ t) (8)

=
|〈nr · · ·nknk−1〉p| − dk−1(n)

p − 1
+

∑

i≥0

χ(|〈ni+k−1 · · ·ni+1ni〉p| ≥ t),

where the second summation in (8) counts the effect of the floor function caused by q − t in
(7), while the first summation is obtained by ignoring q − t.

Note that equation (5) is the Legendre formula. For convenience, we shall evaluate the
two terms in (6) separately. Let Eq,t(n!) := E ′

q(n!) + E ′′
q,t(n!) by defining

E ′
q(n!) :=

|〈nr · · ·nk−1〉p| − dk−1(n)

p − 1
, and (9)

E ′′
q,t(n!) :=

∑

i≥0

χ(|〈ni+k−1 · · ·ni+1ni〉p| ≥ t). (10)

Also note that the digit nk−1 actually does not affect the value of E ′
q(n!). It is the same as

for n0 to ωp(n!).
The products (m + n)! and (m − n)! also occur frequently in the formulae of various

combinatorial numbers. To apply Lemmas 2.1 directly, we have to realize every digit in
[m + n]p and [m − n]p. Can we simply rely on the digits in [m]p and [n]p without operating
summation m + n and subtraction m − n completely? We fulfill this idea in the following.

Given nonnegative integers m ≥ n and i ≥ j, let us define

β+
p (m,n; i, j) := χ(|〈mimi−1 · · ·mj〉p| + |〈nini−1 · · ·nj〉p| ≥ pi−j+1),

β−
p (m,n; i, j) := χ(|〈mimi−1 · · ·mj〉p| < |〈nini−1 · · ·nj〉p|),

and briefly let β+
p (m,n; i) := β+

p (m,n; i, 0) and β−
p (m,n; i) := β−

p (m,n; i, 0), which indicate
respectively the possible carry and borrow transmitting between the i-th and the (i + 1)-st
places when we operate summation m+n and subtraction m−n in the base-p system. Define

Cp(m,n) :=
∑

i≥0

β+
p (m,n; i) and

Bp(m,n) :=
∑

i≥0

β−
p (m,n; i),

which are respectively the numbers of total carries for (operating) m + n and total borrows
for m − n.
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Lemma 2.2. Let m,n, i ∈ N with m ≥ n. In the base-p system, we have

d(m + n) = d(m) + d(n) − (p − 1)Cp(m,n) and

d(m − n) = d(m) − d(n) + (p − 1)Bp(m,n).

Proof. Let us observe the “net contribution” to d(m + n) made by the two i-th place
digits in [m]p and [n]p, when operating m + n in the base-p system. We claim that this net
contribution is

mi + ni − β+
p (m,n; i)(p − 1).

The first equation of the lemma directly follows this claim.
If no carry occurs at the i-th place, then (m+n)i = mi +ni +β+

p (m,n; i−1). So (m+n)i

(as well as the digit sum d(m + n)) simply obtains net contribution mi + ni from these two
digits. Note that β+

p (m,n; i − 1) may increase (m + n)i; however, as for “net contribution”
it has been counted at the (i − 1)-st place. If a carry occurs, both (m + n)i and (m + n)i+1

are effected, while (m + n)i turns to be mi + ni + β+
p (m,n; i− 1)− p and (m + n)i+1 obtains

an extra 1 = β+
p (m,n; i). Thus, the net contribution to d(m + n) causing by mi and ni is

then mi + ni − p + 1. So the claim follows.
By a similar way, we can explain why (p − 1)Bp(m,n) must be added into the second

equation.

Now applying Lemmas 2.1 and 2.2, we obtain the following result.

Lemma 2.3. Let n ≥ n and suppose [m]p = 〈. . . m1m0〉p and [n]p = 〈. . . n1n0〉p. Than

ωp((m + n)!) =
m + n − d(m) − d(n)

p − 1
+ Cp(m,n) and

ωp((m − n)!) =
m − n − d(m) + d(n)

p − 1
− Bp(m,n).

Both Eq,t((m + n)!) and Eq,t((m−n)!) are useful, but not in this paper; so we skip them
here. Before ending this section, we use ωp and Eq,t to re-prove the following two famous
and useful theorems.

Theorem 2.4 (Kummer, 1852 [14]). Let p be a prime and m,n ∈ N with m ≥ n. Then we
have

ωp(

(
m + n

m

)

) = Cp(m,n) and

ωp(

(
m

n

)

) = Bp(m,n).

Proof. By Lemmas 2.1 and 2.3, we derive

ωp(

(
m + n

m

)

) = ωp((m + n)!) − ωp(m!) − ωp(n!)

=

[
m + n − d(m) − d(n)

p − 1
+ Cp(m,n)

]

−
m − d(m)

p − 1
−

n − d(n)

p − 1

= Cp(m,n).
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The proof for ωp(
(

m
n

)
) is similar.

Theorem 2.5 (Lucas, 1877 [17]). The binomial coefficient modulo a prime p can be computed
as follows (

m

n

)

≡p

∏

i≥0

(
mi

ni

)

,

where 〈· · ·m1m0〉p and 〈· · ·n1n0〉p are the expansions of m and n in the base-p system,
respectively.

Proof. We may assume that mi ≥ ni for all i. Because mi < ni means that a borrow
occurs and then p|

(
m
n

)
by Kummer’s Theorem. Also

(
mi

ni

)
= 0 is due to mi < ni. So the

stated equivalence holds. By assumption, we have ωp(
(

m
n

)
) = 0 and (m−n)i = mi−ni. Now

applying (4), we see
(

m

n

)

≡p

∏

t∈[1,p−1]

tEp,t(m!)−Ep,t(n!)−Ep,t((m−n)!)

=
∏

t∈[1,p−1]

t
P

i≥0
[χ(mi≥t)−χ(ni≥t)−χ((m−n)i≥t)] (11)

=
∏

i≥0

∏

t∈[1,p−1]

tχ(mi≥t)−χ(ni≥t)−χ(mi−ni≥t)

=
∏

i≥0

tEp,t(mi!)−Ep,t(ni!)−Ep,t((mi−ni)!) (12)

≡p

∏

i≥0

(
mi

ni

)

.

Among these equivalences and equations, both (11) and (12) are due to Lemma 2.1 and
three E ′(·) canceling each other; the last equivalence is because there is no borrow.

The reader can also find a very neat proof of Lucas’ Theorem in [9]. That proof is
based on the Binomial Expansion Theorem and a simple fact that p|

(
p
r

)
for a prime p and

r = 1, 2, . . . , p−1. Another kind of proof uses induction to substitute the Binomial Expansion
Theorem. In contrast, our new proof requires neither. Even more appealing is that our new
proofs of Kummer’s and Lucas’ Theorems are united in a single idea—the concept of ωp and
Ep,t.

3 Transforming Z
∗
q to an additive group

For performing the power of t and the product
∏

appearing in CFp(n!) ≡q

∏

t∈Z∗
q
tEq,t(n!),

we need to work on the domain (Z∗
q,×q) (modulo multiplication group). But operating ×q is

complicated. We simplify this cumbersome operation by transforming (Z∗
q,×q) to an additive

group under isomorphism as follows:

(Z∗
2k ,×q) ∼= (C2 × C2k−2 , +) for k ≥ 2; (13)

(Z∗
pk ,×q) ∼= (Cpk−1(p−1), +) for an odd prime p, (14)
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Table 1: The first few example for the isomorphisms (Z∗
2k ,×q) ∼= (C2 × C2k−2 , +)

0 1
0 1 5
1 3 7

0 1 2 3
0 1 5 9 13
1 7 3 15 11

0 1 2 3 4 5 6 7
0 1 5 25 29 17 21 9 13
1 15 11 23 19 31 27 7 3

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
0 1 5 25 61 49 53 9 45 33 37 57 29 17 21 41 13
1 31 27 7 35 47 43 23 51 63 59 39 3 15 11 55 19

where Cm represents a cyclic group of order m. Please, refer to [20] and also see example in
Table 1 as q = 8, 16, 32, 64.

In the rest of the paper, we focus only on p = 2. To limit the length of this paper, we will
collect the results for an odd prime power modulus in a more extensive paper in the future.

The multiplication in (Z∗
q,×q) is then easily carried out through the corresponding addi-

tion in (C2 × C2k−2 , +). For instance,

75 ×16 1115 ≡16 T16
−1(5 T16(7) + 15T16(11))

≡16 T16
−1(5 (1, 0) + 15 (1, 3))

≡16 T16
−1((1, 0) + (1, 1))

≡16 T16
−1((0, 1))

≡16 5,

where T16 is the isomorphism from Z
∗
16 to C2 × C4 demonstrated in Table 1.

Let q = 2k. The isomorphism

Tq : (Z∗
q,×q) → (C2 × Cq/4, +) for k ≥ 2,

is constructed as follows. We use x or (b, u) to denote an element of C2 × Cq/4, and define
Tq(t) := x(t) = (b(t), uq(t)). As notation, b(t) has no subscript q for a reason that will be
explained latter. The most trivial case is T4 such that b(1) = 0, b(3) = 1 and u4(t) ≡ 0, a
constant function.

We assume k ≥ 3 in this paragraph only. Define Z
∗,1
q := {t ∈ Z

∗
q | t ≡4 1} and

Z
∗,3
q := {t ∈ Z

∗
q | t ≡4 3}. Clearly, Z

∗,1
q is a subgroup of Z

∗
q and Z

∗,3
q is the unique coset. It is

also easy to prove by induction that [5(2k−2)]2 = 〈· · · 1 0 · · · 0
︸ ︷︷ ︸

k − 1 zeros

1〉2 ≡2k 1 and Z
∗,1
q is a cyclic

group with 5 as a generator. Therefore, we can make

Tq(Z
∗,1
q ) = {(0, u) | u ∈ Cq/4} with Tq(5) = (0, 1), and

Tq(Z
∗,3
q ) = {(1, u) | u ∈ Cq/4}.
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The reason of no subscript q for b(t) is now clear, because we must have

b(t) =

{
0 if t ≡4 1
1 if t ≡4 3

}

= t1 where [t]2 = 〈· · · t2t11〉2, (15)

which is independent on q. The isomorphism uq : Z
∗,1
q → Cq/4 is now well defined by

uq(5) = 1. Precisely, uq(t) equals the minimal nonnegative integer u such that 5u ≡q t. As
for those t ∈ Z

∗,3
q , let t̂ ∈ Z

∗,1
q be the unique element satisfying t + t̂ ≡q q/2 and then define

uq(t) := uq(t̂). We leave the check that Tq is really an isomorphism to the reader.
Let us extend the domain of uq from Z

∗
q to Zo, the set of odd integers, by simply defining

uq(t) := uq(t (mod q)) for any odd integer t. The following are three fundamental formulae
about uq.

Lemma 3.1. Given integers k′ > k ≥ 2 and q′ := 2k′

, q := 2k, we have

uq′(t) (mod q
4
) = uq(t) for any t ≡4 1;

uq′(t) (mod q
8
) = uq(t) (mod q

8
) for any t ≡4 3 and k ≥ 3;

uq′(t) (mod q
4
) = uq(t) + q

8
χ for any t ≡4 3 and k ≥ 3,

where χ is either 0 or 1.

Proof. The assertion can be more general by plugging two odd integers t′, t ∈ Zo with
t′ ≡q t into the both sides of each equation respectively. In case that t′, t ≡4 1, by definition
5uq′ (t

′) ≡q′ t′ ≡q t ≡q 5uq(t) or 5uq′ (t
′) ≡q 5uq(t) in short. Since 5 is a generator of Z

∗,1
q with

order q
4
. Thus, uq′(t

′) ≡q/4 uq(t) and the first equation (not equivalence) holds because
uq(t) ∈ [0, q

4
− 1].

Suppose t′ ≡q t and both t′, t ≡4 3. We find the two numbers t̂′, t̂ ≡4 1 with t̂′ ≡q′
q′

2
− t′

and t̂ ≡q
q
2
− t, so that uq′(t

′) := uq′(t̂′) and uq(t) := uq(t̂) by definition. Clearly, t̂′ ≡q/2 t̂;
so we can plug these two respectively into the both sides of the first equation of the lemma.
Thus, we get uq′(t̂′) (mod q

8
) = uq/2(t̂) and then reach the general version of the second

equation of the lemma as follows

uq′(t
′) (mod

q

8
) = uq/2(t) = uq(t) (mod

q

8
),

where the second equation is a special case of the first one provided that t′ = t and q′ = q.
The last equation of the lemma is a direct result of the second one.

Directly from Table 1, we have

u8(t) = t2, and
u16(t) = t1 + t2 + 2t3 − 2t1t2.

(16)

The greater the power q = 2k, the more complicated uq(t) is. Comparing with the compli-
cation of the second entry in Tq(t) = (b(t), uq(t)), the inverse Tq

−1 is much easier to describe
as follows:

Tq
−1(b, u) ≡q

{
5u if b = 0
2k−1 − 5u if b = 1

}

≡q 2k−1b + (−1)b5u for k ≥ 2. (17)
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T2k(CF2(n!)) and T2k(CF2(cn))

The argument in this subsection will show a difference in Tpk(CFp(·)) between the cases
p = 2 and p being an odd prime. This is another reason why we divide our discussion into
two papers.

Let us extend the domain of uq from Z
∗
q to the set of odd integers, by simply define

uq(t) := uq(t (mod q)). In general, we have

Tq(CF2(
a∏

i=1

Mi)) =
∑

t∈Z∗
q

Eq,t(
a∏

i=1

Mi) Tq(t) (18)

=
∑

x∈C2×Cq/4

Eq,Tq
−1(x)(

a∏

i=1

Mi)x. (19)

Any term of Eq,t(
∏a

i=1 Mi) that is independent on t finally contributes (0, 0) in total to the
above summation due to a simple algebraic property as follows:

∑

x∈C2×Cq/4

x = |Cq/4|
∑

b∈C2

(b, 0) + |C2|
∑

u∈Cq/4

(0, u) = 2k−2(1, 0) + 2 (0, 2k−3) = (0, 0), (20)

when k ≥ 3. A corresponding property is that
∏

t∈Z
∗

2k

t = 1 for k ≥ 3 or k = 1. (21)

By Lemma 2.1, the partial term E ′
q(n!) is independent on t; so we have

∑

x∈C2×Cq/4

E ′
q(n!)x =

(0, 0) and we can ignore E ′
q(n!). Thus, if the formal product is n!, we improve (18) by a

better formula as follows:

Tq(CFp(n!)) = (b(CFp(n!), uq(CFp(n!)) =
∑

t∈Z∗
q

E ′′
q,t(n!) (b(t), uq(t)). (22)

However, the property (21) fails when k = 2 or p is an odd prime; so (22) does not work in
this condition.

As for k = 2, not only the isomorphism Z
∗
4
∼= C2 is trivial, but also

CF2(n!) ≡4 (−1)E4,3(n!) = (−1)r(n)+n
0
+n

1 = (−1)d
2
(n)+c

2
(n), (23)

shown by Lemma 2.1 in [8], is a easy formula. Apart from n0, n1 and d
2
, we have not defined

some new notation in (23) yet. Over the sequence [n]2, let r(n) be the number of runs of 1,
and let c

2
(n) :=

∑

i≥0 χ(ni = ni+1 = 1), i.e., the number of the consecutive pairs of 1. The
last equality in (23) is due to the simple fact that c

2
(n) = d(n)− r(n). By (15) and (23), we

conclude that

b(CF2(n!)) ≡2 r(n) + n0 + n1 ≡2 d2(n) + c
2
(n) ≡2 zr(n) + n1. (24)

The last equivalence will be explained later in (28).
In the following three sections, we develop formulae of Tq(CFp(n!)) for q = 8, 16, 32 and

64, and also to evaluate the Catalan number, cn, modulo 8, 16 and 64. (We skip 32.) The
problem of cn (mod 2) can be easily solved by Lucas’ Theorem. For the problem of cn (mod
4), please refer to [8].
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4 b(CF2(n!)) and u8(CF2(n!)); Catalan numbers modulo

8

Given a multi-subset M and a subset T of Zq, let #(M, T ) be the number of elements (with
multiplicity) in M belonging to T . Define a multi-set

Sk(n) := {|〈nk+i−1 . . . ni+1ni〉2|}
r
i=0,

where [n]2 = 〈nr · · ·n1n0〉2 and 〈nk+i−1 . . . ni+1ni〉2 is a k-segment contained in the se-

quence 〈

k−1
︷ ︸︸ ︷

0 · · · 00 nr · · · n1n0〉2. For example, given [n]2 = 〈100110000101〉2 we have S3(n) :=
{5, 2, 1, 0, 0, 4, 6, 3, 1, 4, 2, 1} if we check all k-segments from right to left, and #(S3(n), {3, 4}) =
3.

The following counting formulae for #(S3(n), {t}) are easy to check.

#(S3(n), {3}) =
∑

i≥0

χ(〈ni+2ni+1ni〉 = 〈011〉) = r(n) − r1(n); (25)

#(S3(n), {4}) =
∑

i≥0

χ(〈ni+2ni+1ni〉 = 〈100〉) = zr(n) − zr1(n); (26)

#(S3(n), {5}) =
∑

i≥0

χ(〈ni+2ni+1ni〉 = 〈101〉) = zr1(n) − n1(1 − n0);

#(S3(n), {6}) =
∑

i≥0

χ(〈ni+2ni+1ni〉 = 〈110〉) = r(n) − r1(n) − n0n1,

where r1(n) is the number of isolated 1 in [n]2, zr(n) the number of runs made by 0, and
zr1(n) the number of isolated 0. Referring to (10), (22) and Table 1 for Z

∗
8
∼= C2 × C2, we

derive

E ′′
8,3(n!) (1, 0) = (

∑

i≥0

χ(|〈ni+2ni+1ni〉p| ≥ 3), 0) = (#(S3(n), {3, 4, 5, 6, 7}), 0),

E ′′
8,5(n!) (0, 1) = (0,

∑

i≥0

χ(|〈ni+2ni+1ni〉p| ≥ 5) = (0, #(S3(n), {5, 6, 7})), and

E ′′
8,7(n!) (1, 1) =

[∑

i≥0

χ(|〈ni+2ni+1ni〉p| ≥ 7)
]

(1, 1) = (#(S3(n), {7}), #(S3(n), {7})).

Summing up the above three, we obtain

T8(CF2(n!)) = (b(CF2(n!)), u8(CF2(n!)))

= (#(S3(n), {3, 4, 5, 6}), #(S3(n), {5, 6})) (mod 2) (27)

= (zr(n) + n1, r(n) + r1(n) + zr1(n) + n1) (mod 2) (28)

= (r(n) + n0 + n1, r(n) + r1(n) + zr1(n) + n1) (mod 2). (29)

The last equation is due to the fact r(n) = zr(n) + n0. This equation also explains the last
equivalence in (24). Again we see the fact that b(CF2(n!)) is independent on q.

In the rest of this section, we re-prove the following theorem, which was first shown in [8],
through an easier approach.
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Theorem 4.1 (Eu, Liu and Yeh, 2008 [8]). Let cn be the n-th Catalan number. Then
cn 6≡8 3, 7 for any n. And for the other congruences, we have

cn ≡8







1 if n = 0 or 1;
2 if n = 2a + 2a+1 − 1 for some a ≥ 0;
4 if n = 2a + 2b + 2c − 1 for some c > b > a ≥ 0;
5 if n = 2a − 1 for some a ≥ 2;
6 if n = 2a + 2b − 1 for some b − 2 ≥ a ≥ 0;
0 otherwise.

We first discuss some general properties for modulus q = 2k. Since cn = 1
n+1

(
2n
n

)
=

(2n)!
(n+1)(n!)2

, by Lemma 2.1 we have

ω2(cn) = [2n − d(2n)] − ω2(n + 1) − 2[n − d(n)]

= 2n − d(n) − min{i | ni = 0} − 2n + 2d(n)

= d(n) − min{i | ni = 0}

= d(n + 1) − 1.

The last equation is due to the fact that min{i | ni = 0} is the length of the run of 1 starting
at the 0-th place of [n]2. In the process of proving Theorem 4.1, the above result for ω2(cn)
provides a new proof of the next theorem.

Theorem 4.2 (Deutsch and Sagan, 2006 [4]). For n ∈ N we have

ω2(cn) = d(n + 1) − 1 = d(n) − min{i | ni = 0}.

When we deal with cn modulo 2k, this theorem suggests that [n]2 be bisected into two
particular segments as follows:

〈

The rightmost is a 0.
︷ ︸︸ ︷

10 · · · 1100 1 · · · 1
︸ ︷︷ ︸

This segment of all 1 might be empty.

〉2 (30)

We call these two segments the principal segments of [n]2 and use [2α]2 and 〈1β〉2 to denote
them respectively, where α, β ∈ N and 1β means a string of 1 of length β. We use 2α because
its 0-th place digit must be 0. Equivalently, we can also define

α :=
CF2(n + 1) − 1

2
, and

β := ω2(n + 1) = min{i | ni = 0}.

Here we find that the notation α is good to use in the following property which directly
follows Theorem 4.2.

Corollary 4.3. In general, we have ω2(cn) = d(α). In particular, cn ≡q 0 if and only if
d(α) ≥ k, and cn ≡q q/2 if and only if d(α) = k − 1.
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Due to this corollary, from now on we focus only on d(α) ≤ k − 2. Let us examine
T8(CF2(n!)). Its first entry is enumerated by using (15) and (24) as follows:

b(CF2(cn)) ≡2 [zr(2n) + (2n)1] − b(CF2(n + 1)) − 2[zr(n) + n1]

≡2 [(zr(n) + n0) + n0] + b(2α + 1)

≡2 zr(n) + α0

≡2 (zr(α) + α0) + α0

≡2 zr(α). (31)

Since b(CF2(cn)) is independent on q, this identity derives a general formula as follows.

Theorem 4.4. Let n ∈ N, q = 2k with k ≥ 2, and α = (CF2(n + 1) − 1)/2. Then we have

cn ≡q (−1)zr(α)2d(α)5uq(CF2(cn)). (32)

In particular, when k = 2 we have

cn ≡4 (−1)zr(α)2d(α). (33)

Proof. By (17), Theorem 4.2 (or Corollary 4.3) and the result of b(CF2(cn)) in (31),
we have

cn ≡q 2ω2(cn)
[
2k−1b + (−1)b5u

]

≡q 2d(α)
[
2k−1zr(α) + (−1)zr(α)5uq(CF2(cn))

]
.

We finish the proof of the first assertion after considering two cases: d(α) = 0 (which implies
zr(α) = 0) and d(α) ≥ 1. Notice that u4(t) = 0 and then the second assertion follows.
The equivalence (33) is actually a rewrite of Eu, Liu and Yeh’s result in [8]. The immediate

consequence that cn 6≡4 3 was also given by them. The following two auxiliary corollaries
directly follows Theorem 4.4.

Corollary 4.5. Let n, k ∈ N with k ≥ 3, α = (CF2(n + 1) − 1)/2 and d(α) = k − 2. We
have

cn ≡q (−1)zr(α) q

4
.

Corollary 4.6. Let n ∈ N and α = (CF2(n + 1) − 1)/2. We have

CF2(cn) ≡4 (−1)zr(α).

Corollary 4.5 solves the case d(α) = k − 2 and is an improvement of Corollary 4.3. We will
deal with the case d(α) = k − 3 by Corollary 5.4 in the next section.

Formula (32) offers a general method to enumerate cn (mod 2k), but it does not offer
the classification like Theorem 4.1. On the other hand, Table 1 provides an easier way
without calculating 5uq when k is small. We use the second way to classify cn modulo 8,
16 and 64. However, the enumeration of uq(CF2(cn)) is crucial through either way. The
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formula for uq(CF2(cn)) of course depends on q and the large is k, the more complicated is
it. Fortunately, what we need here is u8(CF2(cn)) which is quit easy as follows:

u8(CF2(cn)) ≡2 [r(2n) + r1(2n) + zr1(2n) + (2n)1] − u8(CF2(n + 1)) (34)

−2[r(n) + r1(n) + zr1(n) + n1]

≡2 r(n) + r1(n) + [zr1(n) + n0 − n1(1 − n0)] + n0 + u8(2α + 1)

= [r(α) + χ(β ≥ 1)] + [r1(α) + χ(β = 1)] + [zr1(α) + α0 − α1(1 − α0)]

−[χ(β ≥ 2) + χ(α = 1)χ(β = 0)]χ(β = 0) + α1

≡2 χ(β ≥ 2) + χ(α = 1, β = 0) + r(α) + r1(α) + zr1(α) + α0(1 − α1). (35)

By the formula of u8(CF2(cn)), we can finish the mission of this section. Let us rewrite
Theorem 4.1 in a new format using α and β as follows. The equivalence of these two
theorems is easy to check.

Theorem 4.7. Given n ∈ N, let α = CF2(n+1)−1
2

and β = min{i | ni = 0}. We have

cn ≡8







1
5

}

if d(α) = 0 and

{
β = 0 or 1,
β ≥ 2,

2
6

}

if d(α) = 1 and

{
α = 1,
α ≥ 2,

4 if d(α) = 2,
0 if d(α) ≥ 3.

Proof. The congruences 0, 2, 4 and 6 can be easily solved by Corollaries 4.3 and 4.5.
The only remaining case is d(α) = 0. In this case, every term related to α turns to be 0
in (35). Then plug into (32) and obtain

cn ≡8 (−1)0205χ(β≥2) ≡8 5χ(β≥2).

Therefore, cn ≡8 1 if and only if [n]2 = 〈1〉2 or it is an empty sequence, and cn ≡8 5 if and
only if [n]2 = 〈1β〉2 for β ≥ 2. The proof is complete now.

5 u16(CF2(n!)); Catalan numbers modulo 16

Since we already know ω(cn) = d(α) and b(CF2(cn)) = zr(α), to enumerate cn (mod q) now
relies on uq(CF2(cn)), which depends on uq(CF2(n!)) further. Of course, directly dealing
with modulus 64 will fill the unsolved gape for both moduli 16 and 32; however, when q is
larger uq(CF2(n!)) becomes more complicated. In order to deal with modulus 64 smoothly,
we consider solving the problem of cn (mod 16) as a necessary practice and preparation.

First of all, we state a general formula of uq(CF2(n!)) for any q = 2k. By (10) and (22),
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we derive that

uq(CF2(n!)) ≡q/4

∑

t∈Z∗
q

E ′′
q,t(n!) uq(t)

=
∑

t∈Z∗
q

χ(|〈ni+k−1 · · ·ni+1ni〉2| ≥ t) uq(t)

=
∑

t∈Z∗
q

#(S(n), [t, q − 1]) uq(t)

=
∑

s∈[1,q−1]

#(S(n), {s})
∑

t∈[1,s]o

uq(t) (36)

=
∑

s∈[3,q−2]

#(S(n), {s})
∑

t∈[3,s]o

uq(t) (37)

=
∑

s∈[3,q−3]o

#(S(n), {s, s + 1})
∑

t∈[3,s]o

uq(t) (38)

where [1, s]o is the set of odd integers in [1, s]. Note that
∑

t∈[1,s]o
uq(t) =

∑

t∈[3,s]o
uq(t) for

uq(1) = 0. For this reason, we eliminate s = 1, 2 in the first summation of (36). Moreover,
we eliminate s = q − 1 because

∑

t∈[1,q−1]o
uq(t) = 0 (see the second entry in (20)). The last

formula (38) is because
∑

t∈[3,s]o
uq(t) =

∑

t∈[3,s+1]o
uq(t) for any odd s.

Depending on k, there are several kinds of k-segments (we mean [t]2 for t ∈ [0, q −
1]) irrelevant to the counting in (37). For example, we see in (27) that u8(CF2(n!)) only
counts on the 3-segments [5]2 and [6]2 appearing in [n]2, and it is irrelevant to the other
3-segments. However, we shall only focus on the two kinds of k-segments of irrelevance that
are independent on k, i.e., [0]2 = 〈0k〉2 and [q − 1]2 = 〈1k〉2. Because of the irrelevancy
of these two kinds of k-segments appearing in [n]2, we conclude an important property as
follows:

Theorem 5.1. Given n ∈ N, let m be an integer such that [m]2 is obtained by either
extending or truncating some runs of 0 or 1 of length ≥ k − 1 in [n]2 to be different length
but still ≥ k − 1. We have b(CF2(n!)) = b(CF2(m!)) and uq(CF2(n!)) = uq(CF2(m!)), and
then

CF2(n!) ≡q CF2(m!).

Proof. The proof of the second identity was stated in head of the theorem. The first
one is due to the fact b(CF2(n!)) ≡2 zr(n) + n1 together with zr(n) = zr(m) and n1 = m1.
The last equivalence is a direct consequence.

We use ṅ to denote the integer such that [ṅ]2 is obtained by truncating every run of 1 of
length ≥ k in [n]2 to be exactly length k−1, without changing any run of 0. Also let n̈ is the
number obtained by truncating every run of 0 and run of 1 by the same way. For instance, let
k = 3 and [n]2 = 〈100011101111〉2 then [ṅ]2 = 〈100011011〉2 and [n̈]2 = 〈10011011〉2. Note
that both ṅ and n̈ depend on k, but we do not mark k for convenience. To avoid confusion,
it should be remembered which k is discussed.
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From (37), let us use the isomorphism Z
∗
16

∼= C2 ×C4 in Table 1 to construct a new table
as follows:

s ∈ [3, 13]o ⊆ Z
∗
16 3 5 7 9 11 13

u16(s) ∈ C4 1 1 0 2 3 3
∑

t∈[3,s]o
u16(s) (mod 4) 1 2 2 0 3 2

The last row of this table records the accumulations according to the second row. Now plug
these accumulations into (38) and Lemma 5.1 to obtain

u16(CF2(n!)) ≡4 #(S4(ṅ), {3, 4}) + 2#(S4(ṅ), {5, 6, 7, 8, 13, 14}) + 3#(S4(ṅ), {11, 12})

= #(S4(ṅ), {3, 4, 52, 62, 72, 82, 113, 123, 132, 142}) (39)

where the second line is a comprehensible modification for #(·, ·) as weighted counting ac-
cording each superscript. Notice that the weights of t (odd) and t + 1 (even) are the same.
Also notice that we can replace ṅ with n̈ in this formula.

Since formula (39) is still too rough to use, we partition it into four disjoint parts and
then simplify them. In the following, we consider [t]2 and t the same element to plug into
#(S4(ṅ, {·}), and x means an unspecified binary digit.

A := #(S4(ṅ), {4}) + 2#(S4(ṅ), {5, 6, 7})

= #(S4(ṅ), {〈0100〉2}) + 2
[
#(S4(ṅ), {〈01xx〉2}) − #(S4(ṅ), {〈0100〉2})

]

= 2r(⌊
ṅ

4
⌋) − #(S4(ṅ), {〈0100〉2})

= 2[r(ṅ) − ṅ1(1 − ṅ2) − ṅ0(1 − ṅ1)] − #(S4(ṅ), {〈0100〉2});

B := 3#(S4(ṅ){12}) + 2#(S4(ṅ), {13, 14}),

= 3#(S4(ṅ){〈1100〉2}) + 2
[
#(S4(ṅ), {〈11xx〉2}) − #(S4(ṅ), {〈1100〉2})

]
(40)

= 2#(S4(ṅ), {〈11xx〉2}) + #(S4(ṅ){〈1100〉2})

= 2c
2
(⌊

ṅ

4
⌋) + #(S4(ṅ), {〈1100〉2})

= 2[c
2
(ṅ) − ṅ0ṅ1 − ṅ1ṅ2] + #(S4(ṅ), {〈1100〉2});

C := #(S4(ṅ), {3}) − #(S4(ṅ), {11})

= #(S4(ṅ), {〈0011〉2}) −
[
#(S4(ṅ), {〈x011〉2}) − #(S4(ṅ), {〈0011〉2})

]

= 2#(S4(ṅ), {〈0011〉2}) − #(S3(ṅ), {〈011〉2})

= 2#(S4(ṅ), {〈0011〉2}) − r(ṅ) + r1(ṅ); (41)

D := 2#(S4(ṅ), {8})

= 2#(S4(ṅ), {〈1000〉2})

We obtain (40) because 〈11xx〉2 has four types [12]2, [13]2, [14]2, and [15]2 = 〈1111〉2, but 15
never appears in S4(ṅ) for the truncation property of ṅ. We obtain (41) by referring to (25).
Now collecting the four results above with a simple arrangement and referring to (26), we
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obtain

u16(CF2(n!)) ≡4 u16(CF2(ṅ!) (42)

≡4 2
[
r(ṅ) + c

2
(ṅ) + ṅ0 + ṅ1 + #(S4(ṅ), {〈0011〉2, 〈1100〉2, 〈1000〉2})

]

+r1(ṅ) − r(ṅ) − #(S4(ṅ), {〈0100〉2, 〈1100〉2})

= 2
[
c

2
(ṅ) + ṅ0 + ṅ1 + #(S4(ṅ), {〈0011〉2, 〈1x00〉2})

]

+r1(ṅ) + r(ṅ) + zr1(ṅ) − zr(ṅ). (43)

Remark. In (40), we do use the property that [ṅ]2 contains no sub-sequence 〈14〉2, whereas
it does not matter for the existence of 〈04〉2 in [ṅ]2. Therefore, to apply (43), truncating
every run of 1 in [n]2 is compulsory; however, truncating a run of 0 is optional. In other
words, we can truncate or extend any run of 0 as long as we maintain the length ≥ k − 1.

We are ready to develop u16(CF2(cn)). For this problem, we interpret [n]2 as its two
segments [2α]2 and 〈1β〉2 defined in (30). Similarly, [ṅ]2 also has its own two principal
segments, which shall be [2α̇]2 and 〈1β′

〉2 with β′ = min{β, 3}. We have

u16(CF2(n + 1)) = u16(2α + 1) = u16(2α̇ + 1) = u16(CF2(ṅ + 1)),

where the two u16’s are equal because they depend respectively on the identical 3-segments
〈α2α1α0〉2 and 〈α̇2α̇1α̇0〉2 (see (16)). This is why we use ṅ instead of n̈. Actually, the only
situation we are concerned about is that α 6= 0 and 〈α2α1α0〉2 = 〈000〉2. For instance, let
[n]2 = 〈100001〉2, and so [ṅ]2 = 〈100001〉2 and [n̈]2 = 〈10001〉2. We have u16(CF (n + 1)) =
u16(CF (ṅ + 1)) = 0 but u16(CF (n̈ + 1)) = 2. Using n̈ will cause an error in enumerating
u16(CF2(cn)).

Following the idea in the last paragraph, we will claim another important and useful
theorem. Given n ∈ N, let n̄ be the integer such that [n̄]2 is obtained by the following rules.

a. When the rightmost run of 0 in [n]2 is of length ≥ k +1, let us truncate it to be length
k, otherwise keep it the same.

b. For any other run of 0 or 1 of [n]2 with length ≥ k, truncate them to be length k − 1.

Suppose [n]2 is interpreted as its two principal segments [2α]2 and 〈1β〉2 defined in (30).
Interestingly, the corresponding two segments of [n̄]2 are exactly [2α̈] and 〈1β′

〉2, where
β′ = min{β, k − 1}. Moreover, we have

uq(CF2((2n)!)) ≡q/4 uq(CF2(2̄n!)) ≡q/4 uq(CF2((2n̄)!)). (44)

The second equivalence is a little bit complicated and takes time to understand. It is better
to refer to the last remark.

Theorem 5.2. Let n, k ∈ N with k ≥ 3 and α = (CF2(n + 1) − 1)/2. We have

cn ≡2k

{
cn̄ for d(α) ≤ k − 1, and
0 for d(α) ≥ k.
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Proof. By Theorem 4.4, cn ≡2k (−1)zr(α)2d(α)5uq(CF2(cn)); so the condition for cn ≡2k 0
is trivial. Considering d(α) ≤ k − 1 and using the fact that cn̄ ≡2k (−1)zr(α̈)2d(α̈)5uq(CF2(cn̄)).
we obtain that d(α) = d(α̈) and zr(α) = zr(α̈). The proof immediately follows, after we
derive

uq(CF2(cn)) = uq(CF2((2n)!)) − uq(CF2(n + 1)) − 2 uq(CF2(n!))

≡q/4 uq(CF2((2n̄)!)) − uq(CF2(2α + 1)) − 2 uq(CF2(n̄!))

≡q/4 uq(CF2((2n̄)!)) − uq(CF2(2α̈ + 1)) − 2 uq(CF2(n̄!))

= uq(CF2(cn̄)).

Remark. The reason for the rightmost run of 0 banned on truncating into length k − 1 is
due to the enumeration of uq(CF2(n + 1)).

Does every number in [0, 2k − 1] admit to be a congruence of cn (mod 2k)? Theorem 5.2
supports a negative answer as follows.

Theorem 5.3. Let k ≥ 2 and q = 2k. (a) If there exists δ ∈ [0, k−1] such that kδ+1 < 2k−δ−1,
then there exists N ∈ [0, q − 1] with ω(N) = δ such that cn 6≡q N for any n. (b) The set of
congruence numbers cn (mod q) is a proper subset of [0, q− 1], and the cardinality of this set
is bounded by 1 +

∑k−1
δ=0 min(kδ+1, 2k−δ−1).

Proof. To prove part (a), we need to find a upper bound for the cardinality of {[n̄]2 |
n ∈ N with ω2(cn) = δ}. As usual, we split [n]2 into two principal segments, [2α]2 and 〈1β〉2.
We are provided by d(α) = ω2(cn) = δ ≤ k − 1. In the same way, [n̄]2 has its own principal
segments, which must be [2α̈] and 〈1β′

〉2 with d(α̈) = δ and β′ = min{β, k−1}. The last two
identities suggest the possible types of [n̄]2. There are kδ possible α̈, and k possible β′; so
we have kδ+1 possible n̄. On the other hand, there are at most 2k−δ−1 possible congruences
to match these cn (mod q). Therefore, the first assertion follows.

Now we prove part (b). As k = 2, we already know cn 6≡4 3. For k ≥ 3, jut let δ = 0 and
then kδ+1 = k < 2k−1 is always true. The bound for the cardinality is a direct result from
part (a).

This property appeared in Theorem 4.7 as (k, δ) = (3, 0). It will appear again in The-
orem 5.5 as (k, δ) = (4, 0) and in Theorem 6.6 as (k, δ) = (6, 0). However, in Theorem 6.4
we have kδ+1 > 2k−δ−1 provided by (k, δ) = (6, 1), but some congruence numbers are still
missing.

Using (44) and also plugging n̄ into (43) instead of ṅ, we derive that

u16(CF2(cn)) ≡4 u16(CF2((2n̄)!)) − 2u16(CF2(n̄!)) − u16(CF2(n̄ + 1)) (45)

≡4 2
[
c

2
(n̄) + n̄0 + n̄2 + n̄0n̄2 + #(S4(n̄), {〈0011〉2, 〈1x00〉2})

]

−r1(n̄) − r(n̄) − zr1(n̄) + zr(n̄) − n̄1 + n̄0n̄1 − u16(CF2(2α̈ + 1))

≡4 2
[
c

2
(n̄) + (1 − n̄0)(1 − n̄2) + #(S4(n̄), {〈0011〉2, 〈1x00〉2})

]

+1 − r1(n̄) − zr1(n̄) + (1 − n̄0)(1 − n̄1) − [α̈0 + α̈1 + 2α̈2 − 2α̈0α̈1] (46)

≡4 χ(β′ = 0)(2α̈1 − α̈0 − 1) − χ(β′ = 1) + 2χ(β′ = 2)α̈0 + 2χ(β′ = 3)(1 − α̈0)

+2
[
c

2
(α̈) + α̈0(1 − α̈2) + #(S4(α̈), {〈0011〉2, 〈1x00〉2})

]
− r1(α̈)

−zr1(α̈) + α̈0α̈1 + 1. (47)
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To derive (46), we need the identity r(n̄) − zr(n̄) = n̄0 and refer to (16). With the help
of (47), we can turn d(α) = k − 3 to be a solved case for the problem of cn (mod q).

Corollary 5.4. Let n, k ∈ N, α = (CF2(n + 1) − 1)/2 and k − d(α) = 3. Then we have

cn ≡q (−1)zr(α)
[
2k−3 + 2k−1u16(CF2(cn))

]
. (48)

Proof. Let us apply Theorem 4.4 and derive that

cn ≡q (−1)zr(α)2d(α)(1 + 4)uq(CF2(cn))

≡q (−1)zr(α)2k−3
[
1 + 4 uq(CF2(cn))

]

≡q (−1)zr(α)2k−3
[
1 + 4 u16(CF2(cn))

]
,

where the last equivalence is due to uq(t) ≡2 u16(t), a result of Lemma 3.1.

Finally, we state and prove our main result of this section.

Theorem 5.5. Let cn be the n-th Catalan number. First of all, cn 6≡16 3, 7, 9, 11, 15 for any
n. As for the other congruences, we have

cn ≡16







1
5

13






if d(α) = 0 and







β ≤ 1,
β = 2,
β ≥ 3,

2
10

}

if d(α) = 1, α = 1 and

{
β = 0 or β ≥ 2,
β = 1,

6
14

}

if d(α) = 1, α ≥ 2 and

{
(α = 2, β ≥ 2) or (α ≥ 3, β ≤ 1),
(α = 2, β ≤ 1) or (α ≥ 3, β ≥ 2),

4
12

}

if d(α) = 2 and

{
zr(α) ≡2 0,
zr(α) = 1,

8 if d(α) = 3,
0 if d(α) ≥ 4.

where α = (CF2(n + 1) − 1)/2 and β = ω2(n + 1) (or β = min{i | ni = 0}).

Proof. Congruences 0, 4, 8 and 12 are trivial cases. Suppose d(α) = 1 (so α ≥ 1). Here
b(CF2(cn)) = zr(α) can only be 0 or 1 depending on α = 1 or α ≥ 2 respectively. Moreover,
u8(CF2(cn)) ≡2 χ(α = 2) + χ(β = 1) + χ(α ≥ 2)χ(β ≥ 1) by (35). Let us use the following
table of (b(CF2(cn)), u8(CF2(cn))) for discussion.

α = 1 α = 2 α ≥ 3
β = 0 (0,0) (1,1) (1,0)
β = 1 (0,1) (1,1) (1,0)
β ≥ 2 (0,0) (1,0) (1,1)

We conclude the congruences 2, 6, 10, 14 by using this table and referring to the isomorphism
Z∗

8
∼= C2 × C2 in Table 1. For instance, if (α, β) = (2, 1) then (b(CF2(cn)), u8(CF2(cn))) =

(1, 1). Hence CF2(cn) ≡8 7 and then cn ≡16 2 × 7 = 14. For d(α) = k − 3, we can also use
Lemma 5.4 to obtain the same result.
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Now suppose d(α) = 0. Clearly, α = 0 and b(CF2(cn)) = zr(α) = 0. Let us adopt a
new notation n̄ such that [2α̈]2 and 〈1β′

〉2 are the principal segments of [n̄]2. Notice that
β′ = min{β, 3}. Since α̈ = 0 (due to α = 0), every term involving α̈ in (47) turns to 0. Thus,
we have u16(CF2(cn)) = −χ(β′ = 0) − χ(β′ = 1) + 2χ(β′ = 3) + 1, which equals 0, 0, 1, 3 if
β′ = 0, 1, 2, 3 respectively. The congruences 1, 5, 13 are done by case-discussion and referring
to Table 1.

The lack of congruences 3, 7, 11, 15 with respect to modulus 16 is inherited from the lack
of 3, 7 with respect to modulus 8 in Theorem 4.1, but the lack of 9 is a new result.

6 u32(CF2(n!)) and u64(CF2(n!)); cn (mod 64)

First, let us show the easy cases without proof: cn ≡64 0, 16.32 or 48, as provided by d(α) ≥ 4.

Theorem 6.1. Given n ∈ N with α = (CF2(n + 1) − 1)/2, we have

cn ≡64







16
48

}

if d(α) = 4 and

{
zr(α) ≡2 0
zr(α) ≡2 1,

32 if d(α) = 5,
0 if d(α) ≥ 6.

The next class is for cn ≡64 8, 24, 40 or 56.

Theorem 6.2. Given n ∈ N with d(α) = 3, we suppose [α]2 = 〈10a10b10c〉2, i.e., [n]2 =
〈10a10b10c+11β〉2. Also we define

B := χ(a ≥ 1) + χ(b ≥ 1) + χ(c ≥ 1) and

U := χ(a = 1) + χ(b = 1) + χ(c = 1) + χ(b ≥ 1)[χ(a ≥ 1) + χ(c = 0)] + χ(β ≥ 2) + 1.

Then we have

cn ≡64







8 if B ≡2 0 and U ≡2 0,
24 if B ≡2 1 and U ≡2 0,
40 if B ≡2 0 and U ≡2 1,
56 if B ≡2 1 and U ≡2 1.

or simply
cn ≡64 8 × [4χ(U ≡2 1) + 2χ(B ≡2 1) + 1].

Proof. Because d(α) = 3 we have ω2(cn) = 3 and CF2(cn) = 1, 3, 5, 7. To determine
the value of CF2(cn) we shall refer to T8(CF2(cn)). Now use (31) and (35) to interpret
T8(CF2(cn)) as follows:

b(CF2(cn)) ≡2 zr(α) = χ(a ≥ 1) + χ(b ≥ 1) + χ(c ≥ 1),

which is B, and

u8(CF2(cn)) ≡2 χ(β ≥ 2) + χ(α = 1, β = 0) + r(α) + r1(α) + zr1(α) + α0(1 − α1)

= χ(β ≥ 2) + 0 + [1 + χ(a ≥ 1) + χ(b ≥ 1)] + [χ(a ≥ 1) + χ(b ≥ 1)

+χ(a ≥ 1)χ(b ≥ 1)] + [χ(a = 1) + χ(b = 1) + χ(c = 1)]

+χ(b ≥ 1, c = 0),
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which is U after simplifying.

For those cn (mod 64) with ω2(cn) = 2, we can simply plug u16(cn) given in (47) into (32).
Here we also show a precise classification by tables.

Theorem 6.3. Let n ∈ N with d(α) = 2. Then we have

cn ≡64 (−1)zr(α)4 × 5u16(CF2(cn)),

where u16(CF2(cn)) is given in (47). Precisely, let [α]2 = 〈10a10b〉2, i.e., [n]2 = 〈10a10b+11β〉2,
and then we have cn (mod 64) shown in the following four tables.

a = 0 a = 1 a = 2 a ≥ 3
b = 0 4 28 44 12
b = 1 12 36 52 20
b = 2 60 20 36 4
b ≥ 3 28 52 4 36

when β = 0

a = 0 a = 1 a = 2 a ≥ 3
b = 0 52 12 28 60
b = 1 44 4 20 52
b = 2 60 20 36 4
b ≥ 3 28 52 4 36

when β = 1

a = 0 a = 1 a = 2 a ≥ 3
b = 0 36 28 44 12
b = 1 28 20 36 4
b = 2 44 36 52 20
b ≥ 3 12 4 20 52

when β = 2

a = 0 a = 1 a = 2 a ≥ 3
b = 0 4 60 12 44
b = 1 60 52 4 36
b = 2 12 4 20 52
b ≥ 3 44 36 52 20

when β ≥ 3

Proof. Notice that there are difference between a ≥ 3 and a = 3, and similarly for b
and β. We split (47) into two parts as follows:

A := χ(β′ = 0)(2α̈1 − α̈0 − 1) − χ(β′ = 1) + 2χ(β′ = 2)α̈0 + 2χ(β′ = 3)(1 − α̈0),

B := 2
[
c

2
(α̈) + α̈0(1 − α̈2) + #(S4(α̈), {〈0011〉2, 〈1x00〉2})

]
− r1(α̈) − zr1(α̈)

+α̈0α̈1 + 1.

Clearly, B is independent on β′. We will only prove the first table of this theorem. The
other three tables can be checked in the same way. With simple calculation we obtain the
values of A as β = 0 and B as follows:

a = 0 a = 1 a = 2 a = 3
b = 0 0 2 2 2
b = 1 1 1 1 1
b = 2 3 3 3 3
b = 3 3 3 3 3

value of A when β = 0

a = 0 a = 1 a = 2 a = 3
b = 0 0 2 1 3
b = 1 0 1 2 0
b = 2 3 2 3 1
b = 3 1 0 1 3

value of B
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These two tables contribute u. Since we also know b(CF2(cn)) ≡2 zr(α) = χ(a ≥ 1) + χ(b ≥
1), we obtain (b, u) as follows:

a = 0 a = 1 a = 2 a = 3
b = 0 (0, 0) (1, 0) (1, 3) (1, 1)
b = 1 (1, 1) (0, 2) (0, 3) (0, 1)
b = 2 (1, 2) (0, 1) (0, 2) (0, 0)
b = 3 (1, 0) (0, 3) (0, 0) (0, 2)

Now refer to the isomorphism Z
∗
16

∼= C2×C4 in Table 1 to obtain the corresponding numbers,
and then multiply each of them by 4 to justify the first table of this theorem.

Remark. No congruence is missing in the previous two theorems. But, in the remaining
two classes in the following, some congruences will never been achieved, just like c4 6≡4 3.

To settle down the remaining congruences of cn (mod 64), we need to further deal with
u32(CF2(n!)) and u64(CF2(n!)). Let us mimic the last section by using the isomorphism
Z

∗
32

∼= C2 × C8 in Table 1 as follows:

t ∈ Z
∗
32 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31

u32(t) ∈ C8 7 1 6 6 1 7 0 4 3 5 2 2 5 3 4
∑

s∈[3,t]o
u32(s) (mod 8) 7 0 6 4 5 4 4 0 3 0 2 4 1 4 0

So we have

u32(CF2(n!)) ≡8 #(S5(n̈), {37, 47, 76, 86, 94, 104, 115, 125, 134, 144, 154, 164, 193, 203,

232, 242, 254, 264, 27, 28, 294, 304}) (49)

=: φ32(S5(n̈)).

In this formula, n̈ can be replaced by n, ṅ or n̄. Unlike our operation from (39) to (43),
we are not going to simplify this formula, because it is good enough to deal with cn (mod
64); nevertheless, it would be worth developing a simpler form in the future. Above, we also
define φ32(S5(n̈)) to be the right hand side of (49), in order to plug into φ32 with some other
multi-sets instead of S5(n̈). In the following, we set φ32({[t]2}) := φ32({t}) for convenience.

u32(CF2(cn)) ≡8 φ32(S5(2n̈)) − 2φ32(S5(n̈)) − u32(CF2(n̄ + 1))

≡8 φ32({〈n̈3n̈2n̈1n̈00〉2}) − φ32(S5(n̈)) − u32(〈α̈3α̈2α̈1α̈01〉2). (50)

By this formula, we can classify cn (mod 64) for those n with d(α) = 1 as follows:

Theorem 6.4. Let n ∈ N with d(α) = 1. The congruences of cn (mod 64) are classified by
the following table.

α = 1 α = 2 α = 22 α = 23 α = 2s

β = 0 2 14 22 38 6
β = 1 42 62 54 38 6
β = 2 34 22 14 62 30
β = 3 18 6 62 46 14
β ≥ 4 50 38 30 14 46

where s ≥ 4.
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Proof. Adopt [α̈]2 and 〈1β′

〉2 as the two principal segments of [n̄]2 for k = 5 (not 6).
We shall have d(α̈) = d(α) = 1 and β′ = min{β, 5}. We use (31) and (50) to obtain the next
table for (b(CF2(cn)), u32(CF2(cn))) as follows:

α̈ = 1 α̈ = 2 α̈ = 22 α̈ = 23 α̈ = 24

β′ = 0 (0, 0) (1, 6) (1, 1) (1, 3) (1, 7)
β′ = 1 (0, 5) (1, 4) (1, 5) (1, 3) (1, 7)
β′ = 2 (0, 4) (1, 1) (1, 6) (1, 4) (1, 0)
β′ = 3 (0, 6) (1, 7) (1, 4) (1, 2) (1, 6)
β′ = 4 (0, 2) (1, 3) (1, 0) (1, 6) (1, 2)

Now find every corresponding number by referring to the isomorphism Z
∗
32

∼= C2 × C16 in
Table 1, and then multiply the number by 2 to obtain the table in this theorem.

Corollary 6.5. We have cn 6≡64 10, 26 and 58.

The final class will be solved after we realize u64(CF2(cn)). Here we skip some detail,
especially a huge table for the sum

∑

t∈[3,s]o
u64(s) (mod 16). We show the formulae of

u64(CF2(n!)) and u64(CF2(cn)) directly as follows:

u64(CF2(n!)) ≡16 #(S6(n̈), {311, 411, 512, 612, 714, 814, 94, 104, 11, 12, 1512, 1612, 178, 188,

197, 207, 214, 224, 2310, 2410, 2512, 2612, 2713, 2813298, 308, 318, 328,

353, 363, 3712, 3812, 396, 406, 414, 424, 439, 449, 474, 484, 498, 508,

5115, 5215, 534, 544, 552, 562, 5712, 5812, 595, 605, 618, 628}) (51)

=: φ64(S6(n̈));

u64(CF2(cn)) ≡16 φ64(S6(2n̈)) − 2φ64(S6(n̈)) − u64(CF2(n̄ + 1))

≡16 φ64({〈n̈4n̈3n̈2n̈1n̈00〉2}) − φ64(S6(n̈)) − u64(〈α̈4α̈3α̈2α̈1α̈01〉2). (52)

The following theorem is directly checked by (52); so we skip its proof. On the other
hand, by Theorem 5.2, we can verify this theorem by only enumerating c0, c1, c3, c7, c15, and
c31 (mod 64).

Theorem 6.6. Let n ∈ N with d(α) = 0, i.e. n = 2β − 1. Then we have

cn ≡64







1 if β = 0 or 1;
5 if β = 2;

45 if β = 3;
61 if β = 4;
29 if β ≥ 5.

Moreover, any number in [0, 63]o − {1, 5, 29, 45, 61} can never be the congruence of cn (mod
64).
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7 Future research and acknowledgements

The odd congruences of cn (mod 2k) happen if and only if n = 2m − 1 for m ∈ N. After
observing all odd congruences from modulus 4 up to modulus 1024, once we conjectured the
following property. It was soon proved by H.-Y. Lin [15].

Theorem 7.1. Let k ≥ 2. There only exist k − 1 different odd congruences cn (mod 2k),
and they are c2m−1 (mod 2k) for m = 1, 2, . . . , k − 1.

In other words, if n = 2m − 1 then cn (mod 2k) are distinct odd integers for m =
1, 2, . . . , k − 1. Associated with this theorem, there are a trivial fact c0 ≡2k c1 ≡2k 1 and a
non-trivial fact c2m−1 ≡2k c2k−1−1 for each m ≥ k that directly follows Theorem 5.2.

The final interest is to develop a systematic algorithm for calculating the modularity of
various combinatorial numbers. But that is a long-term goal. So far some further research
directions in our mind are

(a) The congruences of cn (mod pk) for some odd prime p, which is a continuation of the
work of this paper;

(b) The congruences of some other combinatorial numbers modulo a prime power, in par-
ticular,

(
m
n

)
and Motzkin numbers;

(c) A more efficient isomorphic machine exchanging between Z
∗
qk and the corresponding

additive group, in order to facilitate the arguments of this paper;

(d) In case that part (c) is admissible for some higher power of a prime, we hope to derive
an algorithm to enumerate congruences for various combinatorial numbers.

The second author thanks the Institute of Mathematics at the Academia Sinica for stim-
ulating this joint work when she participated in the Summer School for Undergraduate
Research held there. Both authors would like to thank Prof. Peter Shiue, Prof. Bruce Sagan
and the anonymous referees for many comments and suggestions for improving the original
version of this paper.
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