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#### Abstract

RÉSumé. Les systèmes canoniques de numération peuvent être considérés comme des généralisations naturelles de la numération classique des entiers. Dans la présente note, une modification d'un algorithme de B. Kovács et A. Ретнő est établie et appliquée au calcul des systèmes canoniques de numération dans certains anneaux d'entiers de corps de nombres algébriques. L'algorithme permet de déterminer tous les systèmes canoniques de numération de quelques corps de nombres de degré quatre.


#### Abstract

Canonical number systems can be viewed as natural generalizations of radix representations of ordinary integers to algebraic integers. A slightly modified version of an algorithm of B. Kovács and A. Рethő is presented here for the determination of canonical number systems in orders of algebraic number fields. Using this algorithm canonical number systems of some quartic fields are computed.


## 1. Introduction

The investigation of the question wether an algebraic number field is monogenic is a classical problem in algebraic number theory (cf. [9]). According to B. Kovács [19] the existence of a power integral basis in an algebraic number field is equivalent to the existence of a canonical number system for its maximal order. Moreover, using a deep result of K. Győry [13] on generators of orders of algebraic number fields B. Kovács [19] proved that up to translation by integers there exist only finitely many canonical number systems in the maximal order of an algebraic number field.

Let $R$ be an order of an algebraic number field and $\alpha \in R$.

[^0]Definition. (cf. [3], Definition 4.1, [5]) The algebraic integer $\alpha$ is called a basis of a canonical number system (or CNS basis) for $R$ if every nonzero element of $R$ can be represented in the form

$$
n_{0}+n_{1} \alpha+\cdots+n_{l} \alpha^{l}
$$

with $n_{i} \in\left\{0, \ldots,\left|\operatorname{Norm}_{\mathbb{Q}(\alpha) \mid \mathbb{Q}}(\alpha)\right|-1\right\}, n_{l} \neq 0$.
Canonical number systems can be viewed as natural generalizations of radix representations of ordinary integers (V. GRÜNWALD [12]) to algebraic integers. Originating from observations of D. E. Knuth [17] (see also [18], Ch. 4) the theory of canonical number systems was developed by I. Kátai and J. Szabó [16], B. Kovács [19], I. KÁtai and B. Kovács ([14], [15]), W. J. Gilbert [10] and others. There are connections to the theories of finite automata (see e.g. K. Scheicher [30], J. M. Thuswaldner [32]) and fractal tilings (see e.g. S. Akiyama and J. M. Thuswaldner [5]). Recently S. Akiyama et al. [2] put canonical number systems (CNS) into a more general framework thereby opening links to other areas, e.g. to a long-standing problem on Salem numbers.
B. KovÁcs and A. Pethő [20] established an algorithm for finding all CNS bases of monogenic algebraic number fields (see also [27] for a comprehensive description of this algorithm and its background). In this note we present a slightly modified version of this algorithm for the determination of CNS bases of orders of algebraic number fields. The method is exploited here for some families of number fields of low degrees; our main applications are cyclotomic and simple fields of degree four. CNS bases in quadratic number fields were described by several authors (see [14],[15],[10],[11],[32],[4] and others); further, CNS bases are explicitely known for some cubic and quartic fields ([20], [3], [27]). The list of CNS bases of simplest cubic fields given in [3] is extended in the present note too.

The authors wish to express many thanks to Professors S. Akiyama and J. M. Thuswaldner for their constant support.

## 2. CNS bases of algebraic number fields

In the sequel we denote by $\mathbb{Q}$ the field of rational numbers, by $\mathbb{Z}$ the set of integers and by $\mathbb{N}$ the set of nonnegative integers. For an algebraic integer $\gamma$ we let $\mu_{\gamma} \in \mathbb{Z}[X]$ be its minimal polynomial and $\mathcal{C}_{\gamma}$ the set of all CNS bases for $\mathbb{Z}[\gamma]$. We denote by $\mathcal{C}$ the set of CNS polynomials; for the general definition of CNS polynomials we refer the reader to A. РETHŐ [25], however, for our purposes it suffices to keep in mind that $\alpha$ is a CNS basis for $\mathbb{Z}[\alpha]$ if and only if $\mu_{\alpha}$ is a CNS polynomial. It can algorithmically be decided whether a given integral polynomial is a CNS polynomial or not (see [1]).
B. Kovács [19] introduced the following set of polynomials

$$
\begin{aligned}
\mathcal{K}=\left\{p_{d} X^{d}+p_{d-1} X^{d-1}+\cdots+p_{0}\right. & \in \mathbb{Z}[X] \mid \\
& \left.d \geq 1,1=p_{d} \leq p_{d-1} \leq \ldots \leq p_{1} \leq p_{0} \geq 2\right\}
\end{aligned}
$$

which plays a decisive role in the theory of CNS polynomials (see [1], Theorem 2.3).

Lemma 2.1. (B. Kovács - A. Pethő) For every nonzero algebraic integer $\alpha$ the following constants can be computed effectively:

$$
\begin{gathered}
k_{\alpha}=\min \left\{k \in \mathbb{Z} \mid \mu_{\alpha}(X+n) \in \mathcal{K} \text { for all } n \in \mathbb{Z} \text { with } n \geq k\right\}, \\
c_{\alpha}=\min \left\{k \in \mathbb{Z} \mid \mu_{\alpha}(X+k) \in \mathcal{C}\right\} .
\end{gathered}
$$

Proof. See [20], Section 5.
Note that $c_{\alpha} \leq k_{\alpha}$ by ([19], Lemma 2) and that if $\beta$ is a conjugate of $\alpha$ then $k_{\beta}=k_{\alpha}$ and $c_{\beta}=c_{\alpha}$.

Corollary 2.1. If $\alpha$ is a CNS basis for an order $R$ then $c_{\alpha} \leq 0, \alpha-c_{\alpha}$ is a CNS basis for $R$, but $\alpha-c_{\alpha}+1$ is not a CNS basis for $R$.

Proof. This is clear by the definitions.
To a polynomial $P(X)=p_{d} X^{d}+p_{d-1} X^{d-1}+\cdots+p_{0} \in \mathbb{Z}[X], p_{d}=1$ we associate the mapping $\tau_{P}=\tau: \mathbb{Z}^{d} \rightarrow \mathbb{Z}^{d}$ defined by

$$
\tau_{P}(\underline{A})=\left(-\left\lfloor\frac{p_{1} A_{1}+\cdots+p_{d} A_{d}}{p_{0}}\right\rfloor, A_{1}, \ldots, A_{d-1}\right)
$$

where $\underline{A}=\left(A_{1}, \ldots, A_{d}\right) \in \mathbb{Z}^{d}$. This turned out very useful to prove $P(X) \in$ $\mathcal{C}$. Indeed Brunotte [7] proved the following theorem, that gives an efficient algorithm for testing if a polynomial is CNS or not.

Theorem 2.1. Assume that $E \subseteq \mathbb{Z}^{d}$ has the following properties:
(i) $(1,0, \ldots, 0) \in E$,
(ii) $-E \subseteq E$,
(iii) $\tau(E) \subseteq E$,
(iv) for every $e \in E$ there exist some $l>0$ with $\tau^{l}(e)=0$.

Then $P(X) \in \mathcal{C}$.
The following notion seems to be convenient for the intentions of the present note.

Definition. The algebraic integer $\alpha$ is called a fundamental CNS basis for $R$ if it satisfies the following properties:
(1) $\alpha-n$ is a CNS basis for $R$ for all $n \in \mathbb{N}$.
(2) $\alpha+1$ is a not CNS basis for $R$.

Theorem 2.2. Let $\gamma$ be an algebraic integer. Then there exist finite effectively computable disjoint subsets $\mathcal{F}_{0}(\gamma), \mathcal{F}_{1}(\gamma) \subset \mathcal{C}_{\gamma}$ with the properties:
(i) For every $\alpha \in \mathcal{C}_{\gamma}$ there exists some $n \in \mathbb{N}$ with $\alpha+n \in \mathcal{F}_{0}(\gamma) \cup \mathcal{F}_{1}(\gamma)$.
(ii) $\mathcal{F}_{1}(\gamma)$ consists of fundamental CNS bases for $\mathbb{Z}[\gamma]$.

Proof. By ([20], Theorem 5) there exist finitely many effectively computable $\alpha_{1}, \ldots, \alpha_{t} \in \mathbb{Z}[\gamma], \quad n_{1}, \ldots, n_{t} \in \mathbb{Z}, \quad N_{1}, \ldots, N_{t} \subset \mathbb{Z}, \quad N_{1}, \ldots, N_{t}$ finite such that for every $\alpha \in \mathbb{Z}[\gamma]$ we have
(2.1) $\alpha \in \mathcal{C}_{\gamma} \Longleftrightarrow$ $\alpha=\alpha_{i}-h$ for some $i \in\{1, \ldots, t\}, \quad h \in \mathbb{Z}$ and $h \geq n_{i}$ or $h \in N_{i}$.
Therefore the set

$$
F:=\left\{\alpha_{i}-n_{i} \mid i=1, \ldots, t\right\} \cup \bigcup_{i=1}^{t}\left\{\alpha_{i}-h \mid h \in N_{i}\right\}
$$

is a finite effectively computable subset of $\mathcal{C}_{\gamma}$.
For every $\alpha \in F$ let

$$
M_{\alpha}=\left\{m \in \mathbb{Z} \mid m \leq k_{\alpha}, \alpha-k \in \mathcal{C}_{\gamma} \text { for all } k=m, \ldots, k_{\alpha}\right\}
$$

Observing $m \geq c_{\alpha}$ for all $m \in M_{\alpha}$ we see using Lemma 2.1 that $M_{\alpha}$ is a nonempty finite effectively computable set. Let

$$
m_{\alpha}=\min M_{\alpha}
$$

and

$$
\mathcal{F}_{0}(\gamma)=\left\{\alpha-c_{\alpha} \mid \alpha \in F, m_{\alpha}>c_{\alpha}\right\}, \quad \mathcal{F}_{1}(\gamma)=\left\{\alpha-c_{\alpha} \mid \alpha \in F, m_{\alpha}=c_{\alpha}\right\}
$$

We show that $\mathcal{F}_{1}(\gamma)$ consists of fundamental CNS bases for $\mathbb{Z}[\gamma]$. Let $\varphi \in \mathcal{F}_{1}(\gamma)$, hence $\varphi=\alpha-c_{\alpha}$ with some $\alpha \in F$. By Corollary 2.1 we have $\varphi \in \mathcal{C}_{\gamma}, \varphi+1 \notin \mathcal{C}_{\gamma}$. For $n \in \mathbb{N}$ we find

$$
\varphi-n=\alpha-\left(m_{\alpha}+n\right) \in \mathcal{C}_{\gamma}
$$

because for $m_{\alpha}+n \leq k_{\alpha}$ this is clear by the definition of $m_{\alpha}$, and for $m_{\alpha}+n>k_{\alpha}$ we have $\mu_{\varphi-n}=\mu_{\alpha}\left(X+\left(m_{\alpha}+n\right)\right) \in \mathcal{K}$ and therefore $\varphi-n \in \mathcal{C}_{\gamma}$ by ([19], Lemma 2).

Let $\beta \in \mathcal{C}_{\gamma}$. By (2.1) there are $i \in\{1, \ldots, t\}$ and $h \in \mathbb{Z}$ with

$$
\beta=\alpha_{i}-h \text { and } h \geq n_{i} \text { or } h \in N_{i} .
$$

If $h \in N_{i}$ then $\beta \in F$ and $\beta-c_{\beta} \in \mathcal{F}_{0}(\gamma) \cup \mathcal{F}_{1}(\gamma)$ by Corollary 2.1. If $h \geq n_{i}$ then $\alpha=\alpha_{i}-n_{i} \in F, h-n_{i}-c_{\alpha} \in \mathbb{N}$ and

$$
\beta+\left(h-n_{i}-c_{\alpha}\right)=\alpha-c_{\alpha} \in \mathcal{F}_{0}(\gamma) \cup \mathcal{F}_{1}(\gamma)
$$

Remark. Note that $\varphi \in \mathcal{F}_{0}(\gamma)$ implies $\varphi-n \in \mathcal{F}_{1}(\gamma)$ for some $n \in \mathbb{N} \backslash\{0\}$. Therefore the theorem of B. Kovács ([19], Lemma 2) can be rephrased in the following form: An algebraic number field is monogenic if and only if there exists a fundamental CNS basis for its maximal order.

Slightly modifying the algorithm of B. Kovács and A. Ретнő [20] we now present the algorithm for finding the above mentioned sets $\mathcal{F}_{0}(\gamma)$ and $\mathcal{F}_{1}(\gamma)$. The (finite) set $T$ is introduced to keep track of the calculations performed; in some cases (see e.g. Theorem 3.1) the amount of computations can thereby be reduced. Recall that algebraic integers $\alpha, \beta$ are called equivalent if there is some $z \in \mathbb{Z}$ such that $\beta=z \pm \alpha$ (see e.g. [9]).

Algorithm 2.1. (CNS basis computation)
[Input] A nonzero algebraic integer $\gamma$ and a (finite) set $\mathcal{B}$ of representatives of the equivalence classes of generators of power integral bases of $\mathbb{Z}[\gamma]$.
[Output] The sets $\mathcal{F}_{0}(\gamma)$ and $\mathcal{F}_{1}(\gamma)$.
(1.) $[$ Initialize $] \operatorname{Set}\left\{\beta_{1}, \ldots, \beta_{t}\right\}=\mathcal{B} \cup(-\mathcal{B}), F_{0}=F_{1}=T=\emptyset$ and $i=1$.
(2.) [Compute minimal polynomial] Compute $P=\mu_{\beta_{i}}$.
(3.) [Element of $F_{0} \cup F_{1}$ found?] If there exist $k \in \mathbb{Z}, \delta \in\{0,1\}$ with $(P, k, \delta) \in T$ insert $\beta_{i}-k$ into $F_{\delta}$ and go to step 11 .
(4.) [Determine upper and lower bounds] Calculate $k_{\beta_{i}}$ and $c_{\beta_{i}}$.
(5.) [Insert element into $F_{1}$ ?] If $k_{\beta_{i}}-c_{\beta_{i}} \leq 1$ insert $\beta_{i}-c_{\beta_{i}}$ into $F_{1}$, $\left(P, c_{\beta_{i}}, 1\right)$ into $T$ and go to step 11, else perform step 6 for $l=c_{\beta_{i}}+$ $1, \ldots, k_{\beta_{i}}-1$, put $p_{k_{\beta_{i}}}=1, k=c_{\beta_{i}}$ and go to step 8 .
(6.) [Check CNS property] If $P(X+l) \in \mathcal{C}$ set $p_{l}=1$, otherwise set $p_{l}=0$.
(7.) [Check CNS basis condition] If $p_{k}=0$ then go to step 9 .
(8.) [Insert element into $F_{0} \cup F_{1}$ ] If $p_{k+1}=\cdots=p_{k_{\beta_{i}}}=1$ insert $\beta_{i}-k$ into $F_{1},(P, k, 1)$ into $T$ and go to step 11, else insert $\beta_{i}-k$ into $F_{0}$ and $(P, k, 0)$ into $T$.
(9.) [Next value of $k$ ] Set $k \leftarrow k+1$.
(10.) [CNS basis check finished?] If $k \leq k_{\beta_{i}}-1$ then go to step 7 .
(11.) [Next generator] Set $i \leftarrow i+1$.
(12.) [Finish?] If $i \leq t$ then go to step 2.
(13.) [Terminate] Output $\mathcal{F}_{0}(\gamma)=F_{0}$ and $\mathcal{F}_{1}(\gamma)=F_{1}$ and terminate the algorithm.

We verify that the algorithm above delivers all CNS bases of a given order $\mathbb{Z}[\gamma]$.

Theorem 2.3. Let $\gamma$ be a nonzero algebraic integer and $\mathcal{B}$ a set of representatives of the equivalence classes of generators of power integral bases of $\mathbb{Z}[\gamma]$. Then Algorithm 2.1 computes the sets $\mathcal{F}_{0}(\gamma), \mathcal{F}_{1}(\gamma)$ with properties (i) and (ii) of Theorem 2.2.

Proof. It is easy to see that $\mathcal{F}_{0}(\gamma) \cup \mathcal{F}_{1}(\gamma) \subset \mathcal{C}_{\gamma}$ and that $\mathcal{F}_{1}(\gamma)$ consists of fundamental CNS bases for $\mathbb{Z}[\gamma]$. Let $\alpha \in \mathcal{C}_{\gamma}$, hence $\alpha=n+\beta$ with some $n \in \mathbb{Z}, \beta \in \mathcal{B} \cup(-\mathcal{B})$. Clearly, $-n \geq c_{\beta}$. By construction there is some integer $k \in\left[c_{\beta}, k_{\beta}\right]$ with $\beta-k \in \mathcal{F}_{0}(\gamma) \cup \mathcal{F}_{1}(\gamma)$. Let $l_{1}, \ldots, l_{s} \in\left[c_{\beta}, k_{\beta}\right]$ be exactly those indices with $p_{l_{\sigma}}=0 \quad(\sigma=1, \ldots, s)$ and $c_{\beta}<p_{1}<\ldots<p_{s}<$ $k_{\beta}$. If $-n \geq l_{s}+1$ then $\varphi=\beta-\left(l_{s}+1\right) \in \mathcal{F}_{1}(\gamma)$ and $\alpha=\varphi-\left(-n-\left(l_{s}+1\right)\right)$. Finally, let $-n<l_{s}+1$, and observe that $-n \notin\left\{l_{1}, \ldots, l_{s}\right\}$. Then $-n<l_{1}$ or $l_{\sigma}<-n<l_{\sigma+1}$ for some $\sigma \in\{1, \ldots, s-1\}$ imply $\alpha \in \mathcal{F}_{0}(\gamma)$.

The following example illustrates the application of Algorithm 2.1. For polynomials outside the set $\mathcal{K}$ the CNS property was checked by the algorithm described in [7] (an improved version of this algorithm was implemented by T. Borbély [6]).

Remark. Note that if $c_{\beta}<k_{\beta}$ and $\mu_{\beta}(X+k) \in \mathcal{C}$ for all $k \in$ $\left\{c_{\beta}+1, \ldots, k_{\beta}-1\right\}$ then $-c_{\beta}+\beta \in \mathcal{F}_{1}(\gamma)$.

Lemma 2.2. Let $k \in \mathbb{Z}$.
(i) For $f_{k}=f(X+k)$ with $f=X^{3}-X+3 \in \mathbb{Z}[X]$ we have

$$
f_{k} \in \mathcal{K} \Longleftrightarrow k \geq 3
$$

and

$$
f_{k} \in \mathcal{C} \Longleftrightarrow k=0 \text { or } k \geq 2
$$

(ii) For $f_{k}=f(X+k)$ with $f=X^{3}-X-3 \in \mathbb{Z}[X]$ we have

$$
f_{k} \in \mathcal{K} \Longleftrightarrow k \geq 4
$$

and

$$
f_{k} \in \mathcal{C} \Longleftrightarrow k \geq 3
$$

(iii) For $f_{k}=f(X+k)$ with $f=X^{3}-2 X^{2}-69 X-369 \in \mathbb{Z}[X]$ we have

$$
f_{k} \in \mathcal{K} \Longleftrightarrow k \geq 13 \Longleftrightarrow f_{k} \in \mathcal{C}
$$

(iv) For $f_{k}=f(X+k)$ with $f=X^{3}+2 X^{2}-69 X+369 \in \mathbb{Z}[X]$ we have

$$
f_{k} \in \mathcal{K} \Longleftrightarrow k \geq 5
$$

and

$$
f_{k} \in \mathcal{C} \Longleftrightarrow k \geq 4
$$

Proof. (i) The first statement is clear because $f_{k}=X^{3}+3 k X^{2}+$ $\left(3 k^{2}-1\right) X+k^{3}-k+3$. Using this, Gilbert's theorem (see [3], Theorem 3.1) and ([3], Proposition 3.12) the second statement follows.
(ii) The first statement is clear because $f_{k}=X^{3}+3 k X^{2}+\left(3 k^{2}-1\right) X+$ $k^{3}-k-3$. Using this and Gilbert's theorem (see [3], Theorem 3.1) and checking $f_{3} \in \mathcal{C}$ the second statement follows.
(iii) Clearly, $k<13$ implies $f_{k}=X^{3}+(3 k-2) X^{2}+\left(3 k^{2}-4 k-69\right) X+$ $k^{3}-2 k^{2}-69 k-369 \notin \mathcal{K} \cup \mathcal{C}$.
(iv) Observing $f_{k}=X^{3}+(3 k+2) X^{2}-\left(3 k^{2}+4 k-69\right) X+k^{3}+2 k^{2}-69 k+369$ and checking $f_{4} \in \mathcal{C}$ these statements can be proved analogously.

For a monogenic algebraic number field $K$ we write $\mathcal{F}_{\delta}(K)$ instead of $\mathcal{F}_{\delta}(\gamma)$ where $\gamma$ is some generator of a power integral basis of $K \quad(\delta \in\{0,1\})$.
Example. Let $\vartheta$ be a root of the polynomial $X^{3}-X+3 \in \mathbb{Z}[X]$. By ([9], Section 11.1) up to equivalence all generators of power integral bases of $\mathbb{Z}[\vartheta]$ are given by $\vartheta$ and $-5 \vartheta+3 \vartheta^{2}$. By Lemma 2.2 we have $c_{\vartheta}=0, k_{\vartheta}=3$, and therefore by Algorithm 2.1

$$
\vartheta \in \mathcal{F}_{0}(\mathbb{Q}(\vartheta)),-2+\vartheta \in \mathcal{F}_{1}(\mathbb{Q}(\vartheta)) .
$$

Analogously, we have $\mu_{-\vartheta}=X^{3}-X-3, c_{-\vartheta}=3, k_{-\vartheta}=4$, and then

$$
-3+\vartheta \in \mathcal{F}_{1}(\mathbb{Q}(\vartheta))
$$

Similarly, we have $\mu_{-5 \vartheta+\vartheta^{2}}=X^{3}-2 X^{2}-69 X-369, c_{-5 \vartheta+\vartheta^{2}}=k_{-5 \vartheta+\vartheta^{2}}=$ 13, and

$$
-13-5 \vartheta+\vartheta^{2} \in \mathcal{F}_{1}(\mathbb{Q}(\vartheta))
$$

and finally $\mu_{5 \vartheta-\vartheta^{2}}=X^{3}+2 X^{2}-69 X+369, c_{5 \vartheta-\vartheta^{2}}=4, k_{5 \vartheta-\vartheta^{2}}=5$, and

$$
-4+5 \vartheta-\vartheta^{2} \in \mathcal{F}_{1}(\mathbb{Q}(\vartheta)) .
$$

Collecting our results we find $\mathcal{F}_{0}(\mathbb{Q}(\vartheta))=\{\vartheta\}$ and

$$
\mathcal{F}_{1}(\mathbb{Q}(\vartheta))=\left\{-2+\vartheta,-3-\vartheta,-13-5 \vartheta+\vartheta^{2},-4+5 \vartheta-\vartheta^{2}\right\}
$$

In some cases the determination of CNS bases is considerably easier if $\gamma$ is an algebraic integer with at least one real conjugate. We then denote by $M(\gamma)(m(\gamma))$ the integer part of the maximum (minimum) of the real conjugates of $\gamma$.

Proposition 2.1. Let $\gamma$ be a nonzero algebraic integer with at least one real conjugate and $\mathcal{B}$ a set of representatives of the equivalence classes of generators of power integral bases of $\mathbb{Z}[\gamma]$.
(i) For $\alpha \in \mathbb{Z}[\gamma] \backslash\{0\}$ we have $c_{\alpha} \geq M(\alpha)+2$ and $c_{-\alpha} \geq-m(\alpha)+1$.
(ii) Let $\beta \in \mathcal{B}$. Then $\beta-M(\beta)-2 \in \mathcal{F}_{1}(\gamma)$ if $\mu_{\beta-M(\beta)-2} \in \mathcal{K}$, and $-\beta+m(\beta)-1 \in \mathcal{F}_{1}(\gamma)$ if $\mu_{-\beta+m(\beta)-1} \in \mathcal{K}$.
(iii) If $\mu_{\beta-M(\beta)-2}, \mu_{-\beta+m(\beta)-1} \in \mathcal{K}$ for all $\beta \in \mathcal{B}$ then we have $\mathcal{F}_{0}(\gamma)=\emptyset$ and

$$
\mathcal{F}_{1}(\gamma)=\{\beta-M(\beta)-2,-\beta+m(\beta)-1 \mid \beta \in \mathcal{B}\}
$$

Proof. (0) For every $\alpha \in \mathbb{Z}[\gamma]$ we have real embeddings $\tau_{\alpha}, \rho_{\alpha}$ of $\mathbb{Q}(\gamma)$ with

$$
M(\alpha) \leq \tau_{\alpha}(\alpha), \quad \rho_{\alpha}(\alpha)<m(\alpha)+1
$$

(i) Assume $c_{\alpha}=M(\alpha)+2-k$ for some $k \in \mathbb{N} \backslash\{0\}$. Then $\mu_{\alpha}(X+M(\alpha)+$ $2-k) \in \mathcal{C}$, thus by ([1], Theorem 2.1)

$$
\tau_{\alpha}(\alpha)-(M(\alpha)+2-k)<-1
$$

which by (0) yields the contradiction

$$
M(\alpha)<M(\alpha)-k+1
$$

The other inequality is proved analogously.
(ii) It is enough to show that $(\beta-M(\beta)-2)+1,(-\beta+m(\beta)-1)+1 \notin \mathcal{C}$. In view of ([1], Theorem 2.1) this is clear because by (0)

$$
\begin{gathered}
\tau_{\beta}(\beta-M(\beta)-1)=\tau_{\beta}(\beta)-M(\beta)-1 \geq M(\beta)-M(\beta)-1=-1 \\
\rho_{\beta}(-\beta+m(\beta))>-m(\beta)-1+m(\beta)=-1
\end{gathered}
$$

(iii) Denoting by $F=\{\beta-M(\beta)-2,-\beta+m(\beta)-1 \mid \beta \in \mathcal{B}\}$ it suffices to show that

$$
\mathcal{C}_{\gamma} \subset\{\varphi-n \mid \varphi \in F, n \in \mathbb{N}\}
$$

Let $\alpha \in \mathcal{C}_{\gamma}, \beta \in \mathcal{B}, n \in \mathbb{Z}$ with $\alpha=n \pm \beta$. In case $\alpha=n+\beta$ we have $-M(\beta)-2-n \in \mathbb{N}$ by (0) and

$$
\alpha+(-M(\beta)-2-n)=\beta-M(\beta)-2 \in F
$$

and in case $\alpha=n-\beta$ we analogously find $m(\beta)-1-n \in \mathbb{N}$ and

$$
\alpha+(m(\beta)-1-n)=-\beta+m(\beta)-1 \in F
$$

## 3. CNS bases in quadratic and cubic number fields

We conclude our observations by computing $\mathcal{F}_{0}$ and $\mathcal{F}_{1}$ of several quadratic, cubic and quartic number fields. For the sake of completeness we start with the formulation of some well-known results in our language.

CNS bases of quadratic number fields were studied by several authors (see [14],[15],[10], [11], [32],[4] and others).

Theorem 3.1. (I. Kátai - B. Kovács, W. J. Gilbert) Let $D \neq 0,1$ be a square-free rational integer and $\vartheta=\sqrt{D}$. Then $\mathcal{F}_{0}(\mathbb{Q}(\vartheta))=\emptyset$ and

$$
\mathcal{F}_{1}(\mathbb{Q}(\vartheta))= \begin{cases}\left\{-\left\lfloor\frac{1+\sqrt{D}}{2}\right\rfloor+\frac{-3+\vartheta}{2},\left\lfloor\frac{1-\sqrt{D}}{2}\right\rfloor-\frac{3+\vartheta}{2}\right\} & , \text { if } D>0, D \equiv 1 \\ \{-2-\lfloor\sqrt{D}\rfloor+\vartheta,-2-\lfloor\sqrt{D}\rfloor-\vartheta\} & , \text { if } D>0, D \neq 1 \\ \left\{\frac{-3+\vartheta}{2},-\frac{3+\vartheta}{2}\right\} & (\bmod 4), \\ \left\{\frac{1+\vartheta}{2}, \frac{1-\vartheta}{2}\right\} & , \text { if } D=-3, \\ & \text {, if } D<0, D \neq-3, \\ \{-1+\vartheta,-1-\vartheta\} & D \equiv 1(\bmod 4), \\ \{\vartheta,-\vartheta\} & , \text { if } D=-1, \\ & \text { if } D<0, D \neq-1, \\ & D \not \equiv 1 \quad(\bmod 4)\end{cases}
$$

Proof. A representative of the generators of power integral bases of $\mathbb{Q}(\vartheta)$ is given by $\beta=\frac{1+\vartheta}{2}$ if $D \equiv 1(\bmod 4)(\beta=\vartheta$ if $D \not \equiv 1(\bmod 4))$. If $D>0$ we have $m(\beta)=\left\lfloor\frac{1-\sqrt{D}}{2}\right\rfloor, M(\beta)=\left\lfloor\frac{1+\sqrt{D}}{2}\right\rfloor$ for $D \equiv 1(\bmod 4)$ $(m(\beta)=\lfloor-\sqrt{D}\rfloor, M(\beta)=\lfloor\sqrt{D}\rfloor$ for $D \not \equiv 1(\bmod 4))$ and our assertions follow from Proposition 2.1 and ([10], Theorem 1). For $D<0$ Algorithm 2.1 and ([10], Theorem 1) yield the assertions.

Using a theorem of S. Körmendi [21] S. Akiyama et al. ([3], Theorem 4.5) described all CNS in a family of pure cubic number fields.

Theorem 3.2. (S. Kőrmendi - S. Akiyama et al.) Let $m \in \mathbb{N} \backslash\{0\}$ be not divisible by 3 and $m^{3}+1$ squarefree. For $\vartheta=\sqrt[3]{m^{3}+1}$ we have $\mathcal{F}_{0}(\mathbb{Q}(\vartheta))=\emptyset$ and
$\mathcal{F}_{1}(\mathbb{Q}(\vartheta))=\left\{-\vartheta,-m-2+\vartheta,-2 m^{2}-2+m \vartheta+\vartheta^{2},-m^{2}-2-m \vartheta-\vartheta^{2}\right\}$.
Further, S. Akiyama et al. ([3], Theorem 4.4) determined all CNS in a family of simplest cubic number fields (for details see D. Shanks [31]). We state and slightly extend their result in our context.

Theorem 3.3. (S. Akiyama et al.) Let $t \in \mathbb{Z}, t \geq-1$ and $\vartheta$ denote $a$ root of the polynomial

$$
X^{3}-t X^{2}-(t+3) X-1
$$

Then we have $\mathcal{F}_{0}(\mathbb{Q}(\vartheta))=\emptyset$ and
$\mathcal{F}_{1}(\mathbb{Q}(\vartheta))=\left\{-3-\vartheta,-t-5-t \vartheta+\vartheta^{2},-1+(t+1) \vartheta-\vartheta^{2}\right\} \cup \mathcal{G} \cup \mathcal{G}_{-1} \cup \mathcal{G}_{0} \cup \mathcal{G}_{2}$
where

$$
\begin{aligned}
\mathcal{G} & =\left\{\begin{array}{l}
\left\{-t-3+\vartheta,-1+t \vartheta-\vartheta^{2},-t-5-(t+1) \vartheta+\vartheta^{2}\right\}, \text { if } t \geq 0, \\
\emptyset \text { otherwise, },
\end{array}\right. \\
\mathcal{G}_{-1} & =\left\{\begin{array}{l}
\left\{-3+\vartheta,-2-\vartheta-\vartheta^{2},-5+\vartheta^{2},-19+9 \vartheta+4 \vartheta^{2},-5-9 \vartheta-4 \vartheta^{2}\right. \\
-22+5 \vartheta+9 \vartheta^{2},-2-5 \vartheta-9 \vartheta^{2},-25-4 \vartheta+5 \vartheta^{2}, 1+4 \vartheta-5 \vartheta^{2}, \\
-7-\vartheta+\vartheta^{2},-1+\vartheta-\vartheta^{2},-6+2 \vartheta+\vartheta^{2},-2-2 \vartheta-\vartheta^{2}, \\
\left.-6+\vartheta+2 \vartheta^{2},-2-\vartheta-\vartheta^{2}\right\}, \text { if } t=-1, \\
\emptyset \text { otherwise, }
\end{array}\right.
\end{aligned}
$$

$$
\mathcal{G}_{0}=\left\{\begin{array}{l}
\left\{-9+2 \vartheta+\vartheta^{2},-2-2 \vartheta-\vartheta^{2},-11-3 \vartheta+2 \vartheta^{2},-1+3 \vartheta-2 \vartheta^{2},\right. \\
\left.\quad-10-\vartheta+3 \vartheta^{2},-1+\vartheta-3 \vartheta^{2}\right\}, \text { if } t=0, \\
\emptyset \text { otherwise, }
\end{array}\right.
$$

$$
\mathcal{G}_{2}=\left\{\begin{array}{l}
\left\{-37+3 \vartheta+2 \vartheta^{2},-2-3 \vartheta-2 \vartheta^{2},-42-20 \vartheta+9 \vartheta^{2},\right. \\
\left.\quad 3+20 \vartheta-9 \vartheta^{2},-43-23 \vartheta+7 \vartheta^{2},-4+23 \vartheta-7 \vartheta^{2}\right\}, \text { if } t=2, \\
\emptyset \text { otherwise. }
\end{array}\right.
$$

Proof. We proceed similarly as in Example 2, but leave the verifications of computational details to the reader. By [9] up to equivalence all generators of power integral bases of $\mathbb{Z}[\vartheta]$ are the following:

- for arbitrary $t: \vartheta,-t \vartheta+\vartheta^{2},(t+1) \vartheta-\vartheta^{2}$;
- for $t=-1$ additionally: $9 \vartheta+4 \vartheta^{2}, 5 \vartheta+9 \vartheta^{2},-4 \vartheta+5 \vartheta^{2},-\vartheta+\vartheta^{2}, 2 \vartheta+$ $\vartheta^{2}, \vartheta+2 \vartheta^{2}$;
- for $t=0$ additionally: $2 \vartheta+\vartheta^{2},-3 \vartheta+2 \vartheta^{2},-\vartheta+3 \vartheta^{2}$;
- for $t=2$ additionally: $3 \vartheta+2 \vartheta^{2},-20 \vartheta+9 \vartheta^{2},-23 \vartheta+7 \vartheta^{2}$.

The proof is now accomplished by Proposition 2.1 and Table 1 below where we use the following notation: $\beta$ is a generator of a power integral basis of $\mathbb{Q}(\vartheta)$. The minimal polynomial $\mu_{\beta}=X^{3}+a_{1} X^{2}+a_{2} X+a_{3}$ of $\beta$ is given by $\left(a_{1}, a_{2}, a_{3}\right)$. Lower bounds for the constants $c_{\beta}, k_{\beta}$ are given by Proposition 2.1. For their determination ([3], Theorem 3.1) and ([8], Theorem 5.1) are used. Observe that in all cases considered here Remark 2 applies if $c_{\beta} \leq k_{\beta}-2$ or $c_{-\beta} \leq k_{-\beta}-2$.

| $\beta$ | $t$ | $\mu_{\beta}$ | $m(\beta)$ | $M(\beta)$ | $c_{\beta}$ | $k_{\beta}$ | $c_{-\beta}$ | $k_{-\beta}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\vartheta$ | $\geq 5$ | $\begin{gathered} \hline \hline(-t,-t-3, \\ -1) \\ \hline \end{gathered}$ | -2 | $t+1$ | $t+3$ | $t+3$ | 3 | 3 |
| $\vartheta$ | $0 \ldots 4$ | $\begin{gathered} (-t,-t-3, \\ -1) \end{gathered}$ | -2 | $t+1$ | $t+3$ | $t+3$ | 3 | 4 |
| $\vartheta$ | -1 | $(1,-2,-1)$ | -2 | 1 | 3 | 4 | 3 | 4 |
| $-t \vartheta+\vartheta^{2}$ | $\geq 5$ | $\begin{gathered} (-2 t-6 \\ t^{2}+7 t+9 \\ \left.-t^{2}-3 t-1\right) \end{gathered}$ | 0 | $t+3$ | $t+5$ | $t+5$ | 1 | 1 |
| $-t \vartheta+\vartheta^{2}$ | 2, 3, 4 | $\begin{gathered} (-2 t-6 \\ t^{2}+7 t+9 \\ \left.-t^{2}-3 t-1\right) \end{gathered}$ | 0 | $t+3$ | $t+5$ | $t+6$ | 1 | 1 |
| $-\vartheta+\vartheta^{2}$ | 1 | $(-8,17,-5)$ | 0 | 4 | 6 | 7 | 1 | 2 |
| $\vartheta^{2}$ | 0 | $(-6,9,-1)$ | 0 | 3 | 5 | 6 | 1 | 2 |
| $\vartheta+\vartheta^{2}$ | -1 | $(-4,3,1)$ | -1 | 2 | 4 | 5 | 2 | 3 |
| $(t+1) \vartheta-\vartheta^{2}$ | $\geq 3$ | $\begin{gathered} (t+6,3 t+9 \\ 2 t+3) \end{gathered}$ | $-t-4$ | -1 | 1 | 2 | $t+5$ | $t+5$ |
| $(t+1) \vartheta-\vartheta^{2}$ | 0, 1, 2 | $\begin{gathered} (t+6,3 t+9 \\ 2 t+3) \end{gathered}$ | $-t-4$ | -1 | 1 | 2 | $t+5$ | $t+6$ |
| $-\vartheta^{2}$ | -1 | $(5,6,1)$ | -4 | -1 | 1 | 3 | 5 | 6 |
| $3 \vartheta+2 \vartheta^{2}$ | 2 | $\begin{gathered} (-34,-39, \\ -11) \\ \hline \end{gathered}$ | -1 | 35 | 37 | 37 | 2 | 3 |
| $-20 \vartheta+9 \vartheta^{2}$ | 2 | $\begin{gathered} (-86,2041, \\ -8029) \end{gathered}$ | 4 | 40 | 42 | 43 | -3 | -3 |
| $-23 \vartheta+7 \vartheta^{2}$ | 2 | $\begin{gathered} (-52,477, \\ -1217) \\ \hline \end{gathered}$ | 5 | 41 | 43 | 43 | -4 | -3 |
| $9 \vartheta+4 \vartheta^{2}$ | -1 | $\begin{gathered} (-11,-102, \\ -181) \end{gathered}$ | -4 | 17 | 19 | 19 | 5 | 6 |
| $5 \vartheta+9 \vartheta^{2}$ | -1 | (-40, 391, 181) | -1 | 20 | 22 | 23 | 2 | 2 |
| $-4 \vartheta+5 \vartheta^{2}$ | -1 | $\begin{gathered} \hline(-29,138, \\ -181) \\ \hline \end{gathered}$ | 2 | 23 | 25 | 25 | -1 | 0 |
| $-\vartheta+\vartheta^{2}$ | -1 | $(-6,5,-1)$ | 0 | 5 | 7 | 7 | 1 | 2 |
| $2 \vartheta+\vartheta^{2}$ | 0 | $(-6,-9,-3)$ | -1 | 7 | 9 | 9 | 2 | 3 |
| $2 \vartheta+\vartheta^{2}$ | -1 | $(-3,-4,-1)$ | -1 | 4 | 6 | 6 | 2 | 3 |
| $-3 \vartheta+2 \vartheta^{2}$ | 0 | $(-12,27,-17)$ | 1 | 9 | 11 | 11 | 0 | 1 |
| $-\vartheta+3 \vartheta^{2}$ | 0 | $(-18,87,-53)$ | 0 | 8 | 10 | 11 | 1 | 1 |
| $\vartheta+2 \vartheta^{2}$ | -1 | $(-9,20,1)$ | -1 | 4 | 6 | 7 | 2 | 2 |

TABLE 1

## 4. CNS bases in quartic cyclotomic fields

In this section we treat the cyclotomic fields of degree 4.
Theorem 4.1. Let $\zeta$ be a primitive eighth root of unity. Then we have $\mathcal{F}_{0}(\mathbb{Q}(\zeta))=\emptyset$ and

$$
\mathcal{F}_{1}(\mathbb{Q}(\zeta))=\left\{-3 \pm \zeta^{k} \mid k=1,3,5,7\right\}
$$

Proof. By R. Robertson [29] up to equivalence all generators of power integral bases of $\mathbb{Q}(\zeta)$ are given by $\zeta^{k}, k \in \mathbb{Z}, k$ odd. Observing $\mu_{\zeta}=$ $X^{4}+1$ one immediately finds $k_{\zeta}=4$. The algorithm described in [7] and ([4], Theorem 5.4) yield $c_{\zeta}=3$, and a straightforward application of Algorithm 2.1 concludes the proof.

Theorem 4.2. Let $\zeta$ be a primitive twelfth root of unity. Then we have $\mathcal{F}_{0}(\mathbb{Q}(\zeta))=\emptyset$ and
$\mathcal{F}_{1}(\mathbb{Q}(\zeta))=\left\{-3+\zeta,-3-\zeta,-3+\zeta^{-1},-3-\zeta^{-1},-1-\zeta^{2}+\zeta^{-1},-2+\zeta^{2}-\zeta^{-1}\right\}$.
Proof. The proof works analogously as that of Theorem 4.1.
Theorem 4.3. Let $\zeta$ be a primitive fifth root of unity. Then we have $\mathcal{F}_{0}(\mathbb{Q}(\zeta))=\emptyset$ and

$$
\mathcal{F}_{1}(\mathbb{Q}(\zeta))=\left\{-2+\zeta,-3-\zeta,-2+\zeta+\zeta^{3},-3-\zeta-\zeta^{3}\right\} .
$$

Proof. By [28] up to equivalence all generators of power integral bases of $\mathbb{Z}[\zeta]$ are $\zeta$ and $\frac{1}{1+\zeta}$. One immediately checks that

$$
f_{k}(X)=\mu_{\zeta}(X+k) \in \mathcal{K} \Longleftrightarrow k \geq 4
$$

hence $k_{\zeta}=4$. By ([4], Theorem 5.4) one finds $k \geq-5$ for $f_{k} \in \mathcal{C}$. Trivially, $f_{0}, f_{-1} \notin \mathcal{C}$, and an application of the algorithm described in [7] yields $f_{k} \notin \mathcal{C}$ for $k=-5,-4,-3,-2,1$, but $f_{2}, f_{3} \in \mathcal{C}$. Thus we have shown that

$$
f_{k} \in \mathcal{C} \Longleftrightarrow k \geq 2,
$$

hence $c_{\zeta}=2$ and $f_{k} \in \mathcal{C}$ for all $k \in\left\{c_{\zeta}, \ldots, k_{\zeta}\right\}$.

| $\beta$ | $\mu_{\beta}$ | $c_{\beta}$ | $k_{\beta}$ | $c_{-\beta}$ | $k_{-\beta}$ |
| :---: | :---: | ---: | ---: | ---: | ---: |
| $\zeta$ | $(1,1,1,1)$ | 2 | 4 | 3 | 5 |
| $-\zeta-\zeta^{3}$ | $(-2,4,-3,1)$ | 3 | 5 | 2 | 4 |

Table 2
Therefore by Algorithm 2.1 we find $-2+\zeta \in \mathcal{F}_{1}(\mathbb{Q}(\zeta))$. Similarly, the other cases are dealt with. The main data are listed in Table 2 below where we use the following notation: $\beta$ is a generator of a power integral basis of $\mathbb{Q}(\zeta)$, the minimal polynomial $\mu_{\beta}=X^{4}+a_{1} X^{3}+a_{2} X^{2}+a_{3} X+a_{4}$ of $\beta$ is given by $\left(a_{1}, a_{2}, a_{3}, a_{4}\right)$.

## 5. CNS bases in quartic number fields

For the convenience of the reader we rephrase a result of A. Ретнő ([27], Theorem 15) in our settings.

Theorem 5.1. (A. Pethő) Let $f \in \mathbb{N}, f \geq 3, f$ odd, $m=f^{2}+2$ and $n=f^{2}-2$. Then we have $\mathcal{F}_{0}(\mathbb{Q}(\sqrt{m}, \sqrt{n}))=\emptyset$ and

$$
\begin{aligned}
\mathcal{F}_{1}(\mathbb{Q}(\sqrt{m}, \sqrt{n}))=\{ & -f-1+\vartheta_{1},-f-1-\vartheta_{1},-1-\frac{3 f^{3}+f}{2}+\vartheta_{2} \\
& \left.-2-\frac{f^{3}-f}{2}-\vartheta_{2}\right\}
\end{aligned}
$$

where

$$
\vartheta_{1}=\frac{\sqrt{m}+\sqrt{n}}{2}, \quad \vartheta_{2}=f \frac{1+\sqrt{m n}}{2}+\sqrt{n}+\left(f^{2}-1\right) \frac{\sqrt{m}+\sqrt{n}}{2}
$$

For $t \in \mathbb{Z} \backslash\{0, \pm 3\}$ let

$$
P_{t}(X)=X^{4}-t X^{3}-6 X^{2}+t X+1
$$

Let $\vartheta=\vartheta_{t}$ be a root of $P_{t}(X)$, then the infinite parametric family of number fields $K_{t}=K=Q\left(\vartheta_{t}\right)$ is called simplest quartic fields. P. Olajos [24] proved that $K_{t}$ admits a power integral bases if and only if $t=2$ and $t=4$, moreover he found all generators of power integral bases in these fields. Using his result we are able to compute all CNS bases in such fields.

Theorem 5.2. We have $\mathcal{F}_{0}(\mathbb{Q}(\vartheta))=\emptyset, \mathcal{F}_{1}\left(\mathbb{Q}\left(\vartheta_{2}\right)\right)=\mathcal{G}_{2}$ and $\mathcal{F}_{1}\left(\mathbb{Q}\left(\vartheta_{4}\right)\right)=$ $\mathcal{G}_{4}$ where

$$
\begin{aligned}
\mathcal{G}_{2}=\{ & -\frac{1}{2} \vartheta^{3}+\vartheta^{2}+\frac{7}{2} \vartheta-4, \frac{1}{2} \vartheta^{3}-\vartheta^{2}-\frac{7}{2} \vartheta-2,2 \vartheta^{3}-\frac{9}{2} \vartheta^{2}-11 \vartheta-\frac{9}{2}, \\
& -2 \vartheta^{3}+\frac{9}{2} \vartheta^{2}+11 \vartheta-\frac{19}{2}, \frac{1}{2} \vartheta^{3}-2 \vartheta-\frac{13}{2},-\frac{1}{2} \vartheta^{3}+2 \vartheta-\frac{5}{2}, \frac{1}{2} \vartheta^{2}+\vartheta-\frac{23}{2}, \\
& -\frac{1}{2} \vartheta^{2}-\vartheta-\frac{5}{2}, \vartheta^{3}-\frac{3}{2} \vartheta^{2}-7 \vartheta-\frac{9}{2},-\vartheta^{3}+\frac{3}{2} \vartheta^{2}+7 \vartheta-\frac{11}{2}, \\
& \frac{3}{2} \vartheta^{3}-2 \vartheta^{2}-\frac{21}{2} \vartheta-6,-\frac{3}{2} \vartheta^{3}+2 \vartheta^{2}+\frac{21}{2} \vartheta-8, \frac{1}{2} \vartheta^{3}-2 \vartheta^{2}+\frac{1}{2} \vartheta-1, \\
& -\frac{1}{2} \vartheta^{3}+2 \vartheta^{2}-\frac{1}{2} \vartheta-11,-\vartheta^{3}+\frac{5}{2} \vartheta^{2}+5 \vartheta-\frac{13}{2}, \vartheta^{3}-\frac{5}{2} \vartheta^{2}-5 \vartheta-\frac{5}{2}, \\
& \left.\frac{1}{2} \vartheta^{2}-\vartheta-\frac{9}{2},-\frac{1}{2} \vartheta^{2}+\vartheta-\frac{3}{2}, \frac{1}{2} \vartheta^{2}-\frac{15}{2},-\frac{1}{2} \vartheta^{2}-\frac{3}{2}\right\} \\
\mathcal{G}_{4}=\{ & -\frac{1}{4} \vartheta^{3}+\frac{3}{4} \vartheta^{2}+\frac{11}{4} \vartheta-\frac{13}{4}, \frac{1}{4} \vartheta^{3}-\frac{3}{4} \vartheta^{2}-\frac{11}{4} \vartheta-\frac{11}{4}, \frac{1}{4} \vartheta^{3}-\frac{3}{4} \vartheta^{2}-\frac{7}{4} \vartheta-\frac{23}{4}, \\
& -\frac{1}{4} \vartheta^{3}+\frac{3}{4} \vartheta^{2}+\frac{7}{4} \vartheta-\frac{13}{4},-\frac{3}{4} \vartheta^{3}+\frac{13}{4} \vartheta^{2}+\frac{13}{4} \vartheta-\frac{27}{4}, \frac{3}{4} \vartheta^{3}-\frac{13}{4} \vartheta^{2}-\frac{13}{4} \vartheta-\frac{9}{4}, \\
& \frac{3}{4} \vartheta^{3}-\frac{11}{4} \vartheta^{2}-\frac{21}{4} \vartheta-\frac{11}{4},-\frac{3}{4} \vartheta^{3}+\frac{11}{4} \vartheta^{2}+\frac{21}{4} \vartheta-\frac{25}{4},-\frac{1}{4} \vartheta^{3}+\frac{5}{4} \vartheta^{2}-\frac{1}{4} \vartheta-\frac{23}{4}, \\
& \left.\frac{1}{4} \vartheta^{3}-\frac{5}{4} \vartheta^{2}+\frac{1}{4} \vartheta-\frac{13}{4},-\frac{1}{4} \vartheta^{3}+\frac{5}{4} \vartheta^{2}+\frac{3}{4} \vartheta-\frac{19}{4}, \frac{1}{4} \vartheta^{3}-\frac{5}{4} \vartheta^{2}-\frac{3}{4} \vartheta-\frac{5}{4}\right\} .
\end{aligned}
$$

Proof. Let $\gamma$ be a generator of power integral basis in $\mathbb{Z}_{K}$. P. Olajos [24] showed that only the following cases can occur:
(1) $t=2, \gamma=x \cdot \vartheta+y \cdot \frac{1+\vartheta^{2}}{2}+z \cdot \frac{\vartheta+\vartheta^{3}}{2}$ where

$$
\begin{aligned}
(x, y, z)= & (4,2,-1),(-13,-9,4),(-2,1,0),(1,1,0),(-8,-3,2) \\
& (-12,-4,3),(0,-4,1),(6,5,-2),(-1,1,0),(0,1,0)
\end{aligned}
$$

(2) $t=4, \gamma=x \cdot \vartheta+y \cdot \frac{1+\vartheta^{2}}{2}+z \cdot \frac{1+\vartheta+\vartheta^{2}+\vartheta^{3}}{4}$ where

$$
\begin{aligned}
(x, y, z)= & (3,2,-1),(-2,-2,1),(4,8,-3),(-6,-7,3),(0,3,-1) \\
& (1,3,-1)
\end{aligned}
$$

From here on we proceed as in the proof of Theorem 5.3. The details of the computation are given in Table 3 below where we use the following notation: $(x, y, z)$ denote the coordinates of $\gamma$ as in the table above, the minimal polynomial $\mu_{\gamma}=X^{4}+a_{1} X^{3}+a_{2} X^{2}+a_{3} X+a_{4}$ of $\gamma$ is given by $\left(a_{1}, a_{2}, a_{3}, a_{4}\right)$.

| $(x, y, z)$ | $\gamma$ | $\mu_{\gamma}$ | $c_{\gamma}$ | $k_{\gamma}$ | $c_{-\gamma}$ | $k_{-\gamma}$ |
| :--- | :--- | :--- | :---: | :---: | :---: | :---: |
| $(4,2,-1)$ | $-\frac{1}{2} \vartheta^{3}+\vartheta^{2}+\frac{7}{2} \vartheta+1$ | $(-8,19,-12,1)$ | 5 | 7 | 1 | 3 |
| $(-13,-9,4)$ | $2 \vartheta^{3}-\frac{9}{2} \vartheta^{2}-11 \vartheta-\frac{9}{2}$ | $(36,451,2176,2641)$ | 0 | 0 | 14 | 15 |
| $(-2,1,0)$ | $\frac{1}{2} \vartheta^{3}-2 \vartheta+\frac{1}{2}$ | $(-6,1,4,1)$ | 7 | 8 | 2 | 4 |
| $(1,1,0)$ | $\frac{1}{2} \vartheta^{2}+\vartheta+\frac{1}{2}$ | $(-12,19,-8,1)$ | 12 | 12 | 2, | 3 |
| $(-8,-3,2)$ | $\vartheta^{3}-\frac{3}{2} \vartheta^{2}-7 \vartheta-\frac{3}{2}$ | $(6,1,-4,1)$ | 2 | 4 | 7 | 8 |
| $(-12,-4,3)$ | $\frac{3}{2} \vartheta^{3}-2 \vartheta^{2}-\frac{21}{2} \vartheta-2$ | $(4,-29,44,-19)$ | 4 | 5 | 10 | 10 |
| $(0,-4,1)$ | $\frac{1}{2} \vartheta^{3}-2 \vartheta^{2}+\frac{1}{2} \vartheta-2$ | $(20,115,260,205)$ | 0 | 1 | 14 | 14 |
| $(6,5,-2)$ | $-\vartheta^{3}+\frac{5}{2} \vartheta^{2}+5 \vartheta+\frac{5}{2}$ | $(-22,169,-508,421)$ | 9 | 11 | 0 | 1 |
| $(-1,1,0)$ | $\frac{1}{2} \vartheta^{2}-\vartheta+\frac{1}{2}$ | $(-8,19,-12,1)$ | 5 | 7 | 1 | 3 |
| $(0,1,0)$ | $\frac{1}{2} \vartheta^{2}+\frac{1}{2}$ | $(-10,25,-20,5)$ | 8 | 9 | 1 | 3 |
| $(3,2,-1)$ | $-\frac{1}{4} \vartheta^{3}+\frac{3}{4} \vartheta^{2}+\frac{11}{4} \vartheta+\frac{3}{4}$ | $(-4,2,4,-1)$ | 4 | 6 | 2 | 4 |
| $(-2,-2,1)$ | $\frac{1}{4} \vartheta^{3}-\frac{3}{4} \vartheta^{2}-\frac{7}{4} \vartheta-\frac{3}{4}$ | $(0,-8,-8,-2)$ | 5 | 6 | 4 | 5 |
| $(4,8,-3)$ | $-\frac{3}{4} \vartheta^{3}+\frac{13}{4} \vartheta^{2}+\frac{13}{4} \vartheta+\frac{13}{4}$ | $(-24,208,-760,958)$ | 10 | 11 | -1 | 0 |
| $(-6,-7,3)$ | $\frac{3}{4} \vartheta^{3}-\frac{11}{4} \vartheta^{2}-\frac{2}{4} \vartheta-\frac{11}{4}$ | $(16,88,200,158)$ | 0 | 1 | 9 | 10 |
| $(0,3,-1)$ | $-\frac{1}{4} \vartheta^{3}+\frac{5}{4} \vartheta^{2}-\frac{1}{4} \vartheta+\frac{5}{4}$ | $(-8,16,-8,-2)$ | 7 | 8 | 2 | 3 |
| $(1,3,-1)$ | $-\frac{1}{4} \vartheta^{3}+\frac{5}{4} \vartheta^{2}+\frac{3}{4} \vartheta+\frac{5}{4}$ | $(-12,50,-84,47)$ | 6 | 8 | 0 | 2 |

TABLE 3

Power integral bases in the polynomial order $\mathbb{Z}[\alpha]$ of $K_{t}$ were described by G. Lettl and A. Pethő [22].

Theorem 5.3. Let $t \in \mathbb{N} \backslash\{0,3\}$ and $\vartheta$ denote a root of the polynomial

$$
X^{4}-t X^{3}-6 X^{2}+t X+1
$$

Then we have $\mathcal{F}_{0}(\mathbb{Q}(\vartheta))=\emptyset$ and $\mathcal{F}_{1}(\mathbb{Q}(\vartheta))=\mathcal{G} \cup \mathcal{G}_{1} \cup \mathcal{G}_{2} \cup \mathcal{G}_{4}$ where
$\mathcal{G}=\left\{\begin{array}{l}\left\{-3-\vartheta,-t-2+\vartheta,-2-6 \vartheta-t \vartheta^{2}+\vartheta^{3},-t-3+6 \vartheta+t \vartheta^{2}-\vartheta^{3}\right\}, \\ \text { if } t \geq 5, \\ \emptyset \text { otherwise, }\end{array}\right.$
$\mathcal{G}_{1}=\left\{\begin{array}{l}\left\{-4+\vartheta,-4-\vartheta,-5+6 \vartheta+\vartheta^{2}-\vartheta^{3},-3-6 \vartheta-\vartheta^{2}+\vartheta^{3},\right. \\ -23+3 \vartheta^{2}-\vartheta^{3},-1-3 \vartheta^{2}+\vartheta^{3},-14+25 \vartheta+2 \vartheta^{2}-4 \vartheta^{3}, \\ \left.-10-25 \vartheta-2 \vartheta^{2}+4 \vartheta^{3}\right\}, \text { if } t=1, \\ \emptyset \text { otherwise, }\end{array}\right.$
$\mathcal{G}_{2}=\left\{\begin{array}{l}\left\{-5+\vartheta,-3-\vartheta,-5+6 \vartheta+2 \vartheta^{2}-\vartheta^{3},-3-6 \vartheta-2 \vartheta^{2}+\vartheta^{3}\right\}, \\ \text { if } t=2, \\ \emptyset \text { otherwise, }\end{array}\right.$
$\mathcal{G}_{4}=\left\{\begin{array}{l}\left\{-6+\vartheta,-3-\vartheta, 1+9 \vartheta-22 \vartheta^{2}+4 \vartheta^{3},-78-9 \vartheta+22 \vartheta^{2}-4 \vartheta^{3},\right. \\ -7+6 \vartheta+4 \vartheta^{2}-\vartheta^{3},-3-6 \vartheta-4 \vartheta^{2}+\vartheta^{3},-62+74 \vartheta+30 \vartheta^{2}-9 \vartheta^{3}, \\ \left.-15-74 \vartheta-30 \vartheta^{2}+9 \vartheta^{3}\right\}, \text { if } t=4, \\ \emptyset \text { otherwise. }\end{array}\right.$

Before embarking on the proof of Theorem 5.3 we need some preparation. For checking the CNS property of some polynomials we exploit a technical lemma.

Lemma 5.1. The polynomial $X^{4}+p_{3} X^{3}+p_{2} X^{2}+p_{1} X+p_{0} \in \mathbb{Z}[X]$ with the properties
(i) $p_{0} \geq 4$
(ii) $p_{1} \geq p_{0}+1$
(iii) $p_{3} \geq 2$
(iv) $p_{1} \geq 2 p_{2}+1$
(v) $2 p_{1}-p_{2}+2 p_{3} \leq 2 p_{0}-1$
is a CNS polynomial.
Proof. Let

$$
\begin{gathered}
E=\left\{\left(e_{1}, \ldots, e_{4}\right) \in \mathbb{Z}^{4}| | e_{i} \mid \leq 2 \quad(i=1, \ldots, 4), \quad\left(e_{2}, e_{1}\right) \neq(0, \pm 2)\right. \\
\left.e_{i} e_{i+1} \leq 0 \quad(i=1,2,3), \quad\left|e_{i}\right|=2 \Longrightarrow e_{i-1} \neq 0 \quad(i=2,3,4)\right\}
\end{gathered}
$$

and $\tau_{P}(\underline{A})$ be the mapping defined in Section 2. Clearly, property (i) of Theorem 2.1 is satisfied. We show(ii) and (iii) of the same Theorem in
several steps thereby using the notation of ([26], Lemma 1): $a \xrightarrow{(S)}$ indicates that $\tau_{P}(\underline{A})$ falls into step $(\mathrm{s}) S$ considered before.
(1) $e_{4} \geq 0, \tau_{P}\left(0,0,0, e_{4}\right)=0$
$(2) e_{4} \leq 0,\left(0,0,1, e_{4}\right) \xrightarrow{(1)}$
(3) $\left(0,1,-1, e_{4}\right) \xrightarrow{(2)}$
(4) $e_{3} \in\{0,1\},\left(1,-1, e_{3}, e_{4}\right) \xrightarrow{(3)}$
(5) $\left(-1,1,-1, e_{4}\right) \xrightarrow{(4)}$
(6) $\left(1,-1,2, e_{4}\right) \xrightarrow{(3,5)}$
(7) $\left(-1,1,0, e_{4}\right) \xrightarrow{(4)}$
(8) $e_{3} \in\{0,1\},\left(1,0, e_{3}, e_{4}\right) \xrightarrow{(7)}$
(9) $\left(0,0, e_{3}, e_{4}\right) \xrightarrow{(1,8)}$
(10) $\left(0,1,0, e_{4}\right) \xrightarrow{(9)}$
(11) $\left(1,0,-1, e_{4}\right) \xrightarrow{(7,10)}$
(12) $\left(0,-1,2, e_{4}\right) \xrightarrow{(11)}$
(13) $\left(-1,2,-1, e_{4}\right) \xrightarrow{(6,12)}$
(14) $\left(2,-1,1, e_{4}\right) \xrightarrow{(13)}$
(15) $\left(-1,1, e_{3}, e_{4}\right) \xrightarrow{(4,5,7,14)}$
$(16) e_{4} \leq-1,\left(-1,2, e_{3}, e_{4}\right) \xrightarrow{(6,12)}$
(17) $\left(2,-1,0, e_{4}\right) \xrightarrow{(16)}$
(18) $\left(-1,0,1, e_{4}\right) \xrightarrow{(4,17)}$
(19) $\left(0,1, e_{3}, e_{4}\right) \xrightarrow{(9)}$
$(20)\left(0,-1, e_{3}, e_{4}\right) \xrightarrow{(11)}$
$(21)\left(0, e_{2}, e_{3}, e_{4}\right) \xrightarrow{(9,19,20)}$
$(22) e_{1} \geq 1,\left(e_{1}, e_{2}, e_{3}, e_{4}\right) \xrightarrow{(13,15,21)}$
(23) $\left(1,-1,2, e_{4}\right) \xrightarrow{(21)}$
(24) $\left(-1, e_{2}, e_{3}, e_{4}\right) \xrightarrow{(4,6,17)}$
$(25)\left(e_{1}, e_{2}, e_{3}, e_{4}\right) \xrightarrow{(21,22,24)}$
This concludes the proof.
We are now in a position to verify Theorem 5.3.
Proof of Theorem 5.3. By [9] up to equivalence all generators of power integral bases of $\mathbb{Z}[\vartheta]$ are the following:

- for $t \in \mathbb{N} \backslash\{0,3\}: \vartheta, 6 \vartheta+t \vartheta^{2}-\vartheta^{3}$,
- for $t=1$ additionally: $3 \vartheta^{2}-\vartheta^{3}, 25 \vartheta+2 \vartheta^{2}-4 \vartheta^{3}$,
- for $t=4$ additionally: $9 \vartheta-22 \vartheta^{2}+4 \vartheta^{3},-74 \vartheta-30 \vartheta^{2}+9 \vartheta^{3}$.

We proceed analogously as in the proof of Theorem 3.3 by using Proposition 2.1 and Table 4 below with the following notation: $\beta$ is a generator of a power integral basis of $\mathbb{Q}(\vartheta)$. The minimal polynomial $\mu_{\beta}=X^{4}+a_{1} X^{3}+$ $a_{2} X^{2}+a_{3} X+a_{4}$ of $\beta$ is listed in the form $\left(a_{1}, a_{2}, a_{3}, a_{4}\right)$. Lower bounds for the constants $c_{\beta}, k_{\beta}$ are given by Proposition 2.1. For their determination ([3], Theorem 3.1) and Corollary 5.1 are used in a straightforward way. Similarly as in the proof of Theorem 3.3 Remark 2 is used.

| $\beta$ | $t$ | $\mu_{\beta}$ | $m(\beta)$ | $M(\beta)$ | $c_{\beta}$ | $k_{\beta}$ | $c_{-\beta}$ | $k_{-\beta}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\vartheta$ | $\neq 1,2$ | $(-t,-6, t, 1)$ | -2 | $t$ | $t+2$ | $t+2$ | 3 | 4 |
| $\vartheta$ | 1 | $(-1,-6,1,1)$ | -3 | 2 | 4 | 6 | 4 | 5 |
| $\vartheta$ | 2 | $(-2,-6,2,1)$ | -2 | 3 | 5 | 6 | 3 | 5 |
| $\begin{gathered} 6 \vartheta+t \vartheta^{2} \\ -\vartheta^{3} \end{gathered}$ | $\begin{gathered} \neq 1 \\ 2,4 \end{gathered}$ | $\begin{gathered} \left(-3 t, 3 t^{2}-6,\right. \\ -t^{3}+11 t \\ \left.-5 t^{2}+1\right) \end{gathered}$ | -1 | $t+1$ | $t+3$ | $t+4$ | 2 | 2 |
| $\begin{gathered} 6 \vartheta+\vartheta^{2} \\ -\vartheta^{3} \end{gathered}$ | 1 | $(-1,-6,1,1)$ | -3 | 2 | 4 | 6 | 4 | 5 |
| $\begin{gathered} 6 \vartheta+2 \vartheta^{2} \\ -\vartheta^{3} \end{gathered}$ | 2 | $(-6,-6,14,-19)$ | -2 | 3 | 5 | 7 | 3 | 4 |
| $\begin{gathered} 6 \vartheta+4 \vartheta^{2} \\ -\vartheta^{3} \end{gathered}$ | 4 | $\begin{gathered} (-12,42 \\ -20,-79) \end{gathered}$ | -2 | 5 | 7 | 8 | 3 | 3 |
| $3 \vartheta^{2}-\vartheta^{3}$ | 1 | $(-23,39,-22,4)$ | 0 | 21 | 23 | 23 | 1 | 3 |
| $\begin{gathered} 25 \vartheta+2 \vartheta^{2} \\ -4 \vartheta^{3} \end{gathered}$ | 1 | $\begin{gathered} (13,-96, \\ -1993,-7241) \\ \hline \end{gathered}$ | -9 | 12 | 14 | 14 | 10 | 12 |
| $\begin{gathered} 9 \vartheta-22 \vartheta^{2} \\ +4 \vartheta^{3} \end{gathered}$ | 4 | $\begin{gathered} (84,618, \\ 1580,1361) \end{gathered}$ | -77 | -3 | -1 | 1 | 78 | 78 |
| $\begin{gathered} -74 \vartheta-30 \vartheta^{2} \\ +9 \vartheta^{3} \end{gathered}$ | 4 | $\begin{gathered} (20,-1878, \\ 29932,-144239) \\ \hline \end{gathered}$ | -61 | 13 | 15 | 17 | 62 | 62 |

## TABLE 4

Finally we consider another family of orders in a parametrized family of quartic number fields, where all power integral bases are known. Let $t \in \mathbb{Z}$, $t \geq 0$, and $P(X)=X^{4}-t X^{3}-X^{2}+t X+1$. Denote by $\alpha$ one of the zeros of $P(X)$. In the following we deal with the order $\mathcal{O}=Z[\alpha]$ of $Q(\alpha)$.
M. Mignotte, A. Pethő and R. Roth [23] gave the following result:

Theorem 5.4. (M. Mignotte, A. Рethő, R. Roth) Let $t \geq 4$. Then every element $\gamma \in \mathcal{O}$ such that $Z[\gamma]=\mathcal{O}$ is equivalent to some element $\gamma=x \alpha+y \alpha^{2}+z \alpha^{3}$ with

$$
\begin{aligned}
(x, y, z) \in\{ & (1,0,0),(1, t,-1),(t, t-1,-1),(t,-t-1,1),(1,0,-1) \\
& \left.\left(1,-t\left(t^{2}+1\right), t^{2}\right)\right\}
\end{aligned}
$$

except when $t=4$, in which case additionally $(x, y, z) \in\{(209,140,-49)$, $(209,-312,64)\} .{ }^{1}$

Theorem 5.5. Let $t \geq 4$. We have $\mathcal{F}_{0}(\mathbb{Q}(\alpha))=\emptyset$ and $\mathcal{F}_{1}(\mathbb{Q}(\alpha))=\mathcal{G}_{4} \cup \mathcal{G}_{t}$ where

$$
\begin{aligned}
\mathcal{G}_{4}= & \left\{209 \alpha+140 \alpha^{2}-49 \alpha^{3}+350,209 \alpha-312 \alpha^{2}+64 \alpha^{3}-71\right\} \\
\mathcal{G}_{t}= & \left\{\alpha+t+1, \alpha+t \alpha^{2}-\alpha^{3}+t+2, t \alpha+(t-1) \alpha^{2}-\alpha^{3}+8\right. \\
& \left.t \alpha-(t+1) \alpha^{2}+\alpha^{3}+2, \alpha-\alpha^{3}+2, \alpha-t\left(t^{2}+1\right) \alpha^{2}+t^{2} \alpha^{3}-t+1\right\} .
\end{aligned}
$$

Proof. We follow the same line as in the proof of Theorem 5.3. First we compute the data necessary to apply Algorithm 2.1. For the zeroes of the polynomial $P(X)$ we use the following estimates:

$$
\begin{array}{ll}
\alpha_{1}=t-1 / t^{3}-1 / t^{5}-4 / t^{7}-9 / t^{9}, & \alpha_{2}=-1 / t-1 / t^{5}-1 / t^{7}-5 / t^{9} \\
\alpha_{3}=1+1 / 2 t+1 / 8 t^{2}+1 / 2 t^{3}, & \alpha_{4}=-1+1 / 2 t-1 / 8 t^{2}
\end{array}
$$

In a straightforward way we obtain $M(\gamma)$ for any possible value of $\gamma$. Knowing $M(\gamma)$ it is easy to establish $k_{\gamma}$. Because of the special form of $P(X)$ we do not need $k_{-\gamma}$. Indeed denote by $\sigma$ the automorphism of $\mathbb{Q}(\alpha)$, which maps $\alpha$ to $-\frac{1}{\alpha}$. Then an easy computation shows that

$$
\begin{aligned}
\sigma(-\alpha) & =\alpha+t \alpha^{2}-\alpha^{3}-t \\
\sigma\left(-\left(t \alpha+(t-1) \alpha^{2}-\alpha^{3}\right)\right) & =t \alpha-(t-1) \alpha^{2}+\alpha^{3}+1 \\
\sigma\left(-\left(\alpha-\alpha^{3}\right)\right) & =\alpha-t\left(t^{2}+1\right) \alpha^{2}+t^{2} \alpha^{3}+t^{3}
\end{aligned}
$$

and if $t=4$ then

$$
\sigma\left(-\left(209 \alpha+140 \alpha^{2}-49 \alpha^{3}\right)\right)=209 \alpha-312 \alpha^{2}+64 \alpha^{3}+116
$$

The details of the computation are given in Table 5 below where we use the following notation: $(x, y, z)$ denote the coordinates of $\gamma=x \alpha+y \alpha^{2}+z \alpha^{3}$ as in Theorem 5.4, the minimal polynomial $\mu_{\gamma}=X^{4}+a_{1} X^{3}+a_{2} X^{2}+a_{3} X+a_{4}$ of $\gamma$ is given by $\left(a_{1}, a_{2}, a_{3}, a_{4}\right)$.

By the intention of the journal we had to omit further details of the proof, because it is quite complicated and long especially in the case $\gamma=\alpha+$ $t \alpha^{2}-\alpha^{3}$. The interested reader may find the complete version electronically under the URL:
http://www.inf.unideb.hu/~ pethoe/Publications.html.

[^1]| $\gamma$ | $\mu_{\gamma}$ | $m(\gamma)$ | $M(\gamma)$ | $c_{\gamma}$ | $k_{\gamma}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\alpha$ | $(-t,-1, t, 1)$ | -1 | $t-1$ | $t+1$ | $\begin{aligned} & t+3, \text { if } t=4 \\ & t+2, \text { if } t>4 \end{aligned}$ |
| $\alpha+t \alpha^{2}-\alpha^{3}$ | $\left(-3 t, 3 t^{2}-1, t-t^{3}, 1\right)$ | 0 | $t$ | $t+2$ | $t+4$ |
| $\begin{gathered} t \alpha+(t-1) \alpha^{2} \\ -\alpha^{3} \end{gathered}$ | $\begin{gathered} (2-2 t,-3 t+5, \\ -t+4,1) \\ \hline \end{gathered}$ | -1 | $\begin{array}{r} 6 \\ 2 t-1 \end{array}$ | $\begin{array}{r} 8 \\ 2 t+1 \end{array}$ | $\begin{array}{r} 8, \text { if } t=4 \\ 2 t+1, \text { if } t>4 \end{array}$ |
| $\begin{gathered} t \alpha-(t+1) \alpha^{2} \\ +\alpha^{3} \end{gathered}$ | $(2 t+2,3 t+5, t+4,1)$ | $-2 t-1$ | -2 | 2 | 3 |
| $\alpha-\alpha^{3}$ | $\left(t^{3}-t, 3 t^{2}-1,3 t, 1\right)$ | $-t^{3}+t$ | -1 | 2 | 3 |
| $\begin{gathered} \alpha \\ -t\left(t^{2}+1\right) \alpha^{2} \\ +t^{2} \alpha^{3} \end{gathered}$ | $\begin{gathered} \left(3 t^{3}+t\right. \\ 3 t^{6}+3 t^{4}+3 t^{2}-1 \\ t^{9}+3 t^{7}+6 t^{5}-2 t^{3}-3 t \\ \left.t^{10}+3 t^{8}-t^{6}-3 t^{4}+1\right) \end{gathered}$ | $-t^{3}-1$ | $-t-1$ | $-t+1$ | $-t+1$ |
| $\begin{gathered} 209 \alpha+140 \alpha^{2} \\ -49 \alpha^{3} \end{gathered}$ | (-4, 2, 4, -1) | -43 | 348 | 350 | 350 |
| $\begin{gathered} 209 \alpha-312 \alpha^{2} \\ +64 \alpha^{3} \end{gathered}$ | $(0,-8,-8,-2)$ | -465 | -74 | -71 | -70 |

TABLE 5
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