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## Introduction

The concept of statistical convergence was introduced in papers [9] of H. Fast and [22] of I. J. Schoenberg, generalized and developed in many later papers (e.g. [2], [3], [4], [5], [6], [7], [10], [11], [12], [13], [15], [16], [21]).

The statistical convergence can be viewed as a regular method of summability of sequences. This evokes the question about its relation to other methods of summability. This question is considered in [3], where it is shown that the statistical convergence is equivalent in the space $l_{\infty}$ of all bounded sequences with the strong Cesàro method of summability. The results from [3] are extended in [4].

The concept of the statistical convergence is based on the notion of the asymptotic density of sets $A \subseteq \mathbb{N}=\{1,2, \ldots, n, \ldots\}$.

In [10] an axiomatic approach is given for introducing the concept of density of sets $A \subseteq \mathbb{N}$. This makes it possible to extend the concept of statistical convergence
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(e.g. by using non-negative regular matrices). Applications of such matrices can be found also in [6].

In [13] a class $\mathcal{K}$ of matrices similar to the Cauchy matrix is defined and it is proved there that the statistical convergence of an arbitrary sequence $x \in l_{\infty}$ is equivalent to the summability of $x$ by each matrix of the class $\mathcal{K}$.

In [10] the $\mu$-statistical convergence and convergence in $\mu$-density is introduced, where $\mu$ is a two-valued finitely additive measure defined on a field of subsets of $\mathbb{N}$. These convergences are extensions of the usual statistical convergence.

In connection with the concept of the usual limit point of a sequence, A. Fridy in [12] introduced the notion of a statistical limit point of a sequence. A number $L \in \mathbb{R}$ called a statistical limit point of a sequence $x=\left(x_{n}\right)_{1}^{\infty}$ if there is a set $\left\{n_{1}<n_{2}<\ldots<n_{k}<\ldots\right\} \subseteq \mathbb{N}$, the asymptotic density of which is not zero (i.e. it is greater than zero or does not exist), such that $\lim _{k \rightarrow \infty} x_{n_{k}}=L$. The notion of statistical limit points is extended in [7] to the notion of $T$-statistical limit points, $T$ being a non-negative regular matrix. In [15] topological properties of the set $\Lambda_{x}$ of all statistical limit points of $x$ are investigated and the relation of $\Lambda_{x}$ to distribution functions of $x$ is established. The set $\Lambda_{x}$ is equal to the set of discontinuity points of a distribution function of $x$.

The concept of convergence of subsequences in the usual convergence and the above mentioned notion of statistical limit points suggests the study of statistical convergence of subsequences of a given sequence. This study was started in [16] by H. I. Miller. The purpose of our paper is to investigate the structure of the set $C_{\text {stat }}(y)$ from various points of view, where $C_{\text {stat }}(y)=\{t \in(0,1]: y(t)$ converges statistically $\}, y(t)=y_{k_{1}}, y_{k_{2}}, \ldots, y_{k_{n}}, \ldots$ if $t=\sum_{n=1}^{\infty} 2^{-k_{n}} \in(0,1]$. The set $C_{\text {stat }}(y)$ and the related sets depend on $y=\left(y_{n}\right)_{1}^{\infty}$, but we will see that these sets have some common properties for all $y=\left(y_{n}\right)_{1}^{\infty}$. In the first section of the paper we will describe the fundamental metric, in the second section the topological properties of the set $C_{\text {stat }}(y)$ and the related sets for an arbitrary $y=\left(y_{n}\right)_{1}^{\infty}$.

## Definitions and notation

We recall the concept of the asymptotic density of sets $B \subseteq \mathbb{N}=\{1,2, \ldots, n, \ldots\}$. If $B \subseteq \mathbb{N}$ we put $B(n)=|B \cap\{1,2, \ldots, n\}|$, where $|M|$ denotes the cardinality of $M$. The numbers $\underline{d}(B)=\liminf _{n \rightarrow \infty} \frac{B(n)}{n}, \bar{d}(B)=\limsup _{n \rightarrow \infty} \frac{B(n)}{n}$ are called the lower and upper density of $B$. If $\underline{d}(B)=\bar{d}(B)=\lim _{n \rightarrow \infty} \frac{B(n)}{n}$ then $d(B)=\lim _{n \rightarrow \infty} \frac{B(n)}{n}$ is called the asymptotic density of $B$ (cf. [14], p. xix; [17], p. 70-72).

We recall the concept of statistical convergence (cf. [9], [22]).

Definition A. A sequence $x=\left(x_{n}\right)_{1}^{\infty}$ of real numbers is said to converge statistically to $\xi \in \mathbb{R}$ provided that for every $\varepsilon>0$ we have $d(A(\varepsilon))=0$, where $A(\varepsilon)=\left\{n \in \mathbb{N}:\left|x_{n}-\xi\right| \geqslant \varepsilon\right\}$.

If $x=\left(x_{n}\right)_{1}^{\infty}$ converges statistically to $\xi$ then we write $\lim$-stat $x_{n}=\xi$ or $\lim$-stat $x=\xi$.

The statistical convergence is a natural generalization of the usual convergence. If $\lim _{n \rightarrow \infty} x_{n}=\xi$ (in the usual sense), then $\lim -\operatorname{stat} x_{n}=\xi$. The converse in general does not hold.

We will often use the following characterization of statistical convergence (cf. [21], Lemma 1.1).

Theorem A. A sequence $x=\left(x_{n}\right)_{1}^{\infty}$ converges statistically to $\xi \in \mathbb{R}$ if and only if there is a set $M=\left\{m_{1}<m_{2}<\ldots\right\} \subseteq \mathbb{N}$ with $d(M)=1$ such that $\lim _{k \rightarrow \infty} x_{m_{k}}=\xi$.

We recall the above mentioned correspondence between the numbers of $(0,1]$ and the subsequences of a given sequence $y=\left(y_{n}\right)_{1}^{\infty}$ (cf. [16]). If $t \in(0,1]$, then $t$ has a unique non-terminating dyadic expansion

$$
\begin{equation*}
t=\sum_{k=1}^{\infty} c_{k}(t) 2^{-k} \tag{1}
\end{equation*}
$$

$c_{k}(t)=0$ or $1(k=1,2, \ldots)$ and $c_{k}(t)=1$ for infinitely many $k$ 's.
If we put $\left\{k, c_{k}(t)=1\right\}=\left\{k_{1}<k_{2}<\ldots\right\}$, then (1) has the form $t=\sum_{k=1}^{\infty} 2^{-k_{n}}$. Put $y(t)=y_{k_{1}}, y_{k_{2}}, \ldots, y_{k_{n}}, \ldots$

So we get a one-to-one correspondence between the numbers of $(0,1]$ and the subsequences of $y$. This correspondence enables us "to measure" the magnitude of a class $\mathcal{S}$ of subsequences of $y$ by a corresponding set $A \subseteq(0,1]$ of all $t$ 's from $(0,1]$ that correspond to subsequences from $\mathcal{S}$.

We will suppose in the whole paper that $y=\left(y_{n}\right)_{1}^{\infty}$ is a fixed sequence of real numbers. We will deal with the following subsets of $(0,1]$ :

$$
\begin{aligned}
C(y) & =\{t \in(0,1]: y(t) \text { is convergent }\} \\
D(y) & =\{t \in(0,1]: y(t) \text { is divergent }\} \\
C_{\text {stat }}(y) & =\{t \in(0,1]: y(t) \text { converges statistically }\} \\
D_{\text {stat }}(y) & =\{t \in(0,1]: y(t) \text { does not converge statistically }\} .
\end{aligned}
$$

Further, if $y=\left(y_{n}\right)_{1}^{\infty}$ converges statistically, then

$$
\begin{aligned}
& C_{\text {stat }}^{*}(y)=\{t \in(0,1]: \lim -\text { stat } y(t)=\lim -\text { stat } y\} \\
& D_{\text {stat }}^{*}(y)=(0,1] \backslash C_{\text {stat }}^{*}(y) .
\end{aligned}
$$

From the previous definitions we immediately get:

$$
\begin{align*}
C_{\text {stat }}^{*}(y) & \subseteq C_{\text {stat }}(y),  \tag{2}\\
C(y) & \subseteq C_{\text {stat }}(y) \\
D_{\text {stat }}(y) & \subseteq D_{\text {stat }}^{*}(y) .
\end{align*}
$$

In what follows $\lambda(M)(M \subseteq \mathbb{R})$ denotes the Lebesgue measure of $M$ and $\operatorname{dim} M$ the Hausdorff dimension of $M$ (cf. [20]).

## 1. Metric results

In [16] (Theorem 3 in [16]) the following result is proved which in our terminology can be formulated as follows.

Theorem B. A sequence $y=\left(y_{n}\right)_{1}^{\infty}$ converges statistically to $\xi \in \mathbb{R}$ if and only if $\lambda\left(C_{\text {stat }}^{*}(y)\right)=1$.

Hence, if $y=\left(y_{n}\right)_{1}^{\infty}$ converges statistically then $C_{\mathrm{stat}}^{*}(y)$ is a measurable set and has full measure. This fact evokes the question whether the set $C_{\text {stat }}(y)$ is Lebesgue measurable for an arbitrary $y=\left(y_{n}\right)_{1}^{\infty}$. We will give the affirmative answer to this question.

In connection with the question mentioned we recall the following classical fact concerning the sets $C(y)$ and $D(y)$ :

If a sequence $y=\left(y_{n}\right)_{1}^{\infty}$ converges, then $C(y)=(0,1]$ and if $y=\left(y_{n}\right)_{1}^{\infty}$ diverges, then $\lambda(D(y))=1$ (and so $\lambda(C(y))=0$, cf. [1], [8] p. 404).

In the first place we will deal with the measurability of the set $C_{\text {stat }}(y)$ in the case that $y=\left(y_{n}\right)_{1}^{\infty}$ is a bounded sequence.

The interval $(0,1]$ is considered as a metric space with the Euclidean metric.

Theorem 1.1. Let $y=\left(y_{n}\right)_{1}^{\infty}$ be a bounded sequence of real numbers. Then the set $C_{\text {stat }}(y)$ is an $F_{\sigma \delta}$ set in $(0,1]$.

Corollary 1.1. Under the assumption of Theorem 1.1 the set $D_{\text {stat }}(y)$ is a $G_{\delta \sigma}$ set in $(0,1]$.

Proof of Theorem 1.1. We will define functions $g_{m, n}$ as follows:
If $t=\sum_{k=1}^{\infty} c_{k}(t) 2^{-k}$ is the non-terminating dyadic expansion of $t$, then we put $p(n, t)=\sum_{i=1}^{n} c_{i}(t)(n=1,2, \ldots)$. Then $p(n, t)>0$ for all sufficiently large $n$ 's.

Suppose that $p(h, t)>0$ for $h=\min \{m, n\}$. Then we put

$$
g_{m, n}(t)=\frac{1}{p(m, t)} \frac{1}{p(n, t)} \sum_{i \leqslant m, j \leqslant n} c_{i}(t) c_{j}(t)\left|y_{i}-y_{j}\right|
$$

If $p(h, t)=0$, then we put $g_{m, n}(t)=1$.
In [24] a test for statistical convergence of bounded sequences is established which can be formulated in our terminology as follows:

$$
t \in C_{\text {stat }}(y) \text { if and only if } \lim _{m, n \rightarrow \infty} g_{m, n}(t)=0
$$

From this we get the following expression for $C_{\text {stat }}(y)$ :

$$
\begin{equation*}
C_{\text {stat }}(y)=\bigcap_{k=1}^{\infty} \bigcup_{m 0}^{\infty} \bigcup_{m} \bigcup_{n_{0}=1}^{\infty} \bigcap_{m=m_{0}}^{\infty} \bigcap_{n=n_{0}}^{\infty} B(k, m, n) \tag{3}
\end{equation*}
$$

where

$$
B(k, m, n)=\left\{t \in(0,1]: g_{m, n}(t)<\frac{1}{k}\right\}
$$

Put $Y=(0,1] \backslash \mathbb{Q}$ where $\mathbb{Q}$ is the set of all rationals. The set $Y$ is considered as a metric space with the Euclidean metric. Then (3) implies

$$
\begin{equation*}
C_{\text {stat }}(y) \cap Y=\bigcap_{k=1}^{\infty} \bigcup_{m_{0}=1}^{\infty} \bigcup_{n_{0}=1}^{\infty} \bigcap_{m=m_{0}}^{\infty} \bigcap_{n=n_{0}}^{\infty} D(k, m, n) \tag{4}
\end{equation*}
$$

where $D(k, m, n)=Y \cap B(k, m, n)$.
Observe that for fixed $m, n$ the function $g_{m, n}$ is constant on every interval

$$
\begin{equation*}
\left(\frac{l}{2^{p}}, \frac{l+1}{2^{p}}\right] \quad\left(0 \leqslant l \leqslant 2^{p}-1\right) \tag{5}
\end{equation*}
$$

where $p=\max \{m, n\}$. From this fact it can be easily deduced that $D(k, m, n)$ is a closed set in $Y$ (for fixed $k, m, n$ ). But then we get from (4) that $C_{\text {stat }}(y) \cap Y$ is an $F_{\sigma \delta}$ set in $Y$ and so an $F_{\sigma \delta}$ set in $(0,1]$ as well.

From the equality

$$
C_{\text {stat }}(y)=\left(C_{\text {stat }}(y) \cap Y\right) \cup\left(C_{\text {stat }}(y) \cap \mathbb{Q}\right)
$$

the theorem follows immediately.

Let us analyse the statement that a number $t$ belongs to $C_{\text {stat }}(y)$. If $t \in C_{\text {stat }}(y)$ then there exists lim-stat $y(t)=\xi(t) \in \mathbb{R}$. If $t=\sum_{j=1}^{\infty} 2^{-l_{j}}, l_{1}<l_{2}<\ldots$, then by Theorem A there exists a set $J \subseteq \mathbb{N}$ with $d(J)=1$ such that $\lim _{j \rightarrow \infty, j \in J} y_{l_{j}}=\xi(t)$. The converse is also true.

Note that $\lim _{n \rightarrow \infty} z_{n \in A}=L$ has the following meaning: For every $\varepsilon>0$ there is an $n_{0} \in \mathbb{N}$ such that for each $n>n_{0}, n \in A$ we have $\left|z_{n}-L\right|<\varepsilon$ (we say shortly that $\left(z_{n}\right)_{1}^{\infty}$ converges to $L$ along the set $A$ ). In a similar manner the convergences
$\lim _{n \in A} z_{n}=+\infty$ and $\lim _{n \rightarrow \infty, n \in A} z_{n}=-\infty$ can be interpreted.
It seems to be useful for further purposes to introduce the statistical limits $+\infty$, $-\infty$.

Definition 1.1. The number $+\infty(-\infty)$ is called a statistical limit of the sequence $x=\left(x_{n}\right)_{1}^{\infty}\left(\lim\right.$-stat $x_{n}=\lim$-stat $\left.x=+\infty(-\infty)\right)$ provided that for each $K \in \mathbb{R}$ we have

$$
d\left(\left\{n \in \mathbb{N}: x_{n} \geqslant K\right\}\right)=1\left(d\left(\left\{n \in \mathbb{N}: x_{n} \leqslant K\right\}\right)=1\right) .
$$

Remark. Observe that lim-stat $x_{n}=+\infty$ if and only if $d\left(\left\{n \in \mathbb{N}: x_{n} \leqslant K\right\}\right)=$ 0 for every $K \in \mathbb{R}$. A similar statement holds for $-\infty$.

The existence of the infinite statistical limit $+\infty$ can be characterized in a similar way as the existence of a finite limit (cf. [21], Lemma 1.1, our Theorem A).

Lemma 1.1. The statement

$$
\begin{equation*}
\lim -\text { stat } x_{n}=+\infty \tag{6}
\end{equation*}
$$

holds if and only if there exists a set $M \subseteq \mathbb{N}$ with $d(M)=1$ such that $\lim _{n \rightarrow \infty, n \in M} x_{n}=$ $+\infty$.

Proof. 1. The proof of $\Leftarrow$ is easy and can be omitted.
2. Suppose that (6) holds. Put $M_{m}=\left\{n \in \mathbb{N}: x_{n}>m\right\}(m=1,2, \ldots)$. Then

$$
\begin{align*}
& M_{1} \supseteq M_{2} \supseteq \ldots \supseteq M_{m} \supseteq M_{m+1} \supseteq \ldots  \tag{7}\\
& d\left(M_{m}\right)=1 \quad(m=1,2, \ldots) \tag{8}
\end{align*}
$$

Choose $v_{1} \in M_{1}$. According to (8) there is a $v_{2}>v_{1}, v_{2} \in M_{2}$, such that for every $n \geqslant v_{2}$

$$
\frac{M_{2}(n)}{n}>\frac{1}{2}
$$

Again by (8) there is a $v_{3}>v_{2}, v_{3} \in M_{3}$, such that for every $n \geqslant v_{3}$

$$
\frac{M_{3}(n)}{n}>\frac{2}{3}, \text { a.s.o. }
$$

So we get (by induction) a sequence $v_{1}<v_{2}<\ldots<v_{j}<\ldots, v_{j} \in M_{j}(j=1,2, \ldots)$, such that for every $n \geqslant v_{j}$

$$
\frac{M_{j}(n)}{n}>\frac{j-1}{j} \quad(j=2,3, \ldots)
$$

We construct the set $M$ as follows: We insert into $M$ the interval $\left[1, v_{1}\right) \cap \mathbb{N}$; further, a number $n \in\left[v_{j}, v_{j+1}\right) \cap \mathbb{N}(j \geqslant 1)$ will belong to the set $M$ if and only if it belongs to $M_{j}$.

We prove that $d(M)=1$. Let $n \geqslant v_{1}$. Then $n$ belongs to an interval $\left[v_{j}, v_{j+1}\right)$ for some $j$. Thus by (7), (8) we get

$$
\begin{equation*}
\frac{M(n)}{n} \geqslant \frac{M_{j}(n)}{n} \geqslant \frac{j-1}{j} \tag{9}
\end{equation*}
$$

From (9), $d(M)=1$ follows at once.
Let $m \in \mathbb{N}$ be an arbitrary positive integer. If $n \in \mathbb{N}, n \geqslant v_{m}$, then $n$ belongs to an interval $\left[v_{j}, v_{j+1}\right.$ ) for some $j \geqslant m$, hence it belongs to $M_{j}$ and also to $M_{m}$ (see (7)). But then $x_{n} \geqslant m$ by the definition of $M_{m}$. Thus

$$
\lim _{n \rightarrow \infty, n \in M} x_{n}=\infty
$$

Remark. Observe that if lim-stat $x_{n}=\xi, \xi \in \mathbb{R} \cup\{+\infty,-\infty\}$ then evidently we can choose the set $M$ mentioned in Theorem A and Lemma 1.1 in such a way that the elements $x_{k}(k \in M)$ belong to an arbitrary chosen neighbourhood of $\xi$.

In what follows we introduce the following notation:

$$
\begin{aligned}
C_{\text {stat }}^{\infty}(y) & =\{t \in(0,1]: \lim \text {-stat } y(t)=+\infty\} \\
C_{\text {stat }}^{-\infty}(y) & =\{t \in(0,1]: \lim -\text { stat } y(t)=-\infty\} \\
K_{\text {stat }}(y) & =C_{\text {stat }}(y) \cup C_{\text {stat }}^{\infty}(y) \cup C_{\text {stat }}^{-\infty}(y) .
\end{aligned}
$$

Observe that the "summands" from the right-hand side are pair-wise disjoint.

Let $x=\left(x_{n}\right)_{1}^{\infty}$ be a sequence of real numbers. For $m \in \mathbb{N}$ we define a new sequence $x^{(m)}=\left(x_{j}^{(m)}\right)_{j=1}^{\infty}$ as follows:

$$
\begin{aligned}
& x_{j} \text { if } x_{j} \in(-m, m), \\
& x_{j}^{(m)}=m \text { if } x_{j} \geqslant m, \\
&-m \text { if } x_{j} \leqslant-m .
\end{aligned}
$$

Remark. It is easy to see that $\left|x_{j}-t\right| \geqslant\left|x_{j}^{(m)}-t\right|$ for every $t \in[-m, m]$.
The next lemma is of fundamental importance in our further considerations.

Lemma 1.2. We have

$$
\begin{equation*}
K_{\text {stat }}(y)=\bigcap_{m=1}^{\infty} C_{\text {stat }}\left(y^{(m)}\right) \tag{10}
\end{equation*}
$$

Proof. 1. Let $t=\sum_{j=1}^{\infty} 2^{-l_{j}} \in(0,1]$. Suppose that $t$ belongs to $K_{\text {stat }}(y)$. We can suppose that lim-stat $y(t)=\xi \geqslant 0$ (if not, we take the sequence $-y=\left(-y_{n}\right)_{1}^{\infty}$ ). Let $m \in \mathbb{N}$. We have two possibilities:
a) $\xi \leqslant m$. Then $\left\{j \in \mathbb{N}:\left|y_{l_{j}}^{(m)}-\xi\right|<\varepsilon\right\} \supseteq\left\{j \in \mathbb{N}:\left|y_{l_{j}}-\xi\right|<\varepsilon\right\}$ for every $\varepsilon>0$ (see the remark above). This immediately yields that lim-stat $y^{(m)}(t)=\xi$.
b) $\xi>m$. Then there exists a set $J \subset \mathbb{N}, d(J)=1$, such that $y_{l_{j}} \in(m, \infty)$ for every $j \in J$. Thus for every $j \in J$ we have $y_{l_{j}}^{(m)}=m$ and $\lim$-stat $y^{(m)}(t)=m$.
2. Let $t \in \bigcap_{m=1}^{\infty} C_{\text {stat }}\left(y^{(m)}\right)$. We show that $t$ belongs to $K_{\text {stat }}(y)$. Define $\xi^{(m)}(t)=$ $\lim -s t a t y^{(m)}(t)$. We have two possibilities:
a) There exists an $m_{0}$ such that $\xi^{\left(m_{0}\right)}(t) \in\left(-m_{0}, m_{0}\right)$. Then there exists a set $J \subseteq \mathbb{N}$ with $d(J)=1$ such that $\lim _{j \rightarrow \infty, j \in J} y_{l_{j}}^{\left(m_{0}\right)}=\xi^{\left(m_{0}\right)}(t)$ and $y_{l_{j}}^{\left(m_{0}\right)} \in\left(-m_{0}, m_{0}\right)$ $(j \in J)$. Thus $y_{l_{j}} \in\left(-m_{0}, m_{0}\right)(j \in J)$ and lim-stat $y(t)=\xi^{\left(m_{0}\right)}(t)$.
b) Such $m_{0}$ does not exist. It means that for every $m \in \mathbb{N}$ we have $\xi^{(m)}(t)=m$ or $\xi^{(m)}(t)=-m$, so we can suppose that $\xi^{(m)}(t)=m$ for infinitely many $m$ 's. We show that in this case lim-stat $y(t)=+\infty$.

Let $K$ be an arbitrary positive real number. Choose $m_{0} \in \mathbb{N}$ such that $m_{0}>K$ and $\lim$-stat $y^{m_{0}}(t)=m_{0}$. Then there is a set $J \subseteq \mathbb{N}$ with $d(J)=1$ such that $\lim _{j \rightarrow \infty, j \in J} y_{l_{j}}^{\left(m_{0}\right)}=m_{0}$ and $y_{l_{j}}^{\left(m_{0}\right)} \in(K, \infty)(j \in J)$. So $y_{l_{j}} \in(K, \infty)$ for each $j \in J$ and $\lim -$ stat $y(t)=+\infty$ follows immediately.

Lemma 1.3. Each of the sets $C_{\mathrm{stat}}^{\infty}(y), C_{\mathrm{stat}}^{-\infty}(y)$ is a $G_{\delta \sigma \delta}$ set in $(0,1]$.
Proof. Let $n \in \mathbb{N}$. The interval $(0,1]$ is the union of the following intervals $\mathbf{i}_{n}^{(j)}$ (of the $n$-th order):

$$
\mathrm{i}_{n}^{(j)}=\left(\frac{j}{2^{n}}, \frac{j+1}{2^{n}}\right]\left(0 \leqslant j \leqslant 2^{n}-1\right)
$$

To every interval $\mathbf{i}_{n}^{(j)}\left(0 \leqslant j \leqslant 2^{n}-1\right)$ a sequence $c_{1}^{(j)}, \ldots, c_{n}^{(j)}$ of 0 's and 1 's corresponds in such a manner that the dyadic expansion of every $t \in \mathrm{i}_{n}^{(j)}, t=\sum_{k=1}^{\infty} c_{k}(t) 2^{-k}$, satisfies the conditions $c_{k}(t)=c_{k}^{(j)}(k=1,2, \ldots, n)$. We say shortly that $\mathrm{i}_{n}^{(j)}$ belongs to the sequence $c_{1}^{(j)}, \ldots, c_{n}^{(j)}$.

Let $m, k, K$ be positive integers. Denote by $A(m, k, K)$ the union of all intervals $\mathrm{i}_{m}^{(j)}$ of the $m$-th order that belong to such sequences $c_{1}^{(j)}, \ldots, c_{n}^{(j)}$ of 0 ' and 1 's that

$$
\begin{equation*}
\sum_{h=1}^{m} c_{h}^{(j)} \chi_{J_{K}}(h)>\frac{k-1}{k} \sum_{h=1}^{m} c_{h}^{(j)} \tag{11}
\end{equation*}
$$

where $J_{K}=\left\{l \in\{1,2, \ldots, m\}: y_{l}>K\right\}$ and $\chi_{M}$ denotes the characteristic function of the set $M$.

We show that

$$
\begin{equation*}
C_{\mathrm{stat}}^{\infty}(y)=\bigcap_{K=1}^{\infty} \bigcap_{k=1}^{\infty} \bigcup_{m_{0}=1}^{\infty} \bigcap_{m=m_{0}}^{\infty} A(m, k, K) \tag{12}
\end{equation*}
$$

Let $t=\sum_{k=1}^{\infty} c_{k}(t) 2^{-k}=\sum_{l=1}^{\infty} 2^{-k_{l}} \in C_{\text {stat }}^{\infty}(y)$. By Lemma 1.1 there is a set $L \subseteq \mathbb{N}$ with $d(L)=1$, such that

$$
\lim _{l \rightarrow \infty, l \in L} y_{k_{l}}=+\infty \text { and } \forall_{l \in L}: y_{l_{k}}>K
$$

Indeed, if $k \in \mathbb{N}$, the previous facts imply that for every $m \geqslant m_{0}$ ( $m_{0}$ being suitably chosen) the number of all $l$ 's with $k_{l} \leqslant m, y_{k_{l}}>K$ is greater than $\frac{k-1}{k} p(m, t)$, $p(m, t)=\sum_{i=1}^{m} c_{i}(t)=\left|\left\{l \in \mathbb{N}: k_{l} \leqslant M\right\}\right|($ see (11)).

From this we see that $t$ belongs to the right hand side of (12).
Let $t$ belong to the right-hand side of (18). We will show that $t$ belongs to $C_{\mathrm{stat}}^{\infty}(y)$.
Let $k, K \in \mathbb{N}$. Choose an $m_{0}^{\prime} \in \mathbb{N}$ such that $t$ belongs to $\bigcap_{m=m_{0}^{\prime}}^{\infty} A(m, k, K)$. Then by the definition of the set $A(m, k, K)$ we have (for $m \geqslant m_{0}^{\prime}$ )

$$
q(m, t)>\frac{k-1}{k} p(m, t)
$$

where $q(m, t)$ denotes the number of all $i$ 's, $i \leqslant m$ for which $c_{i}(t)>0$ and $y_{i}>K$.
Since the values of the sums $p(m, t)=\sum_{i=1}^{m} c_{i}(t)\left(m \geqslant m_{0}^{\prime}\right)$ coincide with $\left(\sum_{i=1}^{m_{0}^{\prime}} c_{i}(t),+\infty\right) \cap \mathbb{N}$, it is easy to deduce from the previous facts that $d\left(J_{K}(t)\right)=1$, where $J_{K}(t)=\left\{l \in \mathbb{N}: c_{l}(t) y_{l}>K\right\}$. But this by definition of $C_{\text {stat }}^{\infty}(y)$ means that $t$ belongs to the left-hand side of (12).

Now, take into account that each of the sets $A(m, k, K)$ is a $G_{\delta}$ set in $(0,1]$. Then the theorem follows from (12) immediately.

Now we are able to formulate our result about measurability of $C_{\text {stat }}(y)$ and the related sets.

Theorem 1.2. Let $y=\left(y_{n}\right)_{1}^{\infty}$ be an arbitrary sequence of real numbers. Then each of the sets $C_{\text {stat }}(y), C_{\text {stat }}^{\infty}(y), C_{\text {stat }}^{-\infty}(y), K_{\text {stat }}(y)$ is $(L)$-measurable, the set $K_{\text {stat }}(y)$ is an $F_{\sigma \delta}$, each of the sets $C_{\text {stat }}^{\infty}(y), C_{\text {stat }}^{-\infty}(y)$ is a $G_{\delta \sigma \delta}$ set and the set $C_{\text {stat }}(y)$ is an $F_{\sigma \delta \sigma}$ in $(0,1]$.

Proof. The part of Theorem 1.2 concerning the set $K_{\text {stat }}(y)$ follows from Theorem 1.1 and Lemma 1.2 (see (10)), since each of the sequences $y^{(m)}(m=$ $1,2, \ldots$ ) is bounded.

The part concerning the sets $C_{\text {stat }}^{\infty}(y), C_{\text {stat }}^{-\infty}(y)$ follows from Lemma 1.3. Further,

$$
C_{\text {stat }}(y)=K_{\text {stat }}(y) \backslash\left(C_{\text {stat }}^{\infty}(y) \cup C_{\text {stat }}^{-\infty}(y)\right)
$$

By Lemma 1.2 and Lemma 1.3 the set on the right-hand side is a difference of an $F_{\sigma \delta}$ set and a $G_{\delta \sigma \delta}$ set (see Lemma 1.3). Therefore it is an $F_{\sigma \delta \sigma}$ set in $(0,1]$.

Using Theorem 1.1 and Theorem 1.2 we can give a certain general information about the Lebesgue measure of the sets $C_{\text {stat }}(y), C_{\text {stat }}^{\infty}(y), C_{\text {stat }}^{-\infty}(y), K_{\text {stat }}(y)$ :

Theorem 1.3. Let $y=\left(y_{n}\right)_{1}^{\infty}$ be an arbitrary sequence of real numbers. Then the Lebesgue measure of each of the sets $C_{\text {stat }}(y), C_{\text {stat }}^{\infty}(y), C_{\text {stat }}^{-\infty}(y), K_{\text {stat }}(y)$ is either 0 or 1 .

Proof. It is obvious that if $t=\sum_{k=1}^{\infty} c_{k}(t) 2^{-k} \in(0,1]$ belongs to some of the mentioned sets, then $t^{\prime}=\sum_{k=1}^{\infty} c_{k}\left(t^{\prime}\right) 2^{-k}, c_{k}(t) \neq c_{k}\left(t^{\prime}\right)$ only for a finite number of $k$ 's, belongs to the same set as well. From this the homogeneity of each of the sets follows (cf. [19], Lemma 1.1), thus each of these sets has measure 0 or 1 (cf. [25]).

We give yet some further metric results about the above sets.

Theorem 1.4. Let $y=\left(y_{n}\right)_{1}^{\infty}$ be a sequence of real numbers.
(i) If $y$ converges, then $C(y)=C_{\text {stat }}(y)=C_{\text {stat }}^{*}(y)=(0,1], D(y)=D_{\text {stat }}(y)=$ $D_{\text {stat }}^{*}(y)=\emptyset$,
(ii) If $y$ is a bounded divergent sequence and $y$ converges statistically, then $\lambda\left(C_{\text {stat }}^{*}(y)\right)=\lambda\left(C_{\text {stat }}(y)\right)=1, \lambda\left(D_{\text {stat }}^{*}(y)\right)=\lambda\left(D_{\text {stat }}(y)\right)=0, \lambda(D(y))=1$, $\lambda(C(y))=0$.

Proof. (i) This part can be obtained by some well-known facts from analysis and by inclusions (2), (2'), (2").
(ii) From Theorem 3 of [16] (our Theorem B) we get $\lambda\left(C_{\mathrm{stat}}^{*}(y)\right)=1$. Further, it is well-known that $\lambda(D(y))=1$ (cf. [1] and [8], p. 404). The rest of (ii) follows from (2), (2'), (2").

We now present some applications of the Hausdorff dimension to the investigation of metric properties of our sets.

The next result shows that the statistical convergence of a sequence $y$ guarantees that the magnitude of the set $C(y)$ is maximal from the point of view of the Hausdorff dimension.

Theorem 1.5. If a sequence $y=\left(y_{n}\right)_{1}^{\infty}$ converges statistically then $\operatorname{dim} C(y)=1$.
Corollary 1.2. If a sequence $y=\left(y_{n}\right)_{1}^{\infty}$ is a divergent sequence which converges statistically then $\lambda(C(y))=0$ and $\operatorname{dim} C(y)=1$.

Proof of Theorem 1.5. If $y=\left(y_{n}\right)_{1}^{\infty}$ converges then the assertion is trivial.
Suppose that $y=\left(y_{n}\right)_{1}^{\infty}$ is divergent and simultaneously there exists $\xi=$ $\lim$-stat $y_{n} \in \mathbb{R}$. By Theorem A there exists a set $M=\left\{m_{1}<m_{2}<\ldots\right\} \subseteq \mathbb{N}$ with $d(M)=1$ such that

$$
\lim _{k \rightarrow \infty} y_{m_{k}}=\xi
$$

Obviously all subsequences of the sequence $\left(y_{m_{k}}\right)_{k=1}^{\infty}$ converge to $\xi$.
We now use a result from [20] (Theorem 2,7 in [20]) which when applied to dyadic expansions can be formulated as follows:

Let $A \subseteq \mathbb{N}$ be a fixed set. For each $k \in A$ let $\varepsilon_{k}^{0}$ be a fixed number ( 0 or 1 ). Denote by $Z\left(A ;\left(\varepsilon_{k}^{0}\right), k \in A\right)$ the set of all $t=\sum_{j=1}^{\infty} c_{j}(t) 2^{-j} \in(0,1]$ for which $c_{j}(t)=\varepsilon_{k}^{0}$ if $j \in A$ and $c_{j}(t)=0$ or 1 if $j \notin A$. Then

$$
\operatorname{dim} Z\left(A ;\left(\varepsilon_{k}^{0}\right), k \in A\right)=\liminf _{n \rightarrow \infty}^{\log } \frac{\prod_{j \leqslant n, j \in \mathbb{N} \backslash A} 2}{n \log 2}=\underline{d}(A) .
$$

Choose $A=\mathbb{N} \backslash M, \varepsilon_{k}^{0}=0$ for every $k \in \mathbb{N} \backslash M$. Then obviously

$$
\begin{equation*}
Z\left(\mathbb{N} \backslash M ;\left(\varepsilon_{k}^{0}\right), k \in \mathbb{N} \backslash M\right) \subseteq C(y) \tag{13}
\end{equation*}
$$

and so by the result of $[20] \operatorname{dim} Z\left(\mathbb{N} \backslash M ;\left(\varepsilon_{k}^{0}\right), k \in \mathbb{N} \backslash M\right)=\underline{d}(M)=d(M)=1$. Theorem 1.5 follows from (13).

In connection with Theorem 1.5 a question arises what can be stated about the set $C(y)$ if $y=\left(y_{n}\right)_{1}^{\infty}$ has an infinite statistical limit. In this case $\lambda(C(y))=0$ since $y$ is a divergent sequence (cf. [1]; [8], p. 404). But we prove that a stronger statement holds for $C(y)$ :

Theorem 1.6. Suppose that $y=\left(y_{n}\right)_{1}^{\infty}$ has an infinite statistical limit. Then $\operatorname{dim} C(y)=0$.

Proof. We restrict ourselves to the case $\lim -$ stat $y_{n}=+\infty$. Then by Lemma 1.1 there exists a set $M=\left\{m_{1}<m_{2}<\ldots\right\} \subseteq \mathbb{N}$ with $d(M)=1$ such that $\lim _{k \rightarrow \infty} y_{m_{k}}=$ $+\infty$.

If the set $\mathbb{N} \backslash M$ is finite, then $C(y)=\emptyset$ and the assertion is clear.
Suppose that $\mathbb{N} \backslash M$ is infinite. If a subsequence $y_{j_{1}}, y_{j_{2}}, \ldots$ of $y$ converges the set $\left\{j_{1}, j_{2}, \ldots, j_{m}, \ldots\right\}$ has only a finite number of common elements with the set $M$. From this observation we immediately get the identity

$$
C(y)=\bigcup_{B} D_{B}
$$

where $B$ runs over all finite subsets of $M$ and $D_{B}$ denotes the set of all $t=\sum_{k=1}^{\infty} c_{k}(t)=$ $2^{-k} \in(0,1]$, where $c_{k}(t)=0$ if $k \in M \backslash B, c_{k}(t)=1$ if $k \in B$ and $c_{k}(t)=0$ or 1 if $k \in \mathbb{N} \backslash M$.

The Hausdorff dimension of the set $D_{B}$ (by fixed $B$ ) can be calculated using the methods applied in the proof of Theorem 1.5. For $A$ (in $\left.Z\left(A ;\left(\varepsilon_{k}^{0}\right), k \in A\right)\right)$ we take the set $M$ and put $\varepsilon_{k}^{0}=1$ if $k \in B$ and $\varepsilon_{k}^{0}=0$ if $k \in M \backslash B$. Then we get $\operatorname{dim} D_{B}=\underline{d}(\mathbb{N} \backslash M)=d(\mathbb{N} \backslash M)=0$.

Since the class of all finite subsets of $M$ is countable, we get from ( $13^{\prime}$ ) (using Lemma 4 of [18]):

$$
\operatorname{dim}(C(y)) \leqslant \sup _{B} \operatorname{dim} D_{B}=0
$$

hence $\operatorname{dim} C(y)=0$.

Using the idea of the proof of Theorem 3 from [16] we can establish the following result (Theorem 1.7).

Lemma 1.4. Suppose that lim-stat $y_{n}=\xi \in \mathbb{R}$. Put $P(t)=\left\{k \in \mathbb{N}: c_{k}(t)=1\right\}$ for $t=\sum_{k=1}^{\infty} c_{k}(t) 2^{-k} \in(0,1]$. If $\underline{d}(P(t))>0$, then $\lim -$ stat $y(t)=\xi$.

Proof. Let $P(t)=\left\{n_{1}<n_{2}<\ldots\right\}$. By assumption

$$
\liminf _{k \rightarrow \infty} \frac{k}{n_{k}}>0
$$

Therefore there exist $c>0$ and $k_{0} \in \mathbb{N}$ such that for every $k>k_{0}$ we have $\frac{k}{n_{k}}>c>0$, thus

$$
\begin{equation*}
\frac{n_{k}}{k}<\frac{1}{c} \quad\left(k>k_{0}\right) . \tag{14}
\end{equation*}
$$

Using a simple estimation we get from (14)
$\frac{1}{k}\left|\left\{i \leqslant k:\left|y_{n_{i}}-\xi\right| \geqslant \varepsilon\right\}\right| \leqslant \frac{n_{k}}{k} \frac{\left|\left\{i \leqslant n_{k}:\left|y_{i}-\xi\right| \geqslant \varepsilon\right\}\right|}{n} \leqslant \frac{1}{c} \frac{\left|\left\{i \leqslant n_{k}:\left|y_{i}-\xi\right| \geqslant \varepsilon\right\}\right|}{n_{k}}$.
If $k \rightarrow \infty$ the assertion follows immediately.
The following result can be considered to be a completion of Theorem 1.4:

Theorem 1.7. Suppose that $y=\left(y_{n}\right)_{1}^{\infty}$ converges statistically. Then

$$
\operatorname{dim} D_{\text {stat }}^{*}(y)=0
$$

Corollary 1.3. (a) Under the assumption of Theorem 1.7 we have $\operatorname{dim} D_{\text {stat }}(y)=$ 0 .
(b) If $y=\left(y_{n}\right)_{1}^{\infty}$ converges statistically then $\operatorname{dim} C(y)=1$ and $\operatorname{dim} D(y)=0$ (see ( $2^{\prime \prime}$ ) and Theorem 1.5).

Proof of Theorem 1.7. By Lemma 1.4, if $\underline{d}(P(t))>0$, then the number $t$ belongs to $C_{\mathrm{stat}}^{*}(y)$. Hence if $t$ does not belong to $C_{\mathrm{stat}}^{*}(y)$ (i.e. if $t$ belongs to $\left.D_{\text {stat }}^{*}(y)\right)$ then $\underline{d}(P(t))=0$.

Take into account that $P(t)(m)=\sum_{i=1}^{m} c_{i}(t)=p(m, t)$. So Lemma 1.4. asserts in fact that if $t \in D_{\text {stat }}^{*}(y)$, then

$$
\liminf _{m \rightarrow \infty} \frac{p(m, t)}{m}=0
$$

hence

$$
D_{\text {stat }}^{*}(y) \subseteq\left\{t: \liminf _{m \rightarrow \infty} \frac{p(m, t)}{m}=0\right\}=H_{0}
$$

But it is a well-known fact that $\operatorname{dim} H_{0}=0$ (cf. [17], p. 194). So from the previous inclusion the theorem follows at once.

## 2. Topological results

In this part we give some applications of the concept of Baire's categories of sets to the study of the structure of $C_{\text {stat }}(y)$ and the related sets.

In what follows we suppose that the set of limit points of the sequence $y=\left(y_{n}\right)_{1}^{\infty}$ can also contain points $+\infty$ and $-\infty$. In the investigation of the set $C_{\text {stat }}(y)$ it seems to be convenient to distinguish two cases concerning the structure of the set of all limit points of $y$.

Theorem 2.1. Let $y=\left(y_{n}\right)_{1}^{\infty}$ be an arbitrary sequence of real numbers. If $y$ has only one limit point $\xi$ then
(i) If $\xi$ is finite then $C_{\text {stat }}(y)=C_{\text {stat }}^{*}(y)=(0,1]$.
(ii) If $\xi=+\infty$ then $C_{\text {stat }}^{\infty}(y)=(0,1]$.
(iii) If $\xi=-\infty$ then $C_{\text {stat }}^{-\infty}(y)=(0,1]$.
(iv) $K_{\text {stat }}(y)=(0,1]$.

Theorem 2.2. Let $y=\left(y_{n}\right)_{1}^{\infty}$ be an arbitrary set of real numbers which has at least two limit points. Then
(i) If one of them is finite, then $C_{\text {stat }}(y)$ is a dense set of the first Baire category in $(0,1]$.
(ii) If one of them is $+\infty$, then $C_{\mathrm{stat}}^{\infty}(y)$ is a dense set of the first Baire category in $(0,1]$.
(iii) If one of them is $-\infty$, then $C_{\text {stat }}^{-\infty}(y)$ is a dense set of the first Baire category in $(0,1]$.
(iv) $K_{\text {stat }}(y)$ is a dense set of the first Baire category in $(0,1]$.
(v) If $y$ converges statistically then $C_{\mathrm{stat}}^{*}(y)$ is a dense set of the first Baire category in $(0,1]$.

Proof of Theorem 2.2 is based on the following lemma:

Lemma 2.1. Suppose that a sequence $y=\left(y_{n}\right)_{1}^{\infty}$ has two distinct finite limit points. Then $C_{\text {stat }}(y)$ is a set of the first Baire category in $(0,1]$.

Proof. Let $t=\sum_{k=1}^{\infty} c_{k}(t) 2^{-k} \in(0,1]$. For $v \in \mathbb{R}$ we put

$$
\begin{aligned}
& h_{n}^{(v)}(t)=1, \quad \text { if } p(n, t)=\sum_{k=1}^{n} c_{k}(t)=0, \\
& h_{n}^{(v)}(t)=\frac{1}{p(n, t)} \sum_{k=1}^{n} c_{k}(t) \mathrm{e}^{\mathrm{i} v c_{k}(t) y_{k}}, \quad \text { if } p(n, t)>0 .
\end{aligned}
$$

By the Schoenberg criterion for statistical convergence (cf. [22]) a sequence $x=$ $\left(x_{n}\right)_{1}^{\infty}$ converges statistically to $\xi \in \mathbb{R}$ if and only if

$$
\forall v \in \mathbb{R} \lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=1}^{n} \mathrm{e}^{\mathrm{i} v x_{k}}=\mathrm{e}^{\mathrm{i} v \xi}
$$

Using this criterion we see that $y(t)$ converges statistically to $\xi=\xi(t) \in \mathbb{R}$ if and only if

$$
\begin{equation*}
\forall v \in \mathbb{R} \lim _{n \rightarrow \infty} \frac{1}{p(n, t)} \sum_{k=1}^{n} c_{k}(t) \mathrm{e}^{\mathrm{i} c_{k}(t) v x_{k}}=\mathrm{e}^{\mathrm{i} v \xi(t)} \tag{15}
\end{equation*}
$$

Hence we get

$$
\begin{equation*}
C_{\text {stat }}(y) \subseteq H^{(v)} \tag{16}
\end{equation*}
$$

where $H^{(v)}=\left\{t \in(0,1]\right.$ : there exists $\left.\lim _{n \rightarrow \infty} h_{n}^{(v)}(t)=h^{(v)}(t) \in C\right\}, C$ denotes the set of all complex numbers, $h^{(v)}(t)=\mathrm{e}^{\mathrm{i} v \xi(t)}$.

Suppose that $\xi_{1} \neq \xi_{2}$ are two distinct finite limit points of $y=\left(y_{n}\right)_{1}^{\infty}$. We can assume that $\xi_{1} \not \equiv \xi_{2}(\bmod 2 \pi)$ and put $v=1$ in (16). In the opposite case we should choose an irrational number $v$ such that $v \xi_{1} \not \equiv v \xi_{2}(\bmod 2 \pi)$ and replace $h=h^{(1)}$, $h_{n}=h_{n}^{(1)}$ and $H=H^{(1)}$ by $h^{(v)}, h_{n}^{(v)}$ and $H^{(v)}$, respectively.

For $v=1$ we obtain from (16)

$$
C_{\text {stat }}(y) \subseteq H
$$

Since $\xi_{1} \neq \xi_{2}$, there are two disjoint sets $K, L \subseteq \mathbb{N}, K=\left\{k_{1}<k_{2}<\ldots\right\}$, $L=\left\{l_{1}<l_{2}<\ldots\right\}$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} y_{k_{n}}=\xi_{1}, \lim _{n \rightarrow \infty} y_{l_{n}}=\xi_{2} \tag{17}
\end{equation*}
$$

We can obviously assume that

$$
\lim _{n \rightarrow \infty}\left(k_{n+1}-k_{n}\right)=\lim _{n \rightarrow \infty}\left(l_{n+1}-l_{n}\right)=+\infty
$$

With respect to $\left(16^{\prime}\right)$ it suffices to prove that $H$ is the set of the first category in $(0,1]$.

We sketch the plan of this proof. Put $Y=(0,1] \backslash \mathbb{Q}, \mathbb{Q}$ the set of all rational numbers, $Y$ being considered as a metric space with the Euclidean metric.

If $m$ is a fixed positive integer, then $Y$ can be expressed as a union of sets (see (5)):

$$
Y_{m}^{(j)}=\left(\frac{j}{2^{m}}, \frac{j+1}{2^{m}}\right] \cap \mathbb{Q}^{\prime}\left(0 \leqslant j \leqslant 2^{m}-1\right),
$$

$\mathbb{Q} \mathbb{Q}=\mathbb{R} \backslash \mathbb{Q}$. The sets $Y_{m}^{(j)}\left(j=0,1, \ldots, 2^{m}-1\right)$ are called the intervals in $Y$ of the $m$-th order.

Functions $h, h_{n}$ are considered as partial functions restricted to $Y$. We show that the oscillation of $h$ at every point of $H \cap Y$ is $\geqslant \delta=\left|\mathrm{e}^{\mathrm{i} \xi_{1}}-\mathrm{e}^{\mathrm{i} \xi_{2}}\right|>0$. From this the discontinuity of $h$ on $H \cap Y$ follows. But the functions $h_{n}(n=1,2, \ldots)$ are continuous on $Y\left(h_{n}\right.$ is constant on each $\left.Y_{n}^{(j)}, j=0,1, \ldots, 2^{n}-1\right)$. Further, $\lim _{n \rightarrow \infty} h_{n}=h$ on $H \cap Y$. Therefore $h$ is a function in the first Baire class on $H \cap Y$ and so the set of its discontinuity points (i.e. the set $H \cap Y$ ) is a set of the first Baire category in $H \cap Y$ (cf. [23], p. 185). Thus $H \cap \mathbb{Q}^{\prime}$ is a set of the first category in $Y$ and so in $(0,1]$ as well. Then from $H=(H \cap \mathbb{Q}) \cup\left(H \cap \mathbb{Q}^{\prime}\right)$ we see that $H$ is a set of the first category in $(0,1]$.

Hence it remains to prove that the function $h$ has at each point $t_{0} \in H \cap Y$ the oscillation $\geqslant \delta=\left|\mathrm{e}^{\mathrm{i} \xi_{1}}-\mathrm{e}^{\mathrm{i} \xi_{2}}\right|>0$.

Let $t_{0}=\sum_{k=1}^{\infty} c_{k}\left(t_{0}\right) 2^{-k} \in H \cap Y$. For each $m \in \mathbb{N}$ there is a $j=j\left(t_{0}\right)$ such that $t_{0} \in i_{m}^{j\left(t_{0}\right)}(m=1,2, \ldots)$. It suffices to prove that in $i_{m}^{j\left(t_{0}\right)}$ there are two points $t_{1}$, $t_{2} \in H \cap Y$ such that $\left|h\left(t_{1}\right)-h\left(t_{2}\right)\right|=\delta$.

Define $t_{1}, t_{2} \in(0,1]$ in the following manner:

$$
\begin{aligned}
& c_{k}\left(t_{1}\right)=c_{k}\left(t_{0}\right) \quad \text { if } \quad k \leqslant m \\
& c_{k}\left(t_{1}\right)=0 \quad \text { if } k>m, k \neq k_{s}(s=1,2, \ldots) \\
& c_{k}\left(t_{1}\right)=1 \quad \text { if } \quad k>m, k=k_{s}(s=1,2, \ldots)
\end{aligned}
$$

Similarly

$$
\begin{aligned}
& c_{k}\left(t_{2}\right)=c_{k}\left(t_{0}\right) \quad \text { if } \quad k \leqslant m, \\
& c_{k}\left(t_{2}\right)=0 \quad \text { if } \quad k>m, k \neq l_{s}(s=1,2, \ldots), \\
& c_{k}\left(t_{2}\right)=1 \quad \text { if } \quad k>m, k=l_{s}(s=1,2, \ldots) .
\end{aligned}
$$

From the definitions of $c_{k}\left(t_{1}\right), c_{k}\left(t_{2}\right)(k=1,2, \ldots)$ it follows that

$$
t_{1}=\sum_{k=1}^{\infty} c_{k}\left(t_{1}\right), t_{2}=\sum_{k=1}^{\infty} c_{k}\left(t_{2}\right)
$$

are irrational numbers in $(0,1]$ and $\lim y\left(t_{1}\right)=\xi_{1}, \lim y\left(t_{2}\right)=\xi_{2}$ (see (17)); further, $t_{1}, t_{2} \in Y_{m}^{j\left(t_{0}\right)}$. So $h\left(t_{1}\right)=\mathrm{e}^{\mathrm{i} \xi_{1}}, h\left(t_{2}\right)=\mathrm{e}^{\mathrm{i} \xi_{2}}($ see $(15))$ and $\left|h\left(t_{1}\right)-h\left(t_{2}\right)\right|=\delta>0$ follows at once.

Recall the meaning of $y^{(m)}=\left(y_{j}^{(m)}\right)_{j=1}^{\infty}$ connected with $y=\left(y_{n}\right)_{1}^{\infty}$ (see Lemma 1.2).

Proof of Theorem 2.2. The density of the above sets follows from the fact that if $L=\lim$-stat $y(t) \in \mathbb{R} \cup\{+\infty,-\infty\}$, then $L=\lim$-stat $y\left(t^{\prime}\right)$, where the dyadic expansions of $t$ and $t^{\prime}$ differ only in a finite number of digits.

Since $y=\left(y_{n}\right)_{1}^{\infty}$ has two limit points $\xi, \eta$ there is an $m_{0} \in \mathbb{N}$ such that $\xi^{\left(m_{0}\right)} \neq$ $\eta^{\left(m_{0}\right)}$, where $\xi^{\left(m_{0}\right)}$ and $\eta^{\left(m_{0}\right)}$ are the corresponding (finite) limit points of the sequence $y^{\left(m_{0}\right)}$. Therefore $C_{\text {stat }}\left(y^{\left(m_{0}\right)}\right)$ is a set of the first category by Lemma 2.1.

However, then each of the sets is a set of the first category in $(0,1]$ by virtue of (10).

## References

[1] Buck, R. C., Pollard, H.: Convergence and summability properties of subsequences. Bull. Amer. Math. Soc 49 (1943), 924-931.
[2] Červeňanský, J.: Statistical convergence and statistical continuity. Zborník vedeckých prác MtF STU 6 (1998), 207-212.
[3] Connor, J.: The statistical and strong $p$-Cesàro convergence of sequences. Analysis 8 (1988), 47-63.
[4] Connor, J.: On strong matrix summability with respect to a modulus and statistical convergence. Canad. Math. Bull. 32 (1989), 194-198.
[5] Connor, J.: Two valued measures and summability. Analysis 10 (1990), 373-385.
[6] Connor, J.: $R$-type summability methods, Cauchy criteria, $P$-sets and statistical convergence. Proc. Amer. Math. Soc. 115 (1992), 319-327.
[7] Connor, J., Kline, J.: On statistical limit points and the consistency of statistical convergence. J. Math. Anal. Appl. 197 (1996), 392-399.
[8] Cooke, R. G.: Infinite Matrices and Sequence Spaces. Moskva, 1950. (In Russian.)
[9] Fast, H.: Sur la convergence statistique. Coll. Math. 2 (1951), 241-244.
[10] Freedman, A. R., Sember J. J.: Densities and summability. Pac. J. Math. 95 (1981), 293-305.
[11] Fridy, J. A.: On statistical convergence. Analysis 5 (1985), 301-313.
[12] Fridy, J. A.: Statistical limit points. Proc. Amer. Math. Soc. 118 (1993), 1187-1192.
[13] Fridy, J. A., Miller H. I.: A matrix characterization of statistical convergence. Analysis 11 (1991), 59-66.
[14] Hallberstam, H., Roth, K. F.: Sequences I. Oxford, 1966.
[15] Kostyrko, P., Mačaj, M., Šalát, T., Strauch, O.: On statistical limit points. To appear in Proc. Amer. Math. Soc.
[16] Miller, H. I.: A measure theoretical subsequence characterization of statistical convergence. Trans. Amer. Math. Soc. 347 (1995), 1811-1819.
[17] Ostmann, H. H.: Additive Zahlentheorie I. Springer-Verlag, Berlin, 1956.
[18] Šalát, T:: On Hausdorff measure of linear sets. Czechoslovak Math. J. 11 (1961), 24-56. (In Russian.)
[19] Šalát, T.: Eine metrische Eigenschaft der Cantorschen Etwicklungen der reellen Zahlen und Irrationalitätskriterien. Czechoslovak Math. J. 14 (1964), 254-266.
[20] Šalát, T.: Über die Cantorsche Reihen. Czechoslovak Math. J. 18 (1968), 25-56.
[21] Šalát, T.: On statistically convergent sequences of real numbers. Math. Slovaca 30 (1980), 139-150.
[22] Schoenberg, I. J.: The integrability of certain functions and related summability methods. Amer. Math. Monthly 66 (1959), 361-375.
[23] Sikorski, R.: Funkcje rzeczywiste I (Real Functions). PWN, Warszawa, 1958. (In Polish.)
[24] Strauch, O.: Uniformly maldistributed sequences in a strict sense. Monatsh. Math. 120 (1995), 153-164.
[25] Visser, C.: The law of nought-or-one. Studia Math. 7 (1938), 143-159.
Authors' address: M. Mačaj, T. Šalát, Comenius University, Department of Algebra and Number Theory, Mlynská dolina, 84215 Bratislava, Slovakia, e-mail: Martin.Macaj@fmph.uniba.sk.

