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Adelic descent for K-theory

Hyungseop Kim

Abstract. We prove an adelic descent result for localizing invariants: for
each Noetherian scheme X of �nite Krull dimension and any localizing in-
variant E, e.g., algebraic K-theory of Bass-Thomason, there is an equivalence
E(X) ≃ limE(A

∙

red(X)), where A
∙

red(X) denotes Beilinson’s semi-cosimplicial
ring of reduced adeles on X. We deduce the equivalence from a closely re-
lated cubical descent result, which we prove by establishing certain exact se-
quences of perfect module categories over adele rings.
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1. Introduction
Let X be a Noetherian scheme of �nite Krull dimension n. Beilinson’s con-

struction [Bei80] of higher adeles on Noetherian schemes produces the semi-
cosimplicial ring A∙

red(X) of reduced adeles on X, whose associated complex
of abelian groups computes the cohomology of OX . Each ring Ar

red(X) of re-
duced adeles decomposes into a product of adele rings A(i0, ..., ir) indexed by
0 ≤ i0 < ⋯ < ir ≤ n, i.e., subsets of [n] of cardinality r + 1. Moreover, the
association {i0, ..., ir} ↦ A(i0, ..., ir) de�nes a functor A on P([n])∖∅, i.e, an n-
cubical diagramA of rings without the initial vertex (see Remark 2.19 (1)). Our
goal in this paper is to prove the following adelic descent result for nonconnec-
tive algebraic K-theory spectra (or more generally for any localizing invariant
of stable∞-categories):

Theorem 1.1 (Theorem 3.17). Let X be a Noetherian scheme of �nite Krull
dimension n. Also, let A∙

red(X) and A(−) be the semi-cosimplicial and cubical

Received January 16, 2022.
2010Mathematics Subject Classi�cation. 19E08 (primary), 19D99 (secondary).
Keywords andphrases. AlgebraicK-theory, localizing invariants, descent forK-theory, higher

adeles.

ISSN 1076-9803/2023

1

http://nyjm.albany.edu/nyjm.html
http://nyjm.albany.edu/j/2023/Vol29.htm


2 HYUNGSEOP KIM

(without the initial vertext) diagram of adele rings on X respectively (see Re-
marks 2.16 and 2.19). Then, we have equivalences of (nonconnective) algebraic
K-theory spectra

K(X) ≃ lim
[r]∈(∆s)≤n

K(Ar

red(X)) and (1)

K(X) ≃ lim
0≤i0<⋯<ir≤n

K(A(i0, ..., ir)). (2)

Remark 1.2. Theorem 1.1 remains valid if we replace the algebraic K-theory
functor K by any localizing invariant E ∶ Catex → T valued in a stable ∞-
category T. In fact, the proof of Theorem 3.17 does not use any properties spe-
ci�c to K except that K is a localizing invariant of small stable∞-categories. In
this paper, we do not require that localizing invariants commute with �ltered
colimits1.

For the case of curves, Theorem 1.1 is closely related to Weil’s description of
vector bundles on X. Suppose X = SpecR for a Dedekind ring R which is not
a �eld. Then, A(0) = F is the �eld of fractions of R, A(1) = O is the ring of
integral adeles

∏

p∈(SpecR)0
R∧
p
(where the product is taken over maximal ideals

of R), and A(01) = A = F ⊗R O is the ring of �nite adeles. Moreover, A∙

red(X)

takes the form of F ×O ⇉ A. Weil’s adelic uniformization theorem implies we
have an equivalence between the (1-)groupoid BGLr(R) of rank r vector bun-
dles on SpecR and the double quotient groupoid [GLr(F)∖GLr(A)∕GLr(O)]
(see [Gro17, Corollary 3.38 and 3.39] for details and generalizations to Noe-
therian schemes). On objects, the equivalence sends each isomorphism class
of �nite projective R-module M of rank r to the double coset represented by
(��|F∧p◦�p|

−1

F∧p
)p∈X0 ∈ GLr(A), where �� is a trivialization ofM on a nonempty

open subset of X (hence gives a trivialization of F ⊗R M) and each �p is a triv-
ialization ofM∧

p at the closed point p of X. In particular, each �nite projective
R-module is obtained by gluing �nite projective (in fact, �nite free) modules
over F and O which are isomorphic to each other over A after base change.
From this, we know there is an equalizer diagram �0Proj

fg
(R)→ �0Proj

fg
(F) ×

�0Proj
fg
(O)⇉ �0Proj

fg
(A) of commutativemonoids2. After group-completion,

we obtain a sequenceK0(R)→ K0(F)⊕K0(O)→ K0(A) of abelian groups. Note
that in general, this sequence does not realize K0(R) as a kernel of the second
map, as the group-completion functor (which is a left adjoint functor) does not
preserve limits in general. Nonetheless, we can realize this sequence as a part
of a long exact sequence through our descent result. By Theorem 1.1, we have

1See the paragraph below Remark 2.5 for relevant de�nitions.
2Here, for each ring R, Projfg(R) stands for the (nerve of the) category of �nite projective R-

modules equipped with the monoidal structure given by direct sums. Thus, the set �0Proj
fg
(R)

of isomorphism classes of �nite projective R-modules admits a commutative monoid structure.
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a pullback square

K(R) K(F)

K(O) K(A)

(3)

of spectra, and hence we have a long exact Mayer-Vietoris sequence

⋯→ Ki(R)→ Ki(F)⊕Ki(O)→ Ki(A)→ Ki−1(R)→⋯ (i ∈ ℤ)

of abelian groups. Around degree i = 0, we have an exact sequence ⋯ →

K1(A) → K0(R) → K0(F)⊕ K0(O) → K0(A) → 0 which extends the previous
sequence of abelian groups obtained from the Weil uniformization theorem.

Another motivation for our result is the following adelic descent theorem of
[Gro17] for perfect modules. Recall that for a Noetherian scheme X, Beilin-
son’s construction indeed provides us the cosimplicial ring A∙

(X) of adeles on
X whose dual normalization is A∙

red(X) [Hub91, Proposition 5.1.3].

Theorem 1.3 ([Gro17], Theorem 3.1). Let X be a Noetherian scheme. Then,
there is an equivalence of symmetric monoidal stable∞-categories Perf(X) ≃
lim[r]∈∆ Perf(Ar(X)) in CAlg(Catperf).

As localizing invariants (and in particular the algebraic K-theory functor K)
do not preserve limits, in fact even pullbacks in general, we cannot deduce our
descent result for K-theory spectra directly from Theorem 1.3. Instead, we fol-
low a strategy which is more suited to investigate descent results for localizing
invariants, and independent of the proof of Theorem 1.3 given in [Gro17].

We approach Theorem 1.1 as follows. Through a comparison between cu-
bical and semi-cosimplicial limits (Corollary 2.11), we will deduce the semi-
cosimplicial descent (1) from the cubical descent (2). In order to prove (2), we
introduce auxiliary stable subcategories Perf≤i(A(T)) of the ∞-category
Perf(A(T)) of perfect modules3 over the adele ring A(T) for each 0 ≤ i ≤ n

and T ⊆ [n] (De�nition 3.1), and prove that we have exact sequences

Perf≤i−1(A(T))→ Perf≤i(A(T))→ Perf≤i(A(T ⊔ {i}))

of small stable∞-categories for eachT ⊆ [i−1] (Proposition 3.16). When i = n,
the image of the second map byK in this exact sequence recovers the n-cubical
diagram T ↦ K(A(T)) of (2). For n = 2 (i.e., the case of surfaces), this 2-cube
is obtained as an image of the right side 2-cube by K in the following diagram

3Here, we set Perf(A(∅)) = Perf(X).
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of small stable∞-categories:

Perf≤1(X) Perf(X) = Perf≤2(X) Perf≤2(A(2))

Perf≤1(A(1)) Perf≤2(A(1)) Perf≤2(A(12))

Perf≤1(A(0)) Perf≤2(A(0)) Perf≤2(A(02))

Perf≤1(A(01)) Perf≤2(A(01)) Perf≤2(A(012)).
(4)

After applying K, the four horizontal sequences in the diagram (4) become
�ber sequences of spectra. Thus, by [Lura, 1.2.4.15] (see Proposition 2.7) the
n-cube T ↦ K(A(T)) is a limit diagram precisely when the (n − 1)-cube T ↦

K(Perf≤n−1(A(T))) (where T ⊆ [n − 1]) is a limit diagram. For n = 2, this
1-cube is an image of the leftmost square of the diagram (4) by K. Using the
exact sequences of Proposition 3.16, we can repeat this procedure on each i-
cube T ↦ K(Perf≤i(A(T))) for all 0 ≤ i ≤ n until we reach i = 0. For our n = 2

case, the leftmost square of the diagram (4) �ts into the following new diagram
(as the right side 1-cube) whose rows are exact sequences of small stable ∞-
categories:

Perf≤0(X) Perf≤1(X) Perf≤1(A(1))

Perf≤0(A(0)) Perf≤1(A(0)) Perf≤1(A(01)).

≃i=0 (5)

Note that after applying the functor K, the right side 1-cube of the diagram (5)
takes the formof the square (3) for curves. ByProposition 3.16 andPerf≤−1(X) =
0 (or by [TT90, Theorem2.6.3]), the left vertical arrowPerf≤0(X)→ Perf≤0(A(0))
of the diagram (5) is an equivalence. Thus, the 0-cube

K(Perf≤0(X))→ K(Perf≤0(A(0)))

is a limit diagram, and we know the 1-cube T ↦ K(Perf≤1(A(T))) and the orig-
inal 2-cube T ↦ K(A(T)) are limit diagrams.

In [TT90], Thomason showed that algebraic K-theory satis�es Zariski de-
scent for qcqs (i.e., quasicompact quasiseparated) schemes through Zariski ex-
cision [TT90, Theorem 8.1]. There, he �rst established exact sequences

PerfZ(X)→ Perf(X)→ Perf(U)

of perfect modules for each quasicompact open embedding U ↪ X with com-
plement Z = X∖U. Then, he used the equivalence PerfZ(X) ≃ Perf�−1Z(Y) for
each �atmorphismY

�
,→ X of qcqs schemes which is an isomorphism over Z in

order to prove the equivalenceK(X) ≃ K(Y)×K(�−1U)K(U) as in the situation of
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diagram (5). Our proof of Theorem 1.1 applies this Thomason-Trobaugh argu-
ment to cubical diagrams of perfect modules at each induction step to deduce
the descent result. Note that Thomason’s approach more generally proves that
localizing invariants satisfy Nisnevich excision, and hence satisfy Nisnevich de-
scent for qcqs schemes ([Lurs, 3.7.5.1], see also [CM21, Proposition 5.15] for
qcqs spectral algebraic spaces). Although localizing invariants do not satisfy
the more useful étale descent property in general, Clausen andMathew proved
that localizing invariants valued in Lfn -local spectra satisfy étale descent on (E2-
)spectral algebraic spaces [CM21, Theorem5.39] (see [CM21, Theorem7.14] for
the étale hyperdescent result under �niteness conditions), e.g., T(n)-localized
algebraic K-theory LT(n)K satis�es étale descent for all n, which generalizes
Thomason’s result for LT(1)K. Theorem 1.1, although not a descent result for
a particular Grothendieck topology, provides a descent result for localizing in-
variants for an adelic resolution A∙

red(X) of each Noetherian scheme X of �nite
Krull dimension, allowing one to understand K(X) via K-theory of adele rings
and maps between them.

Acknowledgements. The author would like to thank his advisor Michael
Groechenig for his suggestion of the problem and support through numerous
discussions, without which this project would not have led anywhere. I also
would like to thank Benjamin Antieau for helpful discussions through email,
Oliver Braunling for pointing out Balmer’s paper [Bal08], and the anonymous
referee for careful reading and helpful comments. The author was supported
by the CMK Foundation.

2. Categorical and algebraic backgrounds
In this section, we will review and explain necessary backgrounds on ∞-

categories and higher adeles. In 2.1 we review the notion of exact sequences
of stable∞-categories and localizing invariants following [BGT13]. In 2.2 we
study cubical and semi-cosimplicial diagrams and their limits through Carte-
sian �brations. As we use the language of sheaves of module spectra following
[Lurs], we brie�y recall some of their theory in 2.3. Finally, we review semi-
cosimplicial and cubical sheaves of adele rings, as well as modules over adele
rings on Noetherian schemes in 2.4.

2.1. Stable ∞-categories and localizing invariants. Let Catex denote the
∞-category of small stable∞-categories and exact functors, and let PrLst be the
∞-category of presentable stable∞-categories and left adjoint (i.e., colimit pre-
serving) functors. The ind-completion construction Ind ∶ Catex → Pr

L
st (as in

[Lur09, 5.3.5]) relates these two categories, and factors through the full subcate-
gory of PrLst spanned by compactly generated stable∞-categories. Let Catperf be
the full subcategory of Catex consisting of idempotent complete small stable∞-
categories. Then, the construction (Ind(−))! ∶ Catex → Catperf is well-de�ned
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and behaves as indempotent-completion (i.e., provides a left adjoint to the in-
clusion functor Catperf ⊆ Catex). In fact, Ind induces an equivalence Ind ∶

Catperf → Pr
L
st,! from Catperf onto the∞-category PrLst,! of compactly generated

(presentable) stable∞-categories and compact left adjoint functors (i.e., those
preserving compact objects, or equivalently those with �ltered-colimit preserv-
ing right adjoints [Lur09, 5.5.7.2]), whose inverse is given by the functor (−)!
taking (!-)compact objects of each ∞-categories. Recall that both Catex and
Catperf admit all (small) limits and colimits, and the inclusion Catex → Cat∞
preserves limits and �ltered colimits ([Lura, 1.1.4] and [BGT13, 4.25]). Like-
wise, recall that PrLst has all (small) limits and colimits, and the inclusion PrLst →
Ĉat∞ preserves limits and (all) colimits ([Mat16, Proposition 2.4 and its proof],
see also [Lur09, 5.5.3.13, 5.5.3.18]). Note that the inclusion PrLst,! → Ĉat∞, al-
though preserving colimits [Lur09, 5.5.7.6, 5.5.7.7], does not preserve limits in
general; as noted in [Kell94, Section 2], �ber products of compactly generated
presentable stable∞-categories may not be compactly generated.

Let A → ℬ → C be a sequence in PrLst. Recall that the sequence is called
exact if the composite functor is zero, A → ℬ is fully faithful, and the in-
duced functor ℬ∕A → C is an equivalence. Here, ℬ∕A is a co�ber of the
functor A → ℬ (i.e., a pushout of functors A → ℬ and A → 0 in Pr

L
st),

which can be described via Bous�eld localization in PrLst. In fact, the homo-
topy category of ℬ∕A is equivalent to the Verdier quotient of the inclusion
hA → hℬ, and the sequence is exact precisely if the corresponding sequence
of homotopy categories is an exact sequence of triangulated categories [BGT13,
5.9-5.11]. Now, we call a sequence A → ℬ → C in Catex exact if the resulting
sequence Ind(A) → Ind(ℬ) → Ind(C) in PrLst is exact in the previous sense.
This is equivalent to the condition that the composite functor is zero, A → ℬ

is fully faithful, and the induced functor ℬ∕A → C is an equivalence after
idempotent completion [BGT13, 5.13]. One can describe the co�ber ℬ∕A in
Catex intrinsically (i.e., without embedding into Ind(ℬ)) through Dwyer-Kan
localization in a way compatible with Bous�eld localization in Pr

L
st, and still

h(ℬ∕A) ≃ hℬ∕hA holds. In fact, one has a description of the mapping space
as a �ltered colimitMap

ℬ∕A
(b, c) ≃ colima∈A∕c

Map
ℬ
(b, cof (a → c)), where b

and c denote images of b, c ∈ ℬ respectively [NS18, I.3.3].
Let us brie�y explain the notion of �ber (or kernel) categories of exact func-

tors between stable ∞-categories, which will be useful in the description of
split-exact sequences.

Proposition 2.1. Let C be a pointed∞-category, and let ℬ
q
,→ C be a functor

from an ∞-category ℬ. Fix any zero object 0 ∶ ∆0 → C of C. Then, the ∞-
category f ib(q) = ∆0 ×C ℬ is equivalent to the full subcategory of ℬ generated
by the objects {b ∈ ℬ | q(b) ≃ 0}.

Proof. First, let us describe f ib(q) explicitly in terms of quasicategories. Let C′
be the full subcategory of C generated by zero objects.
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Lemma 2.2. The inverse image simplicial set q−1(C′) ↪ ℬ is a quasicategory
equivalent to a pullback f ib(q) = ∆0 ×C ℬ of∞-categories.

Proof. AsC′ is a contractibleKan complex [Lur09, 1.2.12.9], the canonicalmap
C′ → ∆0 is a categorical equivalence, and hence its section ∆0 → C′ given by 0
is an equivalence. This induces an equivalence f ib(q) ≃ C′ ×C ℬ, and hence to
prove the claim, it su�ces to check the latter can be computed by a simplicial

set q−1(C′). The inclusion C′
{

,→ C of a subcategory is by de�nition an inner
�bration, and it is also an iso�bration, since any isomorphism {(0′) → 0′′ in C

from a zero object comes from an isomorphism 0′ → 0′′ in C′. Hence, C′
{

,→ C

is a categorical �bration, and the pullback∞-category C′ ×C ℬ is computed by
the inverse image quasicategory q−1(C′)↪ ℬ. �

By Lemma 2.2, it su�ces to check that the quasicategory q−1(C′) is the full
subcategory of ℬ determined by the set of objects {b ∈ ℬ | q(b) ≃ 0}. The
inverse image quasicategory q−1(C′) is the pullback of simplicial sets viewed as
set-valued presheaves on∆. AsC′ ↪ C is a full subcategory, it is a full simplicial
subset [Ker21, tag 01CU], and hence its inverse image q−1(C′) ↪ ℬ is a full
simplicial subset. As the inclusion is an inner �bration, it is an embedding of a
full subcategory. The vertex of q−1(C′) is precisely {b ∈ ℬ | q(b) ≃ 0}, and since
there should be a unique full simplicial subset (in this case, automatically a full
subcategory) of ℬ with the given vertex set [Ker21, tag 01CV], this concludes
the proof. �

In particular, for the case of exact functorsℬ
q
,→ C between stable∞-categories,

we call f ib(q) (for any choice of a zero object) a �ber, or even a kernel of q.
Following the description of Proposition 2.1, we identify f ib(q) with the stable
subcategory of ℬ generated by {b ∈ ℬ | q(b) ≃ 0}. Note that this description is
independent of the choice of zero objects or choice of isomorphisms between
zero objects, which is not immediate from the de�nition of f ib(q) as a pullback
∞-category.

An important class of exact sequences is provided by semiorthogonal decom-
positions of stable ∞-categories. Given a stable ∞-category ℬ and its stable
subcategory C, we denote C⟂ as the full (stable) subcategory of ℬ generated by
b ∈ ℬ withMap

ℬ
(c, b) ≃∗ for all c ∈ C, and similarly denote ⟂C as the stable

subcategory of ℬ generated by b ∈ ℬ withMap
ℬ
(b, c) ≃∗ for all c ∈ C.

Proposition 2.3. Let A → ℬ
q
,→ C be a sequence in PrLst. If q admits a fully

faithful right adjoint andA→ ℬ induces an equivalence betweenA and f ib(q),
then the sequence is exact in PrLst.

Proof. The only nontrivial part to check is that q induces ℬ∕A ≃ C. By as-
sumption, we can identify the fully faithful embeddingA→ ℬ asA = f ib(q)↪

ℬ. By [BGT13, 5.6], co�ber ℬ∕A is equivalent to the Bous�eld localization of
ℬ at morphisms whose co�bers are in the essential image of A, i.e., ℬ∕A is
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equivalent to the stable subcategory of ℬ generated by objects b ∈ ℬ such that
Map

ℬ
(a, b) ≃∗ for all a ∈ A. If we denote a right adjoint ofA↪ ℬ by g′, then

(from Map
ℬ
(a, b) ≃ Map

A
(a, g′(b)) for all a ∈ A) we have ℬ∕A ≃ f ib(g′).

Now, via the fully faithful right adjoint C↪ ℬ of q, let us identify C as a stable
subcategory of ℬ. Then by adjunction A = f ib(q) = ⟂C. On the other hand,
again using the right adjoint g′ one immediately computes (⟂C)⟂ = f ib(g′).
From C = (⟂C)⟂ [Lurs, 7.2.1.8], one has C = f ib(g′) ≃ ℬ∕A. �

We call exact sequences of PrLst satisfying the conditions of Propostion 2.3
split-exact. The point of Proposition 2.3 is that the conditions of [BGT13, 5.18]
(in Catex(�), with a priori given exactness assumption) automatically ensure the
sequence is exact in the case of PrLst (for instance, see [Tam18, Recollection 9]
for the statement). By our discussions on �ber and co�ber∞-categories, a split-
exact sequence A → ℬ

q
,→ C in Pr

L
st is simultaneously a �ber and a co�ber

sequence in Pr
L
st. Also, note that given that the stable subcategory C ↪ ℬ

(via right adjoint) is closed under equivalences, the condition of Proposition 2.3
is precisely saying we have a semiorthogonal decomposition of ℬ of the form
(A,C) [Lurs, 7.2.1.7].

Example 2.4. Letℬ be a small stable∞-category and letA be its stable subcat-
egory. By [NS18, I.3.5], the resulting sequence Ind(A) → Ind(ℬ) → Ind(ℬ∕A)

in Pr
L
st exhibits Ind(A) as a �ber of the second compact functor Ind(ℬ) →

Ind(ℬ∕A), and this functor admits a fully faithful right adjoint. Hence byPropo-
sition 2.3, the sequence is a split-exact sequence in PrLst. Moreover, the right
adjoint Ind(ℬ∕C) → Ind(ℬ) is also in PrLst (i.e., preserves all small colimits),
and corresponds to the Yoneda functor ℬ∕A → Ind(ℬ) sending the image of
b ∈ ℬ in ℬ∕A to the �ltered colimit colima∈A∕b

cof (a → b) in Ind(ℬ) (i.e.,
colima∈A∕b

Map
ℬ
(−, cof (a → b)) ∈ P(ℬ)). This immediately follows from

the description of the mapping space of ℬ∕A, as well as from the fact that
Ind(ℬ∕A) → Ind(ℬ) is already exact, so it su�ces to consider the case of �l-
tered colimits when verifying that the functor commutes with all small colim-
its. In particular, the unit map for the adjunction associated with the second
compact functor on b ∈ ℬ takes the form b → colima∈A∕b

cof (a → b).

Remark 2.5. Suppose we are given a split exact sequenceK → ℬ
|∗

,→ C of PrLst,
with K given as a stable subcategory of ℬ and |∗ ∶ ℬ → C be in PrLst,! (i.e., a
compact functor). Let {! ∶ ℬ → K and |∗ ∶ C → ℬ be right adjoints of the
functorsK ↪ ℬ and |∗ ∶ ℬ → C respectively.
(1) We have �ber sequences {!b → b → |∗|

∗b in ℬ fuctorial on b ∈ ℬ [Lurs,
7.2.0.2]. Also note that {! commutes with �ltered colimits, as it is equivalent to
a �ber of the unit map id → |∗|

∗, whose source and target functors commute
with �ltered colimits due to the compactness assumption on |∗.
(2) Suppose we have a stable subcategoryA ⊆ K closed under �ltered colimits
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and suppose {! maps compact objects ℬ! into A. Then, {! induces an equiva-
lenceK → A, with an inverse given by inclusion A ⊆ K. In fact, by assump-
tion {! inducesℬ ≃ Ind(ℬ!)→ A, and satis�es a ≃ {!a for a ∈ A by restriction
of the unit map (which is an equivalence) on A. For k ∈ K = f ib(|∗), the
canonical �ber sequence {!k → k → |∗|

∗k has zero co�ber part, and hence the
counit also induces an equivalence {!k ≃ k for k ∈ K.

We �nally recall the notion of localizing invariants in stable setting. A func-
tor E ∶ Catex → T de�ned on small stable ∞-categories and valued in a
stable ∞-category T is called localizing if it factors through the idempotent-
completion Catex → Catperf and sends exact sequences of Catex to �ber se-
quences of T. Archetypical examples are the nonconnective K-theory func-
tor K ∶ Catex → Sp of Bass-Thomason and various functors related to it via
trace maps, e.g., THH and TC. These are all valued in the ∞-category Sp of
spectra, although T might be any stable ∞-category in theory—for instance
THH is canonically valued in T = CycSp and is a localizing invariant val-
ued in T. A localizing invariant E is called �nitary if it commutes with �l-
tered colimits—algebraic K-theory functor K and THH are standard examples
of �nitary localizing invariants, while TC is not �nitary. An important char-
acterization of the K-theory functor is given by the corepresentability result of
[BGT13, 9.8]. There is a �nitary localizing invariant [−]loc ∶ Catex →ℳloc into
someℳloc ∈ Pr

L
st which is universal, that any �nitary localizing invariants into

any T ∈ Pr
L
st uniquely (up to homotopy) factor through [−]loc, i.e., there is an

equivalence Funloc(Cat
ex
,T)

−◦[−]loc
←,,,,,,, Fun

L
(ℳloc,T). Via this equivalence, K

is described as K(−) ≃ map
ℳloc

([Perf(S)]loc, [−]loc). More generally, mapping
spectra map

ℳloc
([C]loc, [D]loc) in ℳloc from a smooth proper C ∈ Catex (e.g.,

Perf(S)) can be expressed as a K-theory spectrum (see [BGT13, 9.36] and for the
additive version see [BGT13, 9.9]), and this often enables one to extend results
about K-theory to results for localizing invariants in general. Due to its impor-
tance, we chose our title to refer to a descent result for the algebraic K-theory
functor, although the result holds more generally for any localizing invariants.

2.2. Limits of diagrams. First, recall the following basic behaviours of cubi-
cal limits.

Proposition 2.6. [Lura, 1.2.4.13] Let C be a stable∞-category, and let n ≥ 0.
Suppose we are given a diagram F ∈ Fun((∆1)n,C). Then, F is a limit diagram
i� F is a colimit diagram.

Proposition 2.7. Let C be a stable ∞-category, and let n ≥ 1. Suppose we
are given a diagram F ∈ Fun((∆1)n,C), which can be identi�ed with an object
F′ of Fun

(
∆1,C(∆

1)n−1
)
by choosing a component ∆1 of (∆1)n. Take any choice

of a �ber functor Fun
(
∆1,C(∆

1)n−1
) f ibn−1
,,,,,→ Fun((∆1)n−1,C). Then, F is a limit

diagram if and only if f ibn−1(F′) is a limit diagram.



10 HYUNGSEOP KIM

Proof. This follows immediately from [Lura, 1.2.4.15]. More precisely, it treats
the (more general) case of colimits over any simplicial set K whose shapes in C
admit colimits. In our case, K can be taken as the �nite simplicial set satisfying
K⊲ = (∆1)n−1. Combined with Proposition 2.6 above, we have the result. �

Let us investigate a relationship between cubical and semi-cosimplicial lim-
its. View P(ℕ) as a small category via its poset structure determined by inclu-
sions of subsets. Also, recall that the standard semi-simplicial category∆s is the
subcategory of the standard simplicial category∆with the sameobjects but only
with injective order-preserving maps as morphisms (in other words, degener-
acy maps are dropped), cf. [Lur09, 6.5.3.6]. Let P(ℕ)∖∅

c
,→ ∆s be the functor

determined by sending T = (0 ≤ i0 < ⋯ < ir) ⊆ ℕ to [r], and T∖ik ↪ T

to the k-th face map [r − 1]
dk

,,→ [r]. For each n ≥ 0, it restricts to functors
P([n])∖∅

cn
,,→ (∆s)≤n.

Lemma 2.8. The functor P(ℕ)∖∅
c
,→ ∆s, and hence P([n])∖∅

cn
,,→ (∆s)≤n for

each n ≥ 0, is a Cartesian �bration of ordinary categories.

Proof. Suppose we are given ∅ ≠ T = (0 ≤ i0 < ⋯ < ir′) ⊆ ℕ and [r]
�
,→

[r′] in ∆s. We have to check that there is a c-Cartesian lifting of � in P(ℕ)∖∅
whose target is T [Ker21, tag 01RN]. As � is injective, we have a well-de�ned
S ∶= (0 ≤ i�(0) < ⋯ < i�(r)) ⊆ T such that c(S) = [r]. Note that any inclusion

S′ = (0 ≤ j0 < ⋯ < js) ⊆ T with c(S′) = [s] maps to [s]
�′

,,→ [r′] in ∆s in
a way that jk = i�′(k). Thus, the morphism S ⊆ T lifts �. To check S ⊆ T is

c-Cartesian, suppose we are given S′ ⊆ T as before and a morphism [s]
�
,→ [r]

in ∆s such that S′ ⊆ T maps to �◦� by c. Then, jk = i�(�(k)) ∈ S for each

k ∈ [s], and hence we know S′ ⊆ S. The image [s]

,→ [r] of the morphism

S′ ⊆ S satis�es jk = i�((k)) for each k ∈ [s]. As � is injective, we know  = �,
i.e., S′ ⊆ S lifts �. �

We explain a generalization of [CS02, Proposition 40.2] in an∞-categorical
setting for our purpose. Loosely speaking, this interprets an intergration along
the �bers formula for (co)limits over Grothendieck constructions. Given an∞-

category C, let us denote the Grothendieck construction by Fun(C,Cat∞)
Gr
,,→

coCFib(C), and the dual construction by Fun(Cop,Cat∞)
Gr−
,,,→ CFib(C). (Here,

coCFib(C) and CFib(C) denotes the ∞-category of coCartesian �brations and
Cartesian �brations over C respectively.)

Proposition 2.9. Let H ∈ Fun(C,Cat∞) be a functor from an ∞-category C,
and let F ∈ Fun(Gr(H),ℰ) be a functor fromGr(H) into an∞-category ℰ. Sup-
pose ℰ admits colimits indexed over H(c) for each c ∈ C, as well as over C.
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Then, a colimit of F exists4. Moreover, there exists a functor p!F ∈ Fun(C,ℰ)

such that each p!F(c) is equivalent to a colimit of F|H(c), and there is an equiv-
alence between colimits colimC p!F ≃ colimGr(H) F in ℰ canonical on F.

Proof. Let Gr(H)
p
,→ C be a coCartesian �bration corresponding to H, and let

Fun(C,ℰ)
p∗

,,→ Fun(Gr(H),ℰ) be the induced functor. By assumption its left
adjoint, the functor of left Kan extensions Fun(Gr(H),ℰ)

p!
,,→ Fun(C,ℰ) exists,

and is computed pointwisely. More precisely, by [MG19, 1.16], each H(c) is
canonically equivalent to Gr(H) ×C c, and this �ber product as∞-categories is
equivalent to the �ber product computed as quasicategories (simplicial sets).
Thus [Lur09, 4.3.3.10] (with q = idS and � = p) applies to ensure p! exists, and

satis�es (p!F)(c) ≃ colim(H(c) ↪ Gr(H)
F
,→ ℰ). Again by assumption a left

Kan extension s!p!F ≃ colimC p!F of p!F along C
s
,→ ∆0 exists, and it gives a left

Kan extension of F along s◦p ∶ Gr(H)→ ∆0. �

Remark2.10. (1) Informally speaking, Proposition 2.9 says that there is a canon-
ical equivalence

colimc∈C (colim (H(c)↪ Gr(H)
F
,→ ℰ)) ≃ colimGr(H) F.

(2) Dually, given H ∈ Fun(Cop,Cat∞) and F ∈ Fun(Gr−(H),ℰ) such that ℰ
admits limits indexed over H(c) (for all c ∈ C) and C, we know a limit of F
exists, and have a canonical equivalence

lim
Gr−(H)

F ≃ lim
c∈C

(lim (H(c)↪ Gr−(H)
F
,→ ℰ)) .

More precisely, we have an equivalence between limits limGr−(H) F ≃ limC p∗F

in ℰ, and the functor p∗F is given as a right Kan extension of F along the Carte-
sian �bration Gr−(H)

p
,→ C corresponding toH.

Corollary 2.11. Let F ∶ (∆1)n+1∖∅ ≃ NP([n])∖∅ → T be a n-cubical diagram
(without the initial vertex) valued in a �nitely complete∞-category T. Then,
its limit lim(∆1)n+1∖∅ F exists, and is equivalent to

lim
[r]∈(∆s)≤n

⎛

⎜

⎝

∏

0≤i0<⋯<ir≤n

F(i0, ..., ir)
⎞

⎟

⎠

.

Proof. Consider the Cartesian �bration P([n])∖∅
cn
,,→ (∆s)≤n of Lemma 2.8.

Note that each �ber category c−1n ([r]) is �nite discrete. Also, note that the nerve
N(∆s)≤n viewed as a simplicial set is �nite. Indeed if i > n, then each i-simplex
in Fun([i], (∆s)≤n) viewed as a composition of i-number of morphisms must

4Note that by the proof below, we can weaken the existence of colimits condition slightly:
assume ℰ admits H(c)-indexed colimits for all c. Then, it su�ces to require the LHS colimit
colimC p!F of the formula exists, rather than all colimits over C.
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contain an identitymorphism. For any ordinary categoryC, an i-simplex ofNC
is nondegenerate precisely if it can be represented by a sequence x0 →⋯→ xi
of morphisms which does not include identities, so nondegenerate simplices of
N(∆s)≤n are concentrated in degrees ≤ n, and hence their number is �nite. By
Proposition 2.9, a limit lim(∆1)n+1∖∅ F exists, and is equivalent to lim((cn)∗F) ≃
lim[r]∈(∆s)≤n

(∏

0≤i0<⋯<ir≤n
F(i0, ..., ir)

)
. �

2.3. Sheaves of modules. We brie�y recall some conventions and results of
[Lurs] about sheaves of modules which we will use here. Informally speaking,
we considermodules overNoetherian (ordinary) schemes in a derived sense. In
particular, functors between module categories should be read as derived ones
of their classical counterparts unless otherwise speci�ed (e.g., in construction
of adele rings). More precisely, given a qcqc (ordinary) scheme5 X, we con-
sider the symmetric monoidal ∞-category Mod(OX) ∈ Pr

L
st of sheaves of OX-

module spectra, and likewise Mod(O) for any Zariski sheaf O of discrete com-
mutative rings on X [Lurs, 2.1.0.1]. The ∞-category Mod(O) has a canonical
t-structure speci�ed via connectiveO-modules, and its heartMod(O)♡ recovers
the abelian category of discrete O-modules.

Remark 2.12. The canonical functor D(Mod(O)♡) → Mod(O) from the de-
rived∞-category induced from the canonical embedding of the heart is a fully
faithful embedding, and identi�es D(O) = D(Mod(O)♡) with the stable sub-
category spanned by O-modules whose underlying sheaves of spectra are hy-
percomplete [Lurs, 2.1.2.3]. In particular if the underlying∞-topos ShvS(XZar)

associated withX is hypercomplete, then it is an equivalence. For example, the
assumption holds if X is Noetherian of �nite Krull dimension.

The theory of quasicoherent sheaves [Lurs, 2.2] applied toX = (X,OX) gives
QCoh(X) ∈ Pr

L
st as a stable subcategory of Mod(OX), which inherits a symmet-

ric monoidal structure and a t-structure recovering the abelian category of dis-
crete quasicoherent sheaves on X as QCoh(X)♡ ⊆ Mod(OX)

♡. For X = SpecR

a�newe recoverQCoh(SpecR) ≃ Mod(HR), whichwe simplywrite asMod(R)
[Lurs, 2.2.3.3].

Remark 2.13. For a qcqs schemeX, letDQCoh(X) = DQCoh(Mod(OX)
♡) be the

stable subcategory ofD(OX) = D(Mod(OX)
♡) spanned by OX-modules whose

homologies are discrete quasicoherent sheaves. Then, the embedding of Re-
mark 2.12 induces an equivalenceDQCoh(X) ≃ QCoh(X) [Lurs, 2.2.6.2].

Let R be a discrete commutative ring6. Recall that the ∞-category of per-
fect R-modules is the smallest stable subcategory Perf(R) of Mod(R) containing
R and closed under retractions. In fact, Perf(R) = Mod(R)dual = Mod(R)!,
i.e., perfect modules are precisely dualizable modules, and are again precisely

5Quasicompact quasiseparated schemes. For example, a�ne schemes and Noetherian
schemes are qcqs.

6Or in fact any connective E∞-ring.
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compact modules [Lura, 7.2.4]. For qcqs schemes such identi�cation remains
true. Let X be a qcqs scheme, and let Perf(X) be the stable subcategory of
QCoh(X) spanned by quasicoherent modules a�ne-locally perfect. Equiva-
lently, Perf(X) ≃ limSpecR→X Perf(R); see also [Sta21, tag 08CM] for a classical
approach. Then Perf(X) = QCoh(X)dual = QCoh(X)! [Lurs, 6.2.6.2, 9.1.5.5],
where QCoh(X)dual is the full subcategory spanned by dualizable objects in
the symmetric monoidal∞-category QCoh(X). Note that the compactness as-
sumption (qcqs property) is needed precisely for the identi�cation of compact-
ness and dualizability. We in particular know the functor X ↦ QCoh(X) on
qcqs schemes is valued in PrLst,!.

Let E ∶ Catex → T be a localizing invariant valued in a stable∞-categoryT.
Composing with Perf(−) ∶ Schopqcqs → Catperf ⊆ Catex de�ned via pullbacks, we
can view E as a functor de�ned on (the nerve of) the category of qcqs schemes,
and we set E(X) ∶= E(Perf(X)). After restriction, it is in particular de�ned on
the category of discrete commutative rings, and we denote E(R) ∶= E(Perf(R)).
As E is localizing, it is an additive invariant [BGT13, 6.1] and in particular E
commutes with �nite products of rings. Note that localizing (or additive) in-
variants however do not commute with �nite limits, even pullbacks of rings in
general.

Remark 2.14. (1) For product
∏

i∈I
Ri of commutative rings (indexed by a

small set I which might not be �nite), Bhatt’s theorem [Bha14] guarantees the
map Perf(

∏

i∈I
Ri) →

∏

i∈I
Perf(Ri) induced by projections of rings is a fully

faithful embedding, cf. [Gro17, Theorem 3.15].
(2) On (almost-)perfect modules over Noetherian rings, extension of scalars by
completions realize derived completions, see [Lurs, 7.2 and 7.3]. Let R be a
Noetherian commutative ring and I be its ideal. For C ∈ Perf(R) the canonical
map R∧

I
⊗R C → C∧

I
is an equivalence in Mod(R) [Lurs, 7.3.5.7]. In particular

R∧
I
⊗R C ∈ ModCpl(I)(R) is an I-complete object.

(3) There is a version of derived Nakayama lemma for I-complete modules. Let
R be a (discrete) Noetherian commutative ring and let I be an ideal of R. Let
C ∈ ModCpl(I)(R) be an I-completemodule. IfC inMod(R) satis�esR∕I⊗RC ≃

0, then C ≃ 0 [Sta21, 0G1U].

2.4. Adeles onNoetherian schemes. LetX be a Noetherian scheme. Its un-
derlying set of points admits a canonical partial order given by specializations
of points, i.e., for points p and q of X, we say p ≤ q if p ∈ q (i.e., if p is a spe-
cialization of q). We write the simplicial set obtained as the nerve of the poset
structure on X as S⋅(X) = N(X). By de�nition for each r ≥ 0, one has Sr(X) =
{(p0, ..., pr) ∈ Xr+1 | p0 ≤ p1 ≤ ⋯ ≤ pr}. We also consider the semi-simplicial
set Sred⋅ (X) consisting of Sredr (X) = {(p0, ..., pr) ∈ Xr+1 | p0 < p1 <⋯ < pr} for
each r ≥ 0. After restriction to ∆ops we can view S⋅(X) as a semi-simplicial set,
and Sred⋅ (X) is de�ned to be its semi-simplicial subset with vertices speci�ed as
above.
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For each r ≥ 0, a subsetT ⊆ Sr(X), and a quasicoherent sheafF ∈ QCoh(X)♡,
we can de�ne the sheaf of adeles AT(F) = A(T, F) as an object of Mod(OX)

♡.
Below,

Tq = {(p0, ..., pr−1) ∈ Sr−1(X) | (p0, ..., pr−1, q) ∈ T}

and ℎsq ∶ SpecOq∕m
s
q → X is the canonical map for each q ∈ X and s ≥

0. Functors (ℎsq)∗ and ℎ∗sq in this subsection are underived pushforwards and
pullbacks respectively.

De�nition 2.15. For each r ≥ 0 and T ⊆ Sr(X), we let AT = A(T,−) ∶

QCoh(X)♡ → Mod(OX)
♡ be the exact functor uniquely characterized by the

following three conditons [Hub91, Proposition 2.1.1], [Gro17, De�nition 1.4]:
(1) AT commutes with �ltered colimits7.
(2) If r = 0, then AT(F) =

∏

q∈T
lims≥0(ℎsq)∗ℎ

∗
sqF for each coherent sheaf F.

(3) If r > 0, thenAT(F) =
∏

q∈X
lims≥0ATq

((ℎsq)∗ℎ
∗
sqF) for each coherent sheaf

F.

By taking local sections, we recover abelian groups of adeles associated with T
and F restricted on each opens. Also, by construction each functor AT is lax
symmetric monoidal, so each AT(OX) is canonically a sheaf of commutative
OX-algebras. We will often omit O = OX in the notation, and simply write as
AT = AT(O) = A(T,O). Note that over an a�ne X = SpecR, global sections
rings Γ(AT) are �at over R due to exactness of AT [Gro17, Lemma 1.10].

It turns out that the construction ofAT(F) is also su�ciently functorial on T.
In fact, for each F ∈ QCoh(X)♡ the association [r]↦ Ar(X, F) ∶= A(Sr(X), F)

assembles to a cosimplicial object A∙
(X, F) of Mod(OX)

♡, and likewise the as-
sociation [r] ↦ Ar

red(X, F) ∶= A(Sredr (X), F) assembles to a semi-cosimplicial
objectA∙

red(X, F) of Mod(OX)
♡ [Hub91, Theorem 2.4.1], [Morr, Theorem 8.12].

See also [Gro17, Proposition 1.7].

Remark 2.16. Let us brie�y review the functoriality of AT(F) on T, and in
particular explain how the semi-cosimplicial object A∙

red(X, F) is de�ned. It
su�ces to describe maps between local sections, and after restriction we are
reduced to the case of global sections. So let us abuse notations slightly and
understand AT(F) as the module of global sections. By [Hub91, Proposition
2.1.4] for each T ⊆ Sredr (X), there is an embedding AT(F) ↪

∏

�∈T
A�(F) into

the product of local factors A�(F) = A({�}, F) canonical on F. Suppose we
are given a map � ∶ [r] → [r′] of ∆s, such that the induced �∗ ∶ Sred

r′
(X) →

Sredr (X) = (p0, ..., pr′) ↦ (p�(0), ..., p�(r)) maps S ⊆ Sred
r′
(X) into T ⊆ Sredr (X).

For each � ∈ Sred
r′
(X), there is a canonical map �� ∶ A�∗(�)(F)→ A�(F) of local

factors [Morr, 8.3, p. 59], [Hub91, De�nition 2.2.3]. Now, one de�nes the map

�∗,F ∶
∏

�∈T

A�(F)→
∏

�∈S

A�(F)

7Hence, it su�ces to determine values of AT on each coherent sheaves on X.
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as the composition

∏

�∈T

A�(F)→
∏

�∈S

A�∗(�)(F)

∏

�∈S
��

,,,,,,,→
∏

�∈S

A�(F),

where the �rst map is induced from canonical projections. By [Hub91, Proof of
Theorem 2.4.1 and Proposition 2.2.4] applied to a decomposition of � into com-
position of face maps, we know �∗,F induces the map �∗,F ∶ AT(F) → AS(F),
and satis�es transitivity �∗,F◦�∗,F = (�◦�)∗,F for � satisfying analogous condi-
tions as �. In particular,

∏

�∈Sred⋅ (X)
A�(F) and A

∙

red(X, F) ∶= A(Sred∙ (X), F) are
well-de�ned as semi-cosimplicial objects. Moreover, for a quasicoherent sheaf
B of (discrete) commutative OX-algebras induced maps between local factors
and adeles are maps of algebras, and both

∏

�∈Sred⋅ (X)
A�(B) and A

∙

red(X, B) are
semi-cosimplicial objects in commutative OX-algebras.

We will consider∞-category of modules over sheaves AT of adele rings on
X. Let AT be the sheaf of adele rings associated with T ⊆ Sredr (X) and OX ,
and let Perf(AT) be the stable subcategory of D(AT) ↪ Mod(AT) spanned by
perfect complexes over AT [Sta21, tag 08CM], which we simply call as perfect
AT-modules. These are objects ofD(AT)which are Zariski-locally onX equiva-
lent to objects represented by bounded complexes of direct summands of �nite
free AT-modules.

Remark 2.17. In fact, we can identify this category with the∞-category of per-
fect modules over the global section ring. Let AT be the sheaf of adele rings as
above, and let Γ(AT) be its ring of global sections. By [Gro17, Corollary 2.23],
the global sections functor induces an equivalence Perf(AT) ≃ Perf(Γ(AT)) of
(symmetricmonoidal) stable∞-categories. In particular, their valuesE(AT) ∶=

E(Perf(AT)) and E(Γ(AT)) = E(Perf(Γ(AT))) for each localizing invariant E are
equivalent.

LetX be a Noetherian scheme of �nite Krull dimension n. Given an increas-
ing sequence 0 ≤ i0 < ⋯ < ir ≤ n of integers, let i0, ..., ir ∶= {(p0, ..., pr) ∈

Sredr (X) | dimpk = ik for all 0 ≤ k ≤ r}. Note that

Sredr (X) =
∐

0≤i0<⋯<ir≤n

i0, ..., ir.

Hence by [Hub91, Proposition 2.1.5], the sheaf of reduced adele ringAr

red(X) ∶=

A(Sredr (X),OX) decomposes into Ar

red(X) ≅
∏

0≤i0<⋯<ir≤n
A(i0, ..., ir), where

A(i0, ..., ir) ∶= A(i0, ..., ir,OX). As each subset S ⊆ [n] de�nes a unique in-
creasing sequence 0 ≤ i0 < ⋯ < ir ≤ n consisting of its elements, we use the
notation A(S) = A(i0, ..., ir,OX) for any such S8.

8Hence for example A(ji) = A(ij) = A(ij,OX) for j > i.
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Example 2.18. Let X be a Noetherian scheme of dimension 1. Then A⋅(X)

takes the form of F×O ⇉ A×(F×O)→→
→⋯, and similarlyA⋅red(X) is of the form

F × O ⇉ A [Hub91, Proposition. 3.3.3]. Here F = A(1) is the sheaf of rings of
fractions of X whose global section ring is

∏

�∈X1
O� (here the product is taken

over generic points of X), O = A(0) is the sheaf of integral adele rings of X
whose global section ring is

∏

p∈X0
O∧
p (where the product is taken over closed

points), andA = A(01) = F⊗O O is the sheaf of �nite adele rings of X. Hence,
the classical notion of �nite adeles for global �elds �ts into the framework of
higher adeles.

Remark 2.19. Let X be a Noetherian scheme of �nite Krull dimension n.
(1) The association A ∶= T ↦ A(T) ∶ P([n]) → CAlg(OX)

♡ gives a cubical
object. For ∅ ≠ S = (0 ≤ i0 <⋯ < ir ≤ n) ⊆ [n], denote S = i0, ..., ir ⊆ Sred

c(S)
(X)

and A(S) = A(S,OX) as above, where c(S) = cn(S) = [r] = [|S| − 1]. Each
∅ ≠ S ⊆ T ⊆ [n] induces a map cS⊆T = c({S⊆T) ∶ c(S) → c(T) such that
c∗
S⊆T

∶ Sred
c(T)

(X) → Sred
c(S)

(X) satis�es c∗
S⊆T

(T) ⊆ S, so from the transitivity of
Remark 2.16 we know the association (S ⊆ T) ↦ (cS⊆T)∗,OX

∶ A(S) → A(T)

de�nes a functor P([n])∖∅ → CAlg(OX)
♡. By de�ning A(∅) = OX , we have an

extension of the functor to the cube P([n]).
(2) Let � ∶ [r]→ [r′] be a map in (∆s)≤n. For each T ∈ P([n])∖∅ of c(T) = [r′],
let �∗T be the element of P([n])∖∅with c(�∗T) = [r] obtained by the Cartesian
�bration structure of cn. Then the induced map ((cn)∗A)[r] → ((cn)∗A)[r

′] is
described as a composition

∏

S∈c−1n ([r])

A(S)→
∏

T∈c−1n ([r′])

A(�∗T)→
∏

T∈c−1n ([r′])

A(T).

Here, the �rst map is induced from the projections
∏

S∈c−1n ([r])
A(S) → A(�∗T)

for eachT ∈ c−1n ([r′]), and the secondmap is the product of themapsA(�∗T)→
A(T) induced from �∗T ⊆ T over T ∈ c−1n ([r′]). Let E ∶ Catex → T be a lo-
calizing invariant. As the functor E on rings commutes with �nite products
and as E does not distinguish sheaves of adeles and their global section rings,
[Lur09, 4.3.3.10] implies E((cn)∗A) is equivalent to a right Kan extension of
E(A) = E◦A along cn. On the other hand, on each local sections rings the
induced map

∏

S∈c−1n ([r])
A(S) →

∏

T∈c−1n ([r′])
A(T) for each � ∶ [r] → [r′]

is compatible with the map �∗,OX
∶

∏

�∈Sredr
A�(OX) →

∏

�∈Sred
r′

A�(OX) by
construction (through embedding into products of local factors). As the semi-
cosimplicial object

∏

�∈Sred⋅
A�(OX) inducesA

∙

red(X) by restriction of each struc-
ture maps, we know (cn)∗A ≅ A

∙

red(X).

3. Descent result
In this section, we explain the proof of our main result, Theorem 3.17. In

3.1 we explain the construction of certain exact sequences in Catex involving
categories of perfect modules over sheaves of adeles (Proposition 3.16). Using
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these exact sequences and properties of cubical and semisimplicial diagrams
explained in previous sections, we derive the descent result in 3.2.

3.1. Exact sequences of categories of modules over adele rings. Let X be
a Noetherian scheme of �nite Krull dimension n.

De�nition 3.1. For each 0 ≤ i ≤ n, denote the stable subcategory of Perf(X)
generated by C ∈ Perf(X) with Supp(C) ⊆ X∖ (Xn ∪⋯ ∪ Xi+1) by Perf≤i(X).
Here, Xj ∶= {p ∈ X | dimp = j} and Perf≤n(X) = Perf(X). Hence, Perf≤i(X)
consists of C ∈ Perf(X) with dim Supp(C) ≤ i. Similarly, let 0 ≤ i0 < ⋯ <

ir ≤ n, and denote the stable subcategory of Perf(A(i0, ..., ir)) generated by the
essential image of the exact functor

Perf≤i(X)↪ Perf(X)
A(i0,...,ir)⊗O−
,,,,,,,,,,,,,→ Perf(A(i0, ..., ir))

by Perf≤i(A(i0, ..., ir)) ∈ Catex.

Remark 3.2. Let A = A(i0, ..., ir) as in the de�nition above. The stable subcat-
egory Perf≤n(A) of Perf(A)may not be closed under retracts, but is closed under
�nite colimits and contains A. Thus, after idempotent completion

Idem(Perf≤n(A)) ≃ Ind(Perf≤n(A))! ≃ Mod(A)! ≃ Perf(A)

in Catperf, and localizing invariants do not distinguish between Perf≤n(A) and
Perf(A).

On the other hand, by decreasing induction on i ≤ n one observes Perf≤i(X) ∈
Catperf. For i = n one has Perf≤n(X) = Perf(X) ∈ Catperf. In general one
has a �ber sequence Perf≤i(X) → Perf≤i+1(X) → Perf(A(i + 1)), since for
C ∈ Perf≤i+1(X), one hasA(i+1)⊗O C ≃ 0 i� C∧q ≃ 0 for all q ∈ Xi+1, which is
equivalent to the condition Supp(C) ⊆ X∖Xi+1 due to the faithfully-�atness of
Oq → O∧

q under Noetherian assumption [Sta21, tag 00MC]. As Supp(C) does
not containXn∪⋯∪Xi+2 already, the condition is equivalent to C ∈ Perf≤i(X).
In particular, Perf≤i(X) ∈ Catperf as a �ber of exact functors in Catperf, since
�ber products of idempotent-complete ∞-categories over any ∞-category is
idempotent complete [Tam18, Lemma 8-(ii)].

We will consider exact sequences in Catex of the form A → Perf≤i(A(T)) →
Perf≤i(A(T ⊔ {i})), where T ⊆ [i − 1]. The following proposition treats the case
of T = ∅:

Proposition 3.3. Let X be a Noetherian scheme of �nite Krull dimension n,
and let 0 ≤ i ≤ n. Then, we have an exact sequence

Perf≤i−1(X)→ Perf≤i(X)
A(i)⊗O−
,,,,,,,,→ Perf≤i(A(i)) in Catex.

Here, we set Perf≤−1(X) = 0. Before giving a proof of Proposition 3.3, let
us consider the following two lemmas as preparation. Our goal is to describe
a functor |∗ ∶ IndPerf≤i(A(i)) → IndPerf≤i(X) which is right adjoint to the



18 HYUNGSEOP KIM

functor |∗ = A(i)⊗O − in PrLst through Lemma 3.5. We will use Lemma 3.4 for
the proof of Lemma 3.5 as well as the proof of Proposition 3.3 below.

Lemma 3.4. Let X be a Noetherian scheme of �nite Krull dimension n, and
let 0 ≤ i ≤ n. Fix C ∈ Perf≤i(X). For each q ∈ X, let ℎq ∶ SpecOq → X be the
canonical �at morphism, and let Cq = ℎ∗qC ∈ Perf(Oq). Then the followings
hold:
(1)A(i)⊗O C viewed as an object of Mod(OX) is equivalent to

∏

q∈S
(ℎq)∗Cq for

some �nite subset S ⊆ Xi of dimension-i points.
(2) A(i)⊗O C viewed as an object of Mod(OX) is in IndPerf≤i(X).

Proof. Let S ⊆ Xi be the set of dimension-i points with Cq ≄ 0, which is �nite
due to our assumption, and consider theOX-module object

∏

q∈S
(ℎq)∗Cq. Note

that by Noetherian assumption on X, the canonical map ℎq ∶ SpecOq → X is
quasicompact quasiseparated, and hence

∏

q∈S
(ℎq)∗Cq is in QCoh(X) [Sta21,

tag 08D5].
We �rst consider the a�ne case X = SpecR for (1). As before let S be the

�nite set consisting of points q ∈ Xi satisfying C∧q ≄ 0 (equivalently Cq ≄ 0

due to fully faithfulness of Rq → R∧q ). Then, the perfect complex A(i) ⊗R

C =
∏

q∈Xi
R∧q ⊗R C is equivalent to

∏

q∈S
C∧q over A(i) via projection A(i) →

∏

q∈S
R∧q (as both give equivalent data in

∏

q∈Xi
Perf(R∧q )). Now, note that each

Cq = Rq ⊗R C ∈ Perf(Rq) satis�es (Cq)p ≃ Cp ≃ 0 for all p ∈ SpecRq∖{q}, due
to assumption C ∈ Perf≤i(SpecR). Hence, Cq is canonically a perfect complex
over R∧q , with Cq ≃ C∧q .

Now supposeX is a Noetherian scheme, possibly non-a�ne. For each a�ne
open SpecR ⊆ X, the restriction of

∏

q∈S
(ℎq)∗Cq on SpecR viewed as an R-

module is
∏

q∈S∩SpecR
Cq, and we know that there is an equivalence (A(i)⊗O

C)|SpecR ≃
∏

q∈S∩SpecR
Cq of A(i)|SpecR-modules obtained from the canonical

projection A(i)|SpecR →
∏

q∈S∩SpecR
O∧
q and C∧q ≃ Cq over Oq, compatible

with restrictions. (Here, we are implicitly using the fact that Perf(A(i)|SpecR) ≃
Perf(A(i)(SpecR)).) Thus,

∏

q∈S
(ℎq)∗Cq admits an A(i)-module structure and

is equivalent to A(i)⊗O C over A(i) via canonical projections, hence in partic-
ular equivalent over OX when viewed as objects in Mod(OX).

Finally, (2) follows from (1). Note that (ℎq)∗Cq ≃ ((ℎq)∗OSpecOq
)⊗O C by de-

rived projection formula [Sta21, tag 0B54], and (ℎq)∗OSpecOq
∈ QCoh(X) due

to Noetherian assumption. Thus, (ℎq)∗Cq is equivalent to a �ltered colimit of
the form colimk Ek⊗O C, where each Ek is in Perf(X). Thus, each of Ek⊗O C is
in Perf≤i(X), and we know (ℎq)∗Cq ∈ IndPerf≤i(X). Since A(i)⊗O C is a �nite
product of such objects by (1), it is also in IndPerf≤i(X). �

Lemma 3.5. LetX be a Noetherian scheme of dimension n, and �x any 0 ≤ i ≤

n. Consider the essentially surjective functor |∗ = A(i) ⊗O − ∶ Perf≤i(X) →
Perf≤i(A(i)) which induces a compact functor A(i) ⊗O − ∶ IndPerf≤i(X) →
IndPerf≤i(A(i)) inPr

L
st still denoted by |∗. Also, consider the restriction of scalars
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functor � ∶ Mod(A(i))→ Mod(OX) induced by OX → A(i).
Then, the restriction

IndPerf≤i(A(i))→ Mod(OX)

of the functor � to IndPerf≤i(A(i)) factors through IndPerf≤i(X), and the result-
ing functor �′ ∶ IndPerf≤i(A(i))→ IndPerf≤i(X) is a right adjoint of |∗.

Proof. Since restriction of scalars functor � commutes with �ltered colimits,
it su�ces for us to check that for each C ∈ Perf≤i(X) the object A(i) ⊗O C of
IndPerf≤i(A(i)), now viewed as an object of Mod(OX) via �, in fact sits inside a
stable subcategory IndPerf≤i(X). This follows from Lemma 3.4 (2). From the
already-existing adjunction A(i) ⊗O − ⊣ � ∶ Mod(A(i)) → Mod(OX), one
knows �′ ∶ IndPerf≤i(A(i))→ IndPerf≤i(X) is right adjoint to |∗. �

Proof of Proposition 3.3. We check that Ind-completion of the sequence of
Catex in question is a split exact sequence of PrLst by following the criterion pro-
vided by Proposition 2.3. Let |∗ = A(i)⊗O − ∶ IndPerf≤i(X)→ IndPerf≤i(A(i))
be an Ind-completion of the functorA(i)⊗O − ∶ Perf≤i(X)→ Perf≤i(A(i)), and
let |∗ ∶ IndPerf≤i(A(i)) → IndPerf≤i(X) be its right adjoint. As |∗ is compact,
|∗ commutes with �ltered colimits. We verify that |∗ is fully faithful, i.e., the
counit map |∗|∗(|∗C) → |∗C is an equivalence for all C ∈ Perf≤i(X). By our
description of |∗ as �′ in Lemma 3.5, this means we have to check the canonical
map A(i)⊗O A(i)⊗O C → A(i)⊗O C is an equivalence for C ∈ Perf≤i(X). As
the statement is Zariski-local on X, we may assume that X = SpecR is a�ne.
By Lemma 3.4 (1), we know A(i)⊗R C ≃

∏

q∈S
C∧q ≃

∏

q∈S
Cq as R-modules.

We have a canonical equivalence A(i)⊗R

∏

q∈S
Cq ≃ A(i)⊗R C obtained as a

base change of the equivalence
∏

q∈S
Rq⊗R

∏

q∈S
Cq ≃

∏

q∈S
Rq⊗RC. In fact,

as products are taken over �nite sets, it su�ces to check that we have canoni-
cal equivalences Rp ⊗R

∏

q∈S
Cq ≃ Rp ⊗R C for each p ∈ S. As the involved

base changes are �at, we can assume C ≃ M[0] for some discrete �nitely gen-
erated R-moduleM. AsMq is supported on {q}, each x ∈ Mq admits an r > 0

with (qRq)
r ⋅ x = 0. If q ≠ p ∈ S, then one can �nd f ∈ (R∖p) ∩ q, and

x = frx∕fr = 0 ∈ Rp ⊗R Mq. Thus, Rp ⊗R Mq ≃ 0 for p ≠ q, and the claim
follows.

As the composition of the sequence is zero, it remains to compute the �ber
of |∗. To show the �ber is equivalent to IndPerf≤i−1(X), we use the descrip-
tion of hPerf≤i(X)∕hPerf≤i−1(X) given as a consequence of [Bal07, 3.24] (see
also (7) in the proof of [Bal07, Theorem 2]), that the canonical triangulated
functor hPerf≤i(X)∕hPerf≤i−1(X) → ⊕q∈Xi

hPerf{q}(Oq) exhibits the target as
an idempotent completion of triangulated categories. Since the functor is pre-
cisely the image of Perf≤i(X)∕Perf≤i−1(X) → ⊕q∈Xi

Perf{q}(Oq) in Catex by tak-
ing homotopy categories, [BGT13, 5.15] implies we have an exact sequence
IndPerf≤i−1(X) → IndPerf≤i(X) → Ind(⊕q∈Xi

Perf{q}(Oq)) of Pr
L
st. In partic-

ular, note that for each C ∈ Perf≤i(X), the unit map of the adjunction C →

⊕q∈Xi
(ℎq)∗Cq ≃

∏

q∈S
(ℎq)∗Cq for the second left adjoint functor agrees with
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the unit map C → |∗|
∗C by Lemma 3.4. Hence, by description of the unit map

in Example 2.4 associated with the functor

Ind(Perf≤i(X))→ Ind(Perf≤i(X)∕Perf≤i−1(X)) ≃ Ind(⊕q∈Xi
Perf{q}(Oq)),

we know

|∗|
∗C ≃ ⊕q∈Xi

(ℎq)∗Cq ≃ colimF∈Perf≤i−1(X)∕C cof (F → C)

in IndPerf≤i(X). Now, consider the �ber sequence

colimF∈Perf≤i−1(X)∕C F → C → |∗|
∗C

obtained from taking a �ltered colimt of the �ber sequencesF → C → cof (F →

C) indexed by the �ltered∞-category Perf≤i−1(X)∕C . From this, we know that
the right adjoint {! ∶ IndPerf≤i(X) → f ib(|∗) of the inclusion maps compact
objects Perf≤i(X) to IndPerf≤i−1(X). By Remark 2.5 (2), we know f ib(|∗) ≃

IndPerf≤i−1(X). �

Example 3.6. For i = n = dimX, one in particular has the exact sequence

Perf≤n−1(X)→ Perf(X)→ Perf(A(n))

in Catperf by Proposition 3.3. Note that fully faithfulness of |∗ in the proof of
Proposition 3.3 for this case can also be explained through the second formula
of Lemma 3.7 below.

We note the following lemma, which is useful in the case of i = n and moti-
vates our approach to the problem:

Lemma 3.7. LetX be a Noetherian scheme of �nite Krull dimension n, and let
0 ≤ i0 <⋯ < ir < n. Then, the following canonical maps of sheaves of rings

A(n)⊗O A(i0, ..., ir)→ A(n, i0, ..., ir) and A(n)⊗O A(n)→ A(n)

are isomorphisms.

Proof. As the statement is Zariski-local on X, we can assume X = SpecR is
a�ne. Note that the set of generic points X0 of X is �nite, and in particular the
set of dimension n-points Xn ⊆ X0 is �nite. By the characterizing properties of
sheaves of adeles, we compute

A(n, i0, ..., ir) ≅
∏

�∈Xn

A((i0, ..., ir, n)�, (ℎ�)∗ℎ
∗
�O)

≅
∏

�∈Xn

colim�∈D(f)A(i0, ..., ir, R̃f)

≅
∏

�∈Xn

colim�∈D(f) colim(A(i0, ..., ir,OSpecR)

f⋅
,,→ A(i0, ..., ir,OSpecR)

f⋅
,,→⋯)

≅
∏

�∈Xn

colim�∈D(f)A(i0, ..., ir,O)f ≅ A(n)⊗O A(i0, ..., ir).
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For the second map, it su�ces to check that Rp ⊗R Rq ≅ 0 for minimal prime
ideals p ≠ q. By assumption qRq is the unique prime ideal of Rq, hence is the
nilradical of Rq. We can take f ∈ (R∖p) ∩ q, and fr = 0 in qRq for some
r > 0. Hence, 1 = fr∕fr = 0 in the localization Rp ⊗R Rq of Rq, and we have
Rp ⊗R Rq ≅ 0. �

The following proposition describes remaining exact sequences of the form
A → Perf≤i(A(T)) → Perf≤i(A(T ⊔ {i})) for T ≠ ∅ (see De�nition 3.1 for nota-
tions):

Proposition 3.8. Let X be a Noetherian scheme of �nite Krull dimension n,
and let 0 ≤ i0 <⋯ < ir < i ≤ n. We have an exact sequence

Perf≤i−1(A(i0, ..., ir))→ Perf≤i(A(i0, ..., ir))
A(i,i0,...,ir) ⊗

A(i0 ,...,ir )

−

,,,,,,,,,,,,,,,,,→ Perf≤i(A(i, i0, ..., ir))

in Catex.

Proof. For convenience, let us denote j ∶= (i0, ..., ir). Let

|∗ = A(i, j)⊗A(j) − ∶ IndPerf≤i(A(j))→ IndPerf≤i(A(i, j))

be an Ind-completion of the functor
A(i, j)⊗A(j) ∶ Perf≤i(A(j))→ Perf≤i(A(i, j)).

It is a restriction of the functor
A(i, j)⊗A(j) − ∶ Mod(A(j))→ Mod(A(i, j)),

which we still denote by |∗. We would like to check an Ind-completion of the
given sequence in Catex is a split-exact sequence of PrLst by applying Proposition
2.3. First, consider the following decomposition property:

Lemma 3.9. The canonical map A(j) ⊗O A(i) → A(i, j) of A(j)-algebras in-
duces an equivalence
A(j)⊗O A(i)⊗O C ≃ A(i, j)⊗O C in Mod(A(j)) for all C ∈ Perf≤i(X).

The proof of will be given below. The right adjoint |∗ ∶ Mod(A(i, j)) →
Mod(A(j)) of the functor |∗ is given as the restriction of scalars functor induced
byA(j)→ A(i, j), and hence commutes with �ltered colimits. By restriction to
IndPerf≤i(A(i, j)) it induces |∗ ∶ IndPerf≤i(A(i, j))→ IndPerf≤i(A(j)), since for
C ∈ Perf≤i(X), one has |∗(A(i, j)⊗O C) ≃ A(j)⊗O (A(i)⊗O C) by Lemma 3.9,
with A(i)⊗O C ∈ IndPerf≤i(X) by Lemma 3.5. Thus, it is still a right adjoint of
|∗ = A(i, j)⊗A(j) − ∶ IndPerf≤i(A(j))→ IndPerf≤i(A(i, j)).

Using this description of the right adjoint
|∗ ∶ IndPerf≤i(A(i, j))→ IndPerf≤i(A(j)),

we check that this functor |∗ is fully faithful, i.e., the counit map for the associ-
ated adjunction is an equivalence. It su�ces to verify the canonical equivalence
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A(i, j)⊗A(j)A(i, j)⊗OC ≃ A(i, j)⊗OC inMod(A(i, j)) forC ∈ Perf≤i(X). From

Proposition 3.3, we knowA(i)⊗OA(i)⊗OC
∼
→ A(i)⊗OC. Base change toA(i, j)

overA(i) gives the canonical equivalenceA(i, j)⊗O A(i)⊗O C
∼
→ A(i, j)⊗O C.

As the source is equivalent to A(i, j)⊗A(j) A(j)⊗O A(i)⊗O C, again Lemma
3.9 gives a desired equivalence. Before computing the �ber of |∗, let us give a
proof of the Lemma:

Proof of lemma 3.9. For i = n, we have an isomorphism A(j) ⊗O A(n) ≃

A(n, j) by Lemma 3.7, hence by tensoring with C the result follows. Now we
give a proof which works for the general case. As the statement is Zariski-local
on X, we can further assume X = SpecR is a�ne. We have to check A(j)⊗R

A(i)⊗R C ≃ A(i, j)⊗A(i) A(i)⊗R C. By Lemma 3.4 (1), A(i)⊗R C ≃
∏

q∈S
C∧q

for some �nite set S ⊆ Xi, and each C∧q is in Perf{q}(R∧q ). In particular, Cq is
canonically a perfect module over R∧q , and Cq ≃ C∧q . Thus, we have to prove
A(j)⊗R

∏

q∈S
Cq ≃ A(i, j)⊗A(i)

∏

q
Cq, and since the product is over a �nite

set, we are reduced to proving that A(j)⊗R Cq ≃ A(i, j)⊗A(i) Cq, i.e.,

(
A(i)⊗R Rq

)
⊗Rq

Cq ≃
(
A(i, j)⊗A(i) R

∧
q

)
⊗R∧q

Cq over A(j),

for q ∈ Xi and Cq ≃ C∧q ∈ Perf{q}(R∧q ). As A(i, j) ≅
∏

q′∈Xi
lims Asq′

(i, j) by
construction [Morr, p. 65], the perfect module A(i, j)⊗A(i) Cq ∈ Perf(A(i, j))
is equivalent to lims Asq(i, j)⊗R∧q

Cq, and we have to prove that
(
A(j)⊗R Rq

)
⊗Rq

Cq ≃ (lim
s
Asq(i, j))⊗R∧q

Cq over A(j). (6)

Lemma 3.10. (A(j) ⊗R Rq)
∧
q →

∼
lims Asq(i, j), where the completion is taken

at the ideal q(A(j)⊗R Rq).

Proof. For each s, one has (A(j)⊗R Rq)∕q
s(A(j)⊗R Rq) ≅ (A(j)∕qsA(j))⊗R

Rq ≅ (A(j)⊗R R∕q
s)⊗R Rq. Now, observe that by viewing R∕qs as a coherent

R-module, one has A(j)⊗R R∕q
s ≅ A(j, R∕qs) = A(j, {∗Osq) ≅ Asq(j). For the

last isomorphism, note that

j =
(
j ∩ Sred

r−1
(V(qs))

)∐
{(p0, ..., pr) ∈ j | pr ∈ SpecR∖V(qs)},

so

A(j, {∗Osq) ≅ A
(
j ∩ Sred

r−1
(V(qs)), {∗Osq

)

× A
(
{(p0, ..., pr) ∈ j | pr ∈ SpecR∖V(qs)}, {∗Osq

)

≅ ASpecR∕qs(j) × 0,
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using [Hub91, Proposition 2.1.5]. Hence, we can continue the chain of canon-
ical isomorphisms as

(A(j)⊗R Rq)∕q
s(A(j)⊗R Rq) ≅ Asq(j)⊗R∕qs R∕q

s ⊗R Rq

≅ Asq(j)⊗R∕qs Rq∕q
sRq

≅ Asq(j)⊗R∕qs Frac(R∕q
s) ≅ Asq(i, j).

These isomorphisms (for each s) are compatible with each other, and hence
induce an isomorphism between limits. �

Hence combined with the lemma below (applied to A = A(j) ⊗R Rq), we
have the canonical equivalence (6), �nishing the proof. Note that A(j) is �at
over R [Gro17, Lemma 1.10].

Lemma 3.11. Let R = (R,m, �) be a Noetherian local ring, R∧ be its comple-
tion at m, and A be a �at R-algebra. Also, let A∧ = lims A∕m

sA, which is
canonically an algebra over A and R∧. Then the canonical map of exact func-
tors A ⊗R (−) → A∧ ⊗R∧ (−) (≃ A∧ ⊗R −) from Perf{m}(R) ≃ Perf{m}(R∧) to
Mod(A) is an equivalence.

Proof. By induction on the number of nonzero homotopy modules, it su�ces
to check the equivalence A ⊗R M ≃ A∧ ⊗R M for discrete �nitely gener-
ated R-modules M supported on the point {m}. More precisely, for each C ∈

Perf{m}(R) one can apply exact functors on a truncation �ber sequence of the
form �k(C)[−k] → C → �<kC, with �<kC having strictly less number of non-
vanishing homotopy modules. By assumption on M, there is an r > 0 with
mrM ≃ 0. Thus, by applying exact functors on �ber sequencesmiM → M →

M∕miM (0 ≤ i ≤ r), one knows it su�ces to verify the equivalence for R-
modules mi−1M∕miM, or more generally for �nite R∕m-modules viewed as
R-modules. Hence, it su�ces to verify the equivalence A ⊗R � ≃ A∧ ⊗R �.
Note that by [Sta21, tag 0AGW] or [Yek18, Theorem 0.1], A∧ is still �at over R,
and the involved base changes are underived. Thus, both sides are canonically
equivalent to A∕mA. �

This �nishes the proof of Lemma 3.9. �

It remains to describe the �ber of |∗. Let A(j)⊗O C ∈ Perf≤i(A(j)), where
C ∈ Perf≤i(X). By Lemma 3.9, its unit map A(j)⊗O C → |∗|

∗(A(j)⊗O C) ≃

A(i, j) ⊗O C is equivalent to the image of the unit map C → A(i) ⊗O C of
Proposition 3.3 by A(j) ⊗O −. Again by Proposition 3.3, Remark 2.5 (1), and
exactness of A(j)⊗O −, we have a �ber sequence A(j)⊗O F → A(j)⊗O C →

|∗|
∗(A(j) ⊗O C) in IndPerf≤i(A(j)), where F ∈ IndPerf≤i−1(X). Thus, a right

adjoint {! ∶ IndPerf≤i(A(j)) → f ib(|∗) maps Perf≤i(A(j)) to IndPerf≤i−1(A(j)),
and by Remark 2.5 (2), we know f ib(|∗) ≃ IndPerf≤i−1(A(j)). �
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Example 3.12. For i = n = dimX and for 0 ≤ i1 ≤ ⋯ ≤ ir < n, we in
particular have an exact sequence

Perf≤n−1(A(i0, ..., ir))→ Perf≤n(A(i0, ..., ir))
A(n,i0,...,ir) ⊗

A(i0 ,...,ir )

−

,,,,,,,,,,,,,,,,,→ Perf≤n(A(n, i0, ..., ir))

in Catex. Note that fully faithfulness of a right adjoint of (an Ind-completion of)
the functorA(n, i0, ..., ir) ⊗

A(i0,...,ir)

− can be explained by the second isomorphism

in Lemma 3.7. By Remark 3.2, applying any localizing invariant E ∶ Catex → T

to above exact sequence yields the �ber sequence

E(Perf≤n−1(A(i0, ..., ir)))→ E(A(i0, ..., ir))→ E(A(n, i0, ..., ir))

in a stable∞-category T.

Remark3.13. In fact, we can verify that the�ber of the functor |∗ = A(i, j)⊗A(j)

− in Proposition 3.8 on compact objects Perf≤i(A(j)) is Perf≤i−1(A(j)) via direct
computation. We have a canonical morphism (i.e., a square) from Perf≤i(X)→
Perf≤i(A(i)) of Proposition 3.3 to Perf≤i(A(j))→ Perf≤i(A(i, j)), whose compo-
nent functors are essentially surjective. Thus, it su�ces to prove the following:

Proposition 3.14. Let X be a Noetherian scheme of �nite Krull dimension
n, and take i and j as in Proposition 3.8. For C ∈ Perf≤i(X), the vanishing
A(i, j)⊗O C ≃ 0 implies A(i)⊗O C ≃ 0.

Lemma 3.15. Proposition 3.14 holds for i = n. In other words,A(n, j)⊗O C ≃

0 implies A(n)⊗O C ≃ 0 for C ∈ Perf(X).

Proof. The question is Zariski-local on X, so we can assume X = SpecR.
We proceed by induction on dimX. The case of dimX = 0 is tautological,
as the only possible choice of the sheaf is A(0). Suppose dimX > 0, and
let j = (i0, ..., ir). By Lemma 3.7, the assumption equivalently says A(n) ⊗R
(
A(j)⊗R C

)
≃ 0, so A(j)⊗R C vanishes at each points of Xn. Fix any � ∈ Xn.

We can take an a�ne open subset where A(j) ⊗R C vanishes, since it is con-
centrated in �nitely many degrees andA(j) is �at over R. Thus, we can assume
our C ∈ Perf(R) satis�es A(j) ⊗R C ≃ 0 (where ir < n). By base change to
A(n − 1, j) over A(j) (if ir < n − 1), we can further assume ir = n − 1. We are
reduced to checking that this condition, together with the induction hypothe-
sis, imply C� ≃ 0.

From A(j) ≃
∏

q∈(SpecR)ir
lims Asq(j) (e.g., [Morr, p. 65]), we know 0 ≃

lims Asq(j) ⊗R C for all q ∈ (SpecR)ir . In particular, 0 ≃ Aq(j) ⊗R C ≃

AR∕q(j)⊗R∕q(R∕q⊗R C)holds. By the inductionhypothesis applied to SpecR∕q,
we knowR∕q⊗RC satis�es 0 ≃ Frac(R∕q)⊗R∕q (R∕q⊗R C) ≃ �(R∧q )⊗R∧q

R∧q⊗R
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C ≃ �(R∧q )⊗R∧q
C∧q . (Here, �(R∧q ) stands for the residue �eld of R∧q .) By the de-

rived Nakayama lemma (Remark 2.14), we have C∧q ≃ 0 ∈ Perf(R∧q ) for all q ∈
(SpecR)ir . By the Noetherian hypothesis Rq → R∧q is faithfully �at [Sta21, tag
00MC], and we in particular know (Cq ≃ 0, and) Supp(C) ⊆ SpecR∖(SpecR)ir .
Thus, the closed subset Supp(C) ⊆ SpecR (C is perfect) should not contain
codimension 1 points of �, and we know � ∉ Supp(C), i.e., C� ≃ 0. �

Proof of Proposition 3.14. As the statement is Zariski-local on X, we can as-
sume X = SpecR. From the assumption 0 ≃ A(i, j)⊗A(i) (A(i)⊗R C), we have
0 ≃ lims Asq(i, j) ⊗R∧q

C∧q ≃ lims Asq(i, j) ⊗R C for all q ∈ Xi. In particular,
AR∕q(i, j) ⊗R C ≃ 0, or equivalently AR∕q(i, j) ⊗R∕q (R∕q⊗R C) ≃ 0 for all
q ∈ (SpecR)i. By Lemma 3.15 applied to SpecR∕q, we have 0 ≃ AR∕q(i)⊗R∕q

(R∕q⊗R C) ≃ Frac(R∕q)⊗R C ≃ R∧q∕qR
∧
q ⊗R∧q

R∧q ⊗R C ≃ �(R∧q )⊗R∧q
C∧q . By

the derived Nakayama lemma (Remark 2.14), we know C∧q ≃ 0 for all q ∈ Xi,
i.e., A(i)⊗O C ≃ 0. �

By combining Proposition 3.3 and Proposition 3.8, we have the following:

Proposition 3.16. Let X be a Noetherian scheme of �nite Krull dimension n,
and let 0 ≤ i ≤ n. Then for each T ∈ P([i − 1]), we have an exact sequence

Perf≤i−1(A(T))→ Perf≤i(A(T))
A(T⊔{i}) ⊗

A(T)

−

,,,,,,,,,,,,→ Perf≤i(A(T ⊔ {i})) in Catex.

Proof. The case of T = ∅ follows from Proposition 3.3, and the remaining case
of T ≠ ∅ follows from Proposition 3.8. �

3.2. Adelic descent for localizing invariants. LetX be aNoetherian scheme
of �nite Krull dimension n. Recall that we have semi-cosimplicial and cubical
diagrams

A
∙

red(X) ∶= A
∙

red(X,OX) ∶ (∆s)≤n → CAlg(OX)
♡

and
A(−) ∶ P([n])→ CAlg(OX)

♡

of OX-algebras (Remarks 2.16 and 2.19). Setting A−∞

red (X) ∶= OX , we can view
A

∙

red(X) as an augmented semi-cosimplicial diagram, and after composition
with Perf(−)wehave an augmented semi-cosimplicial diagramPerf(A∙

red(X)) in
Catperf. Likewise, we have an n-cubical diagram Perf(A(−)) in Catperf. For each
0 ≤ i ≤ n, we also consider the n-cube Perf≤i(A(−)) in Catex induced as a sub-
functor of Perf(A(−)). Note that Perf≤i(A(−)) can be regarded as an i-cubical
diagram after restriction to P([i]), since Perf≤i(X) → Perf(A(i0, ..., ir)) factors
through Perf(A(ir)) and hence Perf≤i(A(i0, ..., ir)) ≃ 0 for ir > i. By further
composing these diagrams with a localizing invariant E ∶ Catex → T, we ob-
tain (augmented) semi-cosimplicial and cubical diagramsE(A∙

red(X)),E(A(−)),
and E(Perf≤i(A(−))) in a stable∞-category T.
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Theorem 3.17. LetX be a Noetherian scheme of �nite Krull dimension n, and
let E ∶ Catex → T be a localizing invariant valued in a stable∞-category T.

(1) For each 0 ≤ i ≤ n, then-cubical diagramE(Perf≤i(A(−))) ∶ NP([n])→
T is a limit diagram. In particular the n-cubical diagram E(A(−)) ∶

NP([n]) → T is a limit diagram, and we have an equivalence E(X) ≃
lim0≤i0<⋯<ir≤n

E(A(i0, ..., ir)) in T.
(2) The (truncated) augmented semi-cosimplicial diagram E(A

∙

red(X)) ∶

N((∆s)+)≤n → T is a limit diagram, andwe have an equivalenceE(X) ≃
lim[r]∈(∆s)≤n

E(Ar

red(X)) in T.

Proof. We prove (1) through induction on i. By Proposition 3.3 the underly-
ing functor of the 0-cubical diagram Perf≤0(X) → Perf≤0(A(0)) is an equiva-
lence, and we in particular have i = 0 case by applying E. Suppose 0 < i ≤

n, and consider the n-cubical diagrams Perf≤i(A(−)) and E(Perf≤i(A(−))). In
order to check E(Perf≤i(A(−))) is a limit diagram, it su�ces to check the i-
cubical diagram obtained by a restriction to P([i]) is a limit diagram, as im-
ages of the other vertices are zero. Now, consider the decomposition P([i]) =
P([i − 1])

∐
(P([i − 1]) ⊔ {i}) and view the i-cube Perf≤i(A(−))|P([i]) as a mor-

phismPerf≤i(A(−))|P([i−1]) → Perf≤i(A(i,−))|P([i−1]) of (i−1)-cubical diagrams,
and similarly for E(Perf≤i(A(−))). By applying E to the exact sequences of
Proposition 3.16, we have an equivalence

f ib
(
E(Perf≤i(A(−)))|P([i−1]) → E(Perf≤i(A(i,−)))|P([i−1])

)

≃ E(Perf≤i−1(A(−)))|P([i−1]).

By the induction hypothesis, this (i−1)-cubical diagram is a limit diagram, and
hence by Proposition 2.7, we know that the original i-cubical diagram
E(Perf≤i(A(−)))|P([i]) is a limit diagram, i.e, E(Perf≤i(A(−))) is a limit diagram.
This establishes (1), and in particular for i = n we have

E(X) ≃ lim
T∈P([n])∖∅

E(A(T))

by Remark 3.2. By Corollary 2.11 and Remark 2.19, we know E(A
∙

red(X)) is also
a limit diagram, and we have

E(X) ≃ lim
T∈P([n])∖∅

E(A(T)) ≃ lim
[r]∈(∆s)≤n

E(Ar

red(X))

by (1). �
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