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#### Abstract

We consider a new description logic $\mathcal{A L C I}$ r that extends $\mathcal{A L C I}$ with role inclusion axioms of the form $R \sqsubseteq Q R_{1} \ldots R_{m}$ satisfying a certain regularity condition. We prove that concept satisfiability with respect to RBoxes in this logic is ExpTime-hard. We then define a restriction $\mathcal{A L C I} r^{-}$of $\mathcal{A L C I} r$ and show that concept satisfiability with respect to RBoxes in $\mathcal{A L C I} r^{-}$is PSPACE-complete.


## 1. Introduction

Description logics (DLs, for short) are well-known knowledge representation formalisms in AI [2] and the Semantic Web, underlining the Web Ontology Language OWL 21 The language of DLs is built around concept names (unary predicates) and role names (binary predicates) using various constructs such as the Booleans, universal and existential restrictions, taking the inverse of a role, etc. The resulting complex concepts and roles are used to form knowledge base (or ontology) axioms. For example, the axiom Parent $\equiv$ Person $\sqcap \exists h a s C h i l d$. Person defines a parent as a person who has child, which is also a person, while ancestor $\circ$ ancestor $\sqsubseteq$ ancestor says that ancestor is a transitive role. An important feature of standard DLs is that reasoning problems such as concept and role satisfiability with respect to knowledge bases or instance checking are decidable and reasonably scalable in practice; moreover, there are a number of highly optimized DL reasoners for performing those reasoning tasks ${ }^{2}$

In recent years, a considerable interest has been attracted to DLs with complex role inclusion axioms of the form $R_{1} \circ \cdots \circ R_{n} \sqsubseteq S_{1} \circ \cdots \circ S_{k}$, where the $R_{i}$ and $S_{j}$ are role names or their inverses. Such axioms are required, for instance, in multiple use cases in the life sciences domain and ontological product modelling and collaborative design [14, 5, 3, 12. In fact, complex role inclusion axioms were already used in the original KL-ONE terminological language 4], where they were

[^0]called 'role-value-maps' and could be applied to certain individuals. However, it turned out 16 that KL-ONE was undecidable. One way to defeat undecidability is to restrict the right-hand side of role inclusions to a single role and impose on them a certain regularity condition, which is done in the DL $\mathcal{S R O} \mathcal{I} \mathcal{Q}$ underlying OWL 2 [9, 5] (see also [1, 7, 10, 8, 11]).

A decidable $\mathrm{DL}, \mathcal{S R}^{+} \mathcal{O} \mathcal{I} \mathcal{Q}$, with role inclusion axioms that allow a non-trivial right-hand side (and also satisfy a regularity condition) has been recently constructed in $\mathbf{1 3}$. However, the exact complexity of reasoning with this logic is still unknown. To understand the impact of such role inclusions, we here consider the fragment $\mathcal{A L C I}$ r of $\mathcal{S R}^{+} \mathcal{O} \mathcal{I} \mathcal{Q}$ which extends the basic DL $\mathcal{A L C I}$ with axioms of the form $R \sqsubseteq Q R_{1} \ldots R_{m}$ satisfying the same regularity condition as $\mathcal{S R}{ }^{+} \mathcal{O} \mathcal{I} \mathcal{Q}$. We prove, in Section 3, that concept satisfiability with respect to RBoxes (finite sets of role inclusion axioms) in $\mathcal{A L C} \mathcal{L} r$ is ExpTime-hard. However, we have not managed yet to obtain a matching upper bound. Instead, in Section 4 we develop a PSpace tableau-based decision algorithm for a fragment of $\mathcal{A L C} \mathcal{I} r$ which imposes further restrictions on role inclusion axioms.

## 2. Description Logic $\mathcal{A L C I}$ r

We begin by formally defining the syntax and semantics of the description logic $\mathcal{A L C I}$. The alphabet of $\mathcal{A L C I} r$ consists of two countably infinite and disjoint sets $\mathcal{N}_{C}$ and $\mathcal{N}_{R}$ of concept names and role names, respectively. This alphabet is interpreted in structures, or interpretations, of the form $\mathcal{I}=\left(\Delta^{\mathcal{I}}, \cdot^{\mathcal{I}}\right)$, where $\Delta^{\mathcal{I}} \neq \emptyset$ is the domain of interpretation and.$^{\mathcal{I}}$ an interpretation function that assigns to every $A \in \mathcal{N}_{C}$ a subset $A^{\mathcal{I}} \subseteq \Delta^{\mathcal{I}}$ and to every $R \in \mathcal{N}_{R}$ a binary relation $R^{\mathcal{I}} \subseteq \Delta^{\mathcal{I}} \times \Delta^{\mathcal{I}}$.

We now introduce the role and concept constructs that are available in $\mathcal{A L C I} r$, together with their interpretations. For each role name $R \in \mathcal{N}_{R}$, the inverse $R^{-}$of $R$ is interpreted by the relation

$$
\left(R^{-}\right)^{\mathcal{I}}=\left\{(y, x) \in \Delta^{\mathcal{I}} \times \Delta^{\mathcal{I}} \mid(x, y) \in R^{\mathcal{I}}\right\}
$$

We call role names and their inverses basic roles, set $\mathcal{N}_{R}^{-}=\mathcal{N}_{R} \cup\left\{R^{-} \mid R \in \mathcal{N}_{R}\right\}$ and write $\operatorname{rn}(R)=\operatorname{rn}\left(R^{-}\right)=R$, for $R \in \mathcal{N}_{R}$. We define an $\mathcal{A L C I}$ r-role as a chain $R_{1} \ldots R_{n}$ of basic roles $R_{i}$ and interpret it by taking

$$
\left(R_{1} \ldots R_{n}\right)^{\mathcal{I}}=R_{1}^{\mathcal{I}} \circ \cdots \circ R_{n}^{\mathcal{I}}
$$

where $\circ$ denotes the composition of binary relations. We also define a function $\operatorname{inv}(\cdot)$ on role chains by $\operatorname{inv}\left(R_{1} \cdots R_{n}\right)=\operatorname{inv}\left(R_{n}\right) \cdots \operatorname{inv}\left(R_{1}\right)$, where $\operatorname{inv}(R)=R^{-}$ and $\operatorname{inv}\left(R^{-}\right)=R$, for $R \in \mathcal{N}_{R}$.
$\mathcal{A L C I r}$-concepts, $C$, are defined by the following grammar, where $A \in \mathcal{N}_{C}$ and $R$ is a basic role:

$$
C \quad::=A|\perp| \top|\neg C| C_{1} \sqcap C_{2}\left|C_{1} \sqcup C_{2}\right| \exists R . C \quad \mid \quad \forall R . C .
$$

The interpretation of these concepts is defined as follows:

$$
\begin{gathered}
\top^{\mathcal{I}}=\Delta^{\mathcal{I}}, \quad \perp^{\mathcal{I}}=\emptyset, \quad(\neg C)^{\mathcal{I}}=\Delta^{\mathcal{I}} \backslash C^{\mathcal{I}}, \\
\left(C_{1} \sqcap C_{2}\right)^{\mathcal{I}}=C_{1}^{\mathcal{I}} \cap C_{2}^{\mathcal{I}}, \quad\left(C_{1} \sqcup C_{2}\right)^{\mathcal{I}}=C_{1}^{\mathcal{I}} \cup C_{2}^{\mathcal{I}},
\end{gathered}
$$

$$
\begin{gathered}
(\exists R . C)^{\mathcal{I}}=\left\{x \in \Delta^{\mathcal{I}} \mid \exists y \in C^{\mathcal{I}}(x, y) \in R^{\mathcal{I}}\right\}, \\
(\forall R \cdot C)^{\mathcal{I}}=\left\{x \in \Delta^{\mathcal{I}} \mid \forall y\left((x, y) \in R^{\mathcal{I}} \rightarrow y \in C^{\mathcal{I}}\right)\right\} .
\end{gathered}
$$

An $R B o x, \mathcal{R}$, is a finite set of role inclusions axiom (RIs) of the form

$$
R \sqsubseteq Q R_{1} \ldots R_{m}, \quad m \geqslant 1
$$

where $R, Q, R_{1}, \ldots, R_{m}$ are basic roles satisfying the following regularity condition: the transitive closure of the relation induced by $\operatorname{rn}(R) \prec \operatorname{rn}(Q)$, for all such RIs in $\mathcal{R}$, is a strict partial order on the set of role names. We denote this strict partial order by $\prec_{\mathcal{R}}$. If $\varrho_{i}$ is a role, $i=1,2$, then $\varrho_{1} \sqsubseteq \varrho_{2}$ is satisfied in $\mathcal{I}$ if $\varrho_{1}^{\mathcal{I}} \subseteq \varrho_{2}^{\mathcal{I}}$. We say that an RBox $\mathcal{R}$ is satisfiable if there exists an interpretation $\mathcal{I}$ satisfying all the members of $\mathcal{R}$. In this case we write $\mathcal{I} \models \mathcal{R}$ and call $\mathcal{I}$ a model of $\mathcal{R}$.

The main reasoning problem we are concerned with in this paper is concept satisfiability with respect to an $R B$ ox: given an $\mathcal{A L C \mathcal { L }}$ r concept $C$ and an $\mathrm{RBox} \mathcal{R}$, decide whether there is a model $\mathcal{I}$ of $\mathcal{R}$ such that $C^{\mathcal{I}} \neq \emptyset$.

For a concept $C$, we denote by role $(C)$ the set of all basic roles $R$ such that at least one of $R$ or $\operatorname{inv}(R)$ occurs in $C ; \operatorname{role}(C, \mathcal{R})$ contains those basic roles and their inverses that occur in $C$ or $\mathcal{R}$.

We assume that all concepts are in negation normal form (NNF). In particular, when we write $\neg C$, for a concept $C$, we actually mean the NNF of $\neg C$. Denote by $\operatorname{con}(C)$ the smallest set that contains $C$ and is closed under sub-concepts and $\neg$.

The DL $\mathcal{A L C I}$ r defined above is an extension of the well-known DL $\mathcal{A L C I}[\mathbf{2}$ ] with regular RBoxes. Thus, concept satisfiability w.r.t. RBoxes in $\mathcal{A L C I}$ Ir is PSpace-hard. On the other hand, $\mathcal{A L C I}$ r is a fragment of the decidable DL $\mathcal{S} \mathcal{R}^{+} \mathcal{O} \mathcal{Q}[13$ the precise complexity of reasoning in which is still unknown.

## 3. ExpTime-Hardness

In this section we establish an ExpTime lower bound for the complexity of concept satisfiability w.r.t. RBoxes in $\mathcal{A L C L}$ r. The following example illustrates the reduction used in the proof.

Example 3.1. Let $\mathcal{R}=\{R \sqsubseteq Q R\}$. Consider the concept

$$
C_{0}=\left(\neg A_{n-1} \sqcap \cdots \sqcap \neg A_{0}\right) \sqcap \exists R . \top \sqcap C^{\prime} \sqcap C^{\prime \prime}
$$

where

$$
\begin{aligned}
C^{\prime} & =\prod_{k=0}^{n-1} \forall R . \forall R^{-} \cdot\left(\left(\prod_{i=0}^{k-1} A_{i}\right) \Rightarrow\left(\left(A_{k} \Rightarrow \forall Q . \neg A_{k}\right) \sqcap\left(\neg A_{k} \Rightarrow \forall Q \cdot A_{k}\right)\right)\right), \\
C^{\prime \prime} & =\prod_{k=0}^{n-1} \forall R . \forall R^{-} \cdot\left(\left(\bigsqcup_{i=0}^{k-1} \neg A_{i}\right) \Rightarrow\left(\left(A_{k} \Rightarrow \forall Q \cdot A_{k}\right) \sqcap\left(\neg A_{k} \Rightarrow \forall Q . \neg A_{k}\right)\right)\right)
\end{aligned}
$$

and $C \Rightarrow D$ is an abbreviation for $\neg C \sqcup D$. It is not hard to see that $C_{0}$ is of size $O\left(n^{2}\right)$ and that every model of $\mathcal{R}$ satisfying $C_{0}$ has a $Q$-path of length $2^{n}$. For $n=3$, such a model $\mathcal{I}$ is shown below, where $x_{0} \in\left(\neg A_{2} \sqcap \neg A_{1} \sqcap \neg A_{0}\right)^{\mathcal{I}}$, $x_{1} \in\left(\neg A_{2} \sqcap \neg A_{1} \sqcap A_{0}\right)^{\mathcal{I}}, x_{2} \in\left(\neg A_{2} \sqcap A_{1} \sqcap \neg A_{0}\right)^{\mathcal{I}}, \ldots, x_{7} \in\left(A_{2} \sqcap A_{1} \sqcap A_{0}\right)^{\mathcal{I}}$.


In other words, the concepts $A_{n-1}, \ldots, A_{0}$ encode the bits of an $n$-bit binary counter, with $A_{0}$ representing the least significant bit and $A_{n-1}$ the most significant one.

Theorem 3.1. Concept satisfiability w.r.t. $\mathcal{A L C} \mathcal{I} r$-RBoxes is ExpTime-hard.
Proof. The proof is by encoding computations of alternating Turing machines with a polynomial tape. Recall [6] that an alternating Turing machine (ATM) is a quadruple of the form $\mathcal{M}=\left(Q, \Sigma, q_{0}, \delta\right)$, where $Q=Q_{\exists} \uplus Q_{\forall} \uplus\left\{q_{a}\right\} \uplus\left\{q_{r}\right\}$ is a finite set of states containing existential states $Q_{\exists}$, universal states $Q_{\forall}$, an accepting state $q_{a}$ and a rejecting state $q_{r} ; \Sigma=\left\{a_{0}, \ldots, a_{n-1}, \boldsymbol{b}\right\}$ is a tape alphabet with a special symbol $\boldsymbol{b}$ for 'blank'; $q_{0} \in Q_{\exists} \uplus Q_{\forall}$ is an initial state; and

$$
\delta:\left(Q \backslash\left\{q_{a}, q_{r}\right\}\right) \times \Sigma \rightarrow(Q \times \Sigma \times\{l, r\})^{2}
$$

is a transition function that, for any $q \in Q \backslash\left\{q_{a}, q_{r}\right\}$ and $a \in \Sigma$, gives two alternative transitions. If $\delta(q, a)=\left(\left(q_{1}, a_{1}, d_{1}\right),\left(q_{2}, a_{2}, d_{2}\right)\right)$, then we write $\delta_{i}(q, a)=\left(q_{i}, a_{i}, d_{i}\right)$, for $i=1,2$.

A configuration of an ATM $\mathcal{M}$ is a word $w q w^{\prime}$, where $q \in Q$ and $w, w^{\prime} \in \Sigma^{*}$; it represents the situation when the tape contains the word $w w^{\prime}$, the machine is in state $q$, with its head scanning the first symbol of $w^{\prime}$. The successor configurations of $w q w^{\prime}$ are defined in the usual way in terms of the transition function $\delta$ (where $l$ and $r$ instruct the head to move one cell to the left or, respectively, to the right). A halting configuration is of the form $w q w^{\prime}$ with $q \in\left\{q_{a}, q_{r}\right\}$.

A computation path of $\mathcal{M}$ on a word $w \in \Sigma^{*}$ is a sequence of configurations $c_{1}, c_{2}, \ldots$ such that $c_{1}=q_{0} w$ and, for $i \geqslant 1, c_{i+1}$ is a successor configuration of $c_{i}$. We assume that there is a polynomial function $p$ such that $\mathcal{M}$ uses at most $p(m)$ tape cells on any input of length $m$ and that every computation path of $\mathcal{M}$ is of length $\leqslant 2^{p(m)}$. A halting configuration is accepting if it is of the form $w q_{a} w^{\prime}$. For a non-halting configuration $c=w q w^{\prime}$, we define (inductively) $c$ to be accepting if either $q \in Q_{\exists}$ and at least one of the successor configurations of $c$ is accepting, or $q \in Q_{\forall}$ and both the successor configurations are accepting. Finally, we say that $\mathcal{M}$ accepts an input $w$ if the initial configuration $q_{0} w$ is accepting. We use $L(\mathcal{M})$ to denote the language accepted by $\mathcal{M}$, that is, $L(\mathcal{M})=\left\{w \in \Sigma^{*} \mid \mathcal{M}\right.$ accepts $\left.w\right\}$. It is well known [6] that the acceptance problem for such ATMs is ExpTimE-complete.

Now, given an ATM $\mathcal{M}$ and a word $w=x_{0} \cdots x_{n-1} \in \Sigma^{*}$, we construct a concept $C_{0}$ and an RBox $\mathcal{R}$ in $\mathcal{A L C I} r$ such that $w \in L(\mathcal{M})$ iff $C_{0}$ is satisfiable w.r.t. $\mathcal{R}$. To achieve this, we use Example 3.1to represent successive configurations
of $\mathcal{M}$ by individuals of models of $\mathcal{R}$ satisfying $C_{0}$ and arrange them in a binary tree-like structure with branching factor 2 and depth $\leqslant 2^{p(n)}$.

Consider the RBox

$$
\mathcal{R}=\left\{R \sqsubseteq Q_{1} R, \quad R \sqsubseteq Q_{2} R\right\} .
$$

We use the role name $Q_{j}, j=1,2$, to connect two successive configurations $c$ and $c^{\prime}$ such that $c^{\prime}$ is obtained from $c$ by means of the $j$ th component of the pair $\delta(q, a)$ that is applicable to $c$. We require the following concept names:

- $A$ to say that a configuration is accepting;
- $B_{q}$, for $q \in Q$, to say that the current state is $q$;
- $H_{i}$, for $i \leqslant p(n)$, to say that the head is currently scanning cell $i$;
- $D_{a}^{i}$, for $a \in \Sigma$ and $i \leqslant p(n)$, to say that the current symbol in the $i$ th cell is $a$;
- $A_{i}$, for $i<p(n)$, to encode the binary counter;
- $E$ to say that an object is a $Q_{1}$-successor of its parent;
$-F \equiv\left(A_{p(n)-1} \sqcap \cdots \sqcap A_{0}\right)$ to say that an object is a leaf.
To construct the required binary tree-like structure, we use the following concept $C_{T}$, where $C \Leftrightarrow D$ stands for $(C \Rightarrow D) \sqcap(D \Rightarrow C)$ :

$$
C_{T}=C^{\text {zero }} \sqcap C^{F} \sqcap \exists R . \top \sqcap \prod_{j=1}^{2}\left(C_{j}^{\prime} \sqcap C_{j}^{\prime \prime} \sqcap C_{j}^{\prime \prime \prime}\right),
$$

where

$$
\begin{aligned}
C^{\text {zero }} & =\neg A_{p(n)-1} \sqcap \cdots \sqcap \neg A_{0}, \\
C^{F} & =\forall R \cdot \forall R^{-} .\left(F \Leftrightarrow\left(A_{p(n)-1} \sqcap \cdots \sqcap A_{0}\right)\right), \\
C_{j}^{\prime} & =\prod_{k=0}^{p(n)-1} \forall R . \forall R^{-} .\left(F \sqcup C_{k, j}^{\text {invert }}\right), \\
C_{k, j}^{\text {invert }} & =\left(\prod_{i=0}^{k-1} A_{i}\right) \Rightarrow\left(\left(A_{k} \Rightarrow \forall Q_{j} . \neg A_{k}\right) \sqcap\left(\neg A_{k} \Rightarrow \forall Q_{j} . A_{k}\right)\right), \\
C_{j}^{\prime \prime} & =\prod_{k=0}^{p(n)-1} \forall R . \forall R^{-} .\left(F \sqcup C_{k, j}^{\text {retain }}\right), \\
C_{k, j}^{\text {retain }} & =\left(\bigsqcup_{i=0}^{k-1} \neg A_{i}\right) \Rightarrow\left(\left(A_{k} \Rightarrow \forall Q_{j} . A_{k}\right) \sqcap\left(\neg A_{k} \Rightarrow \forall Q_{j} . \neg A_{k}\right)\right), \\
C_{1}^{\prime \prime \prime} & =\forall R . \forall R^{-} . \forall Q_{1} . E, \quad C_{2}^{\prime \prime \prime}=\forall R . \forall R^{-} . \forall Q_{2} . \neg E .
\end{aligned}
$$

It is not hard to see that there is a model of $\mathcal{R}$ satisfying $C_{T}$ that contains the full binary tree of depth $2^{p(n)}-1$ every non-leaf node of which has distinct $Q_{1}$-and a $Q_{2}$-successors.

We now construct the concept $C_{0}$ by giving its subconcepts. The concept $C^{\text {ini }}$ defines the initial configuration. $C_{(q, i, a)}^{l}$ and $C_{(q, i, a)}^{r}$ describe the movements of the head to the left and right. $C_{n h}$ makes sure that the symbols that are not
in the active cell do not change. $C_{d f h}, C_{d f q}$ and $C_{d f s}$ ensure uniqueness of the head position, current state and symbol in the active cell. $C_{a c c}$ describes accepting configurations using concepts $C_{\forall}$ and $C_{\exists}$. These concepts are defined as follows:

$$
\begin{aligned}
& C^{\mathrm{ini}}=B_{q_{0}} \sqcap H_{0} \sqcap\left(\prod_{i=0}^{n-1} D_{x_{i}}^{i}\right) \sqcap\left(\prod_{i=n}^{p(n)} D_{b}^{i}\right), \\
& C_{(q, i, a)}^{r}=\left(B_{q} \sqcap H_{i} \sqcap D_{a}^{i}\right) \Rightarrow\left(\prod_{t \in\{1,2\}, \delta_{t}(q, a)=\left(q^{\prime}, a^{\prime}, r\right)} \forall Q_{t} .\left(B_{q^{\prime}} \sqcap H_{i+1} \sqcap D_{a^{\prime}}^{i}\right)\right), \\
& C_{(q, i, a)}^{l}=\left(B_{q} \sqcap H_{i} \sqcap D_{a}^{i}\right) \Rightarrow\left(\prod_{t \in\{1,2\}, \delta_{t}(q, a)=\left(q^{\prime}, a^{\prime}, l\right)} \forall Q_{t} .\left(B_{q^{\prime}} \sqcap H_{i-1} \sqcap D_{a^{\prime}}^{i}\right)\right) \text {, } \\
& C_{\mathrm{nh}}=\prod_{a \in \Sigma, 0 \leqslant i, j \leqslant p(n), i \neq j} \forall R . \forall R^{-} \cdot\left(\left(H_{j} \sqcap D_{a}^{i}\right) \Rightarrow\left(\forall Q_{1} \cdot D_{a}^{i} \sqcap \forall Q_{2} \cdot D_{a}^{i}\right)\right), \\
& C_{\mathrm{dfh}}=\prod_{0 \leqslant j<i \leqslant p(n)} \forall R . \forall R^{-} .\left(\neg H_{j} \sqcup \neg H_{i}\right), \\
& C_{\mathrm{dfq}}=\prod_{q, q^{\prime} \in Q, q \neq q^{\prime}} \forall R . \forall R^{-} .\left(\neg B_{q} \sqcup \neg B_{q^{\prime}}\right) \text {, } \\
& C_{\mathrm{dfs}}=\prod_{a, b \in \Sigma, a \neq b, 0 \leqslant i \leqslant p(n)} \forall R . \forall R^{-} \cdot\left(\neg D_{a}^{i} \sqcup \neg D_{b}^{i}\right), \\
& C_{\forall}=\bigsqcup_{q \in Q_{\forall},} \bigsqcup_{a \in \Sigma, 0 \leqslant i \leqslant p(n)}\left(B_{q} \sqcap H_{i} \sqcap D_{a}^{i} \sqcap \forall Q_{1} . A \sqcap \forall Q_{2} . A\right), \\
& C_{\exists}=\bigsqcup_{q \in Q_{\exists}, a \in \Sigma, 0 \leqslant i \leqslant p(n)}\left(B_{q} \sqcap H_{i} \sqcap D_{a}^{i} \sqcap\left(\forall Q_{1} . A \sqcup \forall Q_{2} . A\right)\right), \\
& C_{\mathrm{acc}}=A \sqcap \forall R . \forall R^{-} .\left(\left(B_{q_{a}} \sqcup C_{\forall} \sqcup C_{\exists}\right) \Leftrightarrow A\right) .
\end{aligned}
$$

Finally, we set

$$
C_{0}=C_{T} \sqcap C^{\mathrm{ini}} \sqcap C_{\mathrm{acc}} \sqcap C_{\mathrm{dfh}} \sqcap C_{\mathrm{dfq}} \sqcap C_{\mathrm{dfs}} \sqcap C_{\mathrm{nh}} \sqcap \prod_{q \in Q, a \in \Sigma, 0 \leqslant i \leqslant p(n)-1} \forall R . \forall R^{-} . C_{(q, i, a)}^{r} \sqcap \prod_{q \in Q, a \in \Sigma, 1 \leqslant i \leqslant p(n)} \forall R . \forall R^{-} . C_{(q, i, a)}^{l} .
$$

The size of $C_{0}$ is $O\left(p(n)^{2}\right)$, and one can check that $C_{0}$ is satisfiable w.r.t. $\mathcal{R}$ iff the ATM $\mathcal{M}$ accepts input $w$.

The precise complexity of concept satisfiability w.r.t. $\mathcal{A L C I}$ r RBoxes is still unknown. As shown by Example 3.1 and the proof above, models of $\mathcal{R}$ satisfying $C_{0}$ can be of exponential width. The tableau algorithm for $\mathcal{S R}^{+} \mathcal{O} \mathcal{I} \mathcal{Q}$ from 13 indicates that, for this more powerful language, we can expect multiple exponential blowups of the depth. However, we hope that this does not happen for $\mathcal{A L C} \mathcal{I} r$ and conjecture that concept satisfiability w.r.t. $\mathcal{A L C} \mathcal{I} r$ RBoxes is ExpTime-complete. Some grounds for this conjecture will be given in the next section, where we define a non-trivial fragment of $\mathcal{A L C} \mathcal{I}$ r for which this problem turns out to be PSPACEcomplete.

## 4. Description Logic $\mathcal{A L C I r}{ }^{-}$

Let $\mathcal{R}$ be an $\mathcal{A L C I} r$ RBox and $C_{0}$ an $\mathcal{A L C I} r$ concept. To simplify presentation, and without loss of generality, we can assume that all RIs are of the form $R \sqsubseteq Q P$. Let $\mathcal{R}=\left\{\boldsymbol{r}_{i} \mid i=1, \ldots, l\right\}$, where $\boldsymbol{r}_{i}=\left(R_{i} \sqsubseteq Q_{i} P_{i}\right)$, for $i=1, \ldots, l$. We denote by $\mathcal{A L C I} r^{-}$the fragment of $\mathcal{A L C I} r$ in which RBoxes are such that no role name $\operatorname{rn}\left(P_{i}\right)$, for $i=1, \ldots, l$, occurs on the left-hand side of RIs (that is, $\operatorname{rn}\left(P_{i}\right) \neq \operatorname{rn}\left(R_{j}\right)$ for any $i, j \leqslant l$ ). Our aim in this section is to develop a tableau algorithm for this DL that works in the polynomial space. This algorithm can be obtained by properly modifying the tableau algorithm for $\mathcal{S R}^{+} \mathcal{O} \mathcal{I} \mathcal{Q}$ given in $\mathbf{1 3}$. So, we begin by reminding the reader of the basic definitions and notation used [13].
4.1. Quasi-Concepts. First we define a set $\boldsymbol{q} \boldsymbol{c}\left(C_{0}, \mathcal{R}\right)$ the elements of which are called quasi-concepts (for $C_{0}$ w.r.t. $\mathcal{R}$ ); we need them in labels for tableau nodes. In the definition of $\boldsymbol{q} \boldsymbol{c}\left(C_{0}, \mathcal{R}\right)$, we require a dependency relation $\triangleleft$ on $\mathcal{R}$, which is defined by taking $\boldsymbol{r}_{i} \triangleleft \boldsymbol{r}_{j}$ if $\operatorname{rn}\left(R_{i}\right)=\operatorname{rn}\left(Q_{j}\right)$. The following lemma shows that the transitive closure of $\triangleleft$ is acyclic:

LEMMA 4.1. 13] (i) If $\boldsymbol{r}_{i} \triangleleft \boldsymbol{r}_{j}$, then $\boldsymbol{r}_{j} \triangleleft \boldsymbol{r}_{i}$ does not hold. (ii) If $\boldsymbol{r}_{i_{1}} \triangleleft \boldsymbol{r}_{i_{2}}$ and $\boldsymbol{r}_{i_{2}} \triangleleft \boldsymbol{r}_{i_{3}}$, then $\boldsymbol{r}_{i_{3}} \triangleleft \boldsymbol{r}_{i_{1}}$ does not hold.

For a set $\Sigma \subseteq \operatorname{con}\left(C_{0}\right)$ and a basic role $P$, we set $\left.\Sigma\right|_{P} ^{\forall}=\{C \mid \forall P . C \in \Sigma\}$. Sometimes it will be convenient to write $\boldsymbol{q} \boldsymbol{c}\left(\boldsymbol{r}_{0}\right)$ in place of $\operatorname{con}\left(C_{0}\right)$ and assume that $\boldsymbol{r}_{0} \triangleleft \boldsymbol{r}_{i}$, for $1 \leqslant i \leqslant l$. Now, assuming that $\boldsymbol{q} \boldsymbol{c}\left(\boldsymbol{r}_{j}\right)$ is defined for every $\boldsymbol{r}_{j} \triangleleft \boldsymbol{r}_{i}$ with $0 \leqslant i, j \leqslant l$, we define $\boldsymbol{q} \boldsymbol{c}\left(\boldsymbol{r}_{i}\right)$ to be the set of all $\forall R_{i} \cdot \exists P_{i}^{-} .\left(t^{r}, t^{\forall}, t^{-}\right)$such that

$$
t^{r}=Q_{i},\left.\quad t^{\forall} \subseteq \bigcup_{\boldsymbol{r}_{j} \triangleleft \boldsymbol{r}_{i}} \boldsymbol{q} \boldsymbol{c}\left(\boldsymbol{r}_{j}\right)\right|_{t^{r}} ^{\forall},\left.\quad t^{-} \subseteq \bigcup_{\boldsymbol{r}_{j} \triangleleft \boldsymbol{r}_{i}} \boldsymbol{q} \boldsymbol{c}\left(\boldsymbol{r}_{j}\right)\right|_{\operatorname{inv}\left(t^{r}\right)} ^{\forall}
$$

For $\Sigma\left(\boldsymbol{r}_{i}\right) \subseteq \boldsymbol{q} \boldsymbol{c}\left(\boldsymbol{r}_{i}\right)$ and a basic role $P$, let

$$
\left.\Sigma\left(\boldsymbol{r}_{i}\right)\right|_{P} ^{\forall}=\left\{\exists P_{i}^{-} \cdot\left(t^{r}, t^{\forall}, t^{-}\right) \mid \forall R_{i} \cdot \exists P_{i}^{-} \cdot\left(t^{r}, t^{\forall}, t^{-}\right) \in \Sigma\left(\boldsymbol{r}_{i}\right) \text { and } P=R_{i}\right\} .
$$

Finally, we set $\boldsymbol{q} \boldsymbol{c}\left(C_{0}, \mathcal{R}\right)=\bigcup_{i=0}^{l} \boldsymbol{q} \boldsymbol{c}\left(\boldsymbol{r}_{i}\right)$, and, for $\Sigma \subseteq \boldsymbol{q} \boldsymbol{c}\left(C_{0}, \mathcal{R}\right)$ and a basic role $P$,

$$
\left.\Sigma\right|_{P} ^{\forall}=\left.\bigcup_{j=0}^{l}\left(\Sigma \cap \boldsymbol{q} \boldsymbol{c}\left(\boldsymbol{r}_{j}\right)\right)\right|_{P} ^{\forall} .
$$

For $\Sigma \subseteq \boldsymbol{q} \boldsymbol{c}\left(C_{0}, \mathcal{R}\right)$ and $1 \leqslant i \leqslant l$, let $\Xi\left(\boldsymbol{r}_{i}, \Sigma\right)=\exists P_{i}^{-} .\left(t^{r}, t^{\forall}, t^{-}\right)$, where $t^{r}=Q_{i}$, $t^{\forall}=\left.\Sigma\right|_{t^{r}} ^{\forall}, t^{-}=\left.\Sigma \cap \boldsymbol{q} \boldsymbol{c}\left(C_{0}, \mathcal{R}\right)\right|_{\operatorname{inv}\left(t^{r}\right)} ^{\forall}$.
4.2. Tableaux and Concept Tableaux. A tableau for $C_{0}$ w.r.t. $\mathcal{R}$ is a structure of the form $\boldsymbol{T}=(\boldsymbol{S}, \ell, \mathcal{E})$, where $\boldsymbol{S}$ is a nonempty set, $\ell: \boldsymbol{S} \rightarrow 2^{\boldsymbol{q c}\left(C_{0}, \mathcal{R}\right)}$ and $\mathcal{E}: \operatorname{role}\left(C_{0}, \mathcal{R}\right) \rightarrow 2^{\boldsymbol{S} \times \boldsymbol{S}}$ are such that the following conditions hold:
$\mathrm{p} 1: C_{0} \in \ell\left(u_{0}\right)$, for some $u_{0} \in \boldsymbol{S}$,
p2: if $C \in \ell(u)$, then $\neg C \notin \ell(u)$, where $C$ is a concept name,
p3: $\top \in \ell(u)$ and $\perp \notin \ell(u)$ for any $u$,
p4: if $\left(C_{1} \sqcap C_{2}\right) \in \ell(u)$, then $C_{1} \in \ell(u)$ and $C_{2} \in \ell(u)$,
p5: if $\left(C_{1} \sqcup C_{2}\right) \in \ell(u)$, then $C_{1} \in \ell(u)$ or $C_{2} \in \ell(u)$,
p6: if $\exists R . C \in \ell(u)$, then there is some $v \in \boldsymbol{S}$ with $(u, v) \in \mathcal{E}(R)$ and $C \in \ell(v)$,
p7: $(u, v) \in \mathcal{E}(R)$ iff $(v, u) \in \mathcal{E}(\operatorname{inv}(R))$,
p8: if $\forall R . C \in \ell(u)$ and $(u, v) \in \mathcal{E}(R)$, then $C \in \ell(v)$,
p9: if $\forall R . \mathfrak{C} \in \ell(u)$ and $(u, v) \in \mathcal{E}(R)$, then $\mathfrak{C} \in \ell(v)$,
p10: $\forall R_{i} \cdot \mathfrak{C} \in \ell(u)$, where $\mathfrak{C}=\Xi\left(\boldsymbol{r}_{i}, \ell(u)\right)$, for all $u \in \boldsymbol{S}$ and $1 \leqslant i \leqslant l$,
p11: if $\exists P .\left(t^{r}, t^{\forall}, t^{-}\right) \in \ell(u)$, then there is $v$ with $(u, v) \in \mathcal{E}(P), t^{\forall} \subseteq \ell(v)$ and $\left.\ell(v)\right|_{\operatorname{inv}\left(t^{r}\right)} ^{\forall} \subseteq t^{-}$.
A concept tableau for $C_{0}$ w.r.t. $\mathcal{R}$ is a structure of the form $\boldsymbol{T}=(\boldsymbol{S}, \mathfrak{c}, \mathcal{E})$, where $\boldsymbol{S}$ is nonempty set, $\mathfrak{c}: \boldsymbol{S} \rightarrow 2^{\operatorname{con}\left(C_{0}\right)}$ and $\mathcal{E}: \operatorname{role}\left(C_{0}, \mathcal{R}\right) \rightarrow 2^{\boldsymbol{S} \times \boldsymbol{S}}$ are such that:
a: conditions $(\mathrm{p} 1)-(\mathrm{p} 8)$ hold for $\ell$ replaced by $\mathfrak{c}$;
b: if $(u, v) \in \mathcal{E}\left(R_{i}\right)$, then $(u, v) \in \mathcal{E}\left(Q_{i}\right) \circ \mathcal{E}\left(P_{i}\right)$.
ThEOREM 4.1. Suppose $C_{0}$ is an $\mathcal{A L C I}$ r concept and $\mathcal{R}$ an $\mathcal{A L C I}$ r $R$ Box. Then the following conditions are equivalent:
(a) $C_{0}$ is satisfiable w.r.t. $\mathcal{R}$;
(b) there exists a tableau for $C_{0}$ w.r.t. $\mathcal{R}$;
(c) there exists a concept tableau for $C_{0}$ w.r.t. $\mathcal{R}$.

Proof. The equivalence (a) $\Leftrightarrow$ (b) follows from [13].
(b) $\Rightarrow(\mathrm{c})$. Let $\boldsymbol{T}=(\boldsymbol{S}, \ell, \mathcal{E})$ be a tableau for $C_{0}$ w.r.t. $\mathcal{R}$. Define a concept tableau $\boldsymbol{T}^{\prime}=\left(\boldsymbol{S}^{\prime}, \mathfrak{c}, \mathcal{E}^{\prime}\right)$ by taking $\boldsymbol{S}^{\prime}=\boldsymbol{S}, \mathfrak{c}(u)=\ell(u) \cap \operatorname{con}\left(C_{0}\right)$ for all $u \in \boldsymbol{S}$. For a role name $R$, we define $\mathcal{E}^{\prime}(R)$, by induction on $\prec_{\mathcal{R}}$, as follows:

$$
\begin{aligned}
\mathcal{E}^{\prime}(R)= & \mathcal{E}(R) \\
& \cup \bigcup_{\left\{i \mid R=Q_{i}\right\}}\left\{(u, v) \mid \operatorname{ar}(R, u, v) \& \exists z\left((u, z) \in \mathcal{E}^{\prime}\left(R_{i}\right) \wedge(v, z) \in \mathcal{E}\left(P_{i}\right)\right)\right\} \\
& \cup \bigcup_{\left\{i \mid R=\operatorname{inv}\left(Q_{i}\right)\right\}}\left\{(u, v) \mid \operatorname{ar}(R, u, v) \& \exists z\left((v, z) \in \mathcal{E}^{\prime}\left(R_{i}\right) \wedge(u, z) \in \mathcal{E}\left(P_{i}\right)\right)\right\} .
\end{aligned}
$$

Here $\operatorname{ar}(R, u, v)$ is an abbreviation for $\left.\ell(u)\right|_{R} ^{\forall} \subseteq \ell(v)$ and $\left.\ell(v)\right|_{\operatorname{inv}(R)} ^{\forall} \subseteq \ell(u)$. We also set $\mathcal{E}^{\prime}(\operatorname{inv}(R))=\left\{(u, v) \mid(v, u) \in \mathcal{E}^{\prime}(R)\right\}$. It is easy to see that $\boldsymbol{T}^{\prime}=\left(\boldsymbol{S}^{\prime}, \mathfrak{c}, \mathcal{E}^{\prime}\right)$ is concept tableau for $C_{0}$ w.r.t. $\mathcal{R}$.
(c) $\Rightarrow(\mathrm{b})$ Let $\boldsymbol{T}^{\prime}=\left(\boldsymbol{S}^{\prime}, \mathfrak{c}, \mathcal{E}^{\prime}\right)$ be a concept tableau for $C_{0}$ w.r.t. $\mathcal{R}$. Construct a tableau $\boldsymbol{T}=(\boldsymbol{S}, \ell, \mathcal{E})$ by taking $\boldsymbol{S}=\boldsymbol{S}^{\prime}, \mathcal{E}=\mathcal{E}^{\prime}$ and defining $\ell$ as follows. First, we define, by induction on $\triangleleft$, auxiliary sets $\ell^{\prime}(u, \boldsymbol{r})$, where $\boldsymbol{r}$ is an RI. Recalling that $\boldsymbol{r}_{0} \triangleleft \boldsymbol{r}_{i}$ for all $i, 1 \leqslant i \leqslant l$, we set $\ell^{\prime}\left(u, \boldsymbol{r}_{0}\right)=\mathfrak{c}(u)$. Then, assuming that $\ell^{\prime}\left(u, \boldsymbol{r}^{\prime}\right)$ is defined for every $\boldsymbol{r}^{\prime} \triangleleft \boldsymbol{r}_{\boldsymbol{i}}$, we set

$$
\begin{aligned}
\ell^{\prime}\left(u, \boldsymbol{r}_{i}\right)=\left\{\forall R_{i} \cdot \mathfrak{C} \mid\right. & \left.\mathfrak{C}=\Xi\left(\boldsymbol{r}_{i}, \bigcup_{\boldsymbol{r}^{\prime} \triangleleft \boldsymbol{r}_{i}} \ell^{\prime}\left(u, \boldsymbol{r}^{\prime}\right)\right)\right\} \\
\cup & \left\{\mathfrak{C} \mid \exists v \in \boldsymbol{S},(v, u) \in \mathcal{E}^{\prime}\left(R_{i}\right), \mathfrak{C}=\Xi\left(\boldsymbol{r}_{i}, \bigcup_{\boldsymbol{r}^{\prime} \triangleleft b s r_{i}} \ell^{\prime}\left(v, \boldsymbol{r}^{\prime}\right)\right)\right\} .
\end{aligned}
$$

Finally, we set $\ell(u)=\bigcup_{j=0}^{l} \ell^{\prime}\left(u, \boldsymbol{r}_{j}\right)$. One can show now that $\boldsymbol{T}$ is a tableau for $C_{0}$ w.r.t. $\mathcal{R}$.
4.3. Completion Trees. We are now in a position to define a tableau algorithm for $\mathcal{A L C} \mathcal{I} r$. For $\mathcal{A L C I}$ r concepts $C_{0}$ and RBoxes $\mathcal{R}$, the algorithm works on
completion trees similarly to the algorithms of $\mathbf{2}, \mathbf{1 3}$. To present it, we require some additional notation. For RI $\boldsymbol{r}_{i}=\left(R_{i} \sqsubseteq Q_{i} P_{i}\right)$ for $1 \leqslant i \leqslant l$, let

$$
\begin{aligned}
\boldsymbol{q} \boldsymbol{c}^{+}\left(\boldsymbol{r}_{i}\right) & =\left\{\forall Q_{i} \cdot \mathfrak{C} \mid \forall Q_{i} \cdot \mathfrak{C} \in \bigcup_{\boldsymbol{r}_{j} \triangleleft \boldsymbol{r}_{i}} \boldsymbol{q} \boldsymbol{c}\left(\boldsymbol{r}_{j}\right)\right\} \\
\boldsymbol{q} \boldsymbol{c}^{-}\left(\boldsymbol{r}_{i}\right) & =\left\{\mathfrak{C} \mid \forall \operatorname{inv}\left(Q_{i}\right) \cdot \mathfrak{C} \in \bigcup_{\boldsymbol{r}_{j} \triangleleft \boldsymbol{r}_{i}} \boldsymbol{q} \boldsymbol{c}\left(\boldsymbol{r}_{j}\right)\right\} \\
\boldsymbol{q} \boldsymbol{c}^{*}\left(\boldsymbol{r}_{i}\right) & =\boldsymbol{q} \boldsymbol{c}^{+}\left(\boldsymbol{r}_{i}\right) \cup \boldsymbol{q} \boldsymbol{c}^{-}\left(\boldsymbol{r}_{i}\right)
\end{aligned}
$$

The set $\boldsymbol{q} \boldsymbol{c}^{*}\left(\boldsymbol{r}_{i}\right)$ of quasi-concepts is to be guessed by the algorithm. Let $\overline{\boldsymbol{q} \boldsymbol{c}}\left(C_{0}, \mathcal{R}\right)$ be the minimal set such that:
$-\boldsymbol{q} \boldsymbol{c}\left(C_{0}, \mathcal{R}\right) \subseteq \overline{\boldsymbol{q} \boldsymbol{c}}\left(C_{0}, \mathcal{R}\right)$,

- if $\forall Q \cdot \mathfrak{C} \in \overline{\boldsymbol{q} \boldsymbol{c}}\left(C_{0}, \mathcal{R}\right)$, then $\mathfrak{C} \in \overline{\boldsymbol{q} \boldsymbol{c}}\left(C_{0}, \mathcal{R}\right)$,
- if $\exists P \cdot \mathfrak{C} \in \overline{\boldsymbol{q} \boldsymbol{c}}\left(C_{0}, \mathcal{R}\right)$, then $\mathfrak{C} \in \overline{\boldsymbol{q} \boldsymbol{c}}\left(C_{0}, \mathcal{R}\right)$.

Unlike $\boldsymbol{q} \boldsymbol{c}\left(C_{0}, \mathcal{R}\right)$, the set $\overline{\boldsymbol{q} \boldsymbol{c}}\left(C_{0}, \mathcal{R}\right)$ contains sub-quasi-concepts.
Given an $\mathcal{A L C I}$ r concept $C_{0}$ and an RBox $\mathcal{R}$, a completion tree for $C_{0}$ and $\mathcal{R}$ is a structure of the form $\boldsymbol{T}=(V, E, \ell, \mathfrak{g}, \mathfrak{i}, \mathfrak{l})$, where
$-(V, E)$ is a directed tree;

- for each $(x, y) \in E$, we have $\mathfrak{l}(x, y) \in \operatorname{role}\left(C_{0}, \mathcal{R}\right) ;$ if $\mathfrak{l}(x, y)=R$, then $y$ is called an $R$-successor of $x ; y$ is called an $R$-neighbour of $x$ if $y$ is an $R$-successor of $x$ or $x$ is an $\operatorname{inv}(R)$-successor of $y$;
$-\ell(x) \subseteq \overline{\boldsymbol{q} \boldsymbol{c}}\left(C_{0}, \mathcal{R}\right), \mathfrak{g}(x) \subseteq \bigcup_{i=1}^{l} \boldsymbol{q} \boldsymbol{c}^{*}\left(\boldsymbol{r}_{i}\right)$ and $\mathfrak{i}(x) \subseteq\{1, \ldots, l\}$, for $x \in V$.
We say that a completion tree $\boldsymbol{T}$ contains a clash if there is $x \in V$ such that at least one of the following conditions holds:

$$
\begin{aligned}
& -\perp \in \ell(x) \\
& -\{A, \neg A\} \subseteq \ell(x), \text { for a concept name } A, \\
& -i \in \mathfrak{i}(x) \text { and there exists } \mathfrak{C} \in\left(\boldsymbol{q} \boldsymbol{c}^{*}\left(\boldsymbol{r}_{i}\right) \cap \ell(x)\right) \backslash \mathfrak{g}(x), \\
& -\mathfrak{C}=\left(t^{r}, t^{\forall}, t^{-}\right) \in \ell(x) \text { and }\left.\ell(x)\right|_{\operatorname{inv}\left(t^{r}\right)} ^{\forall} \nsubseteq t^{-}
\end{aligned}
$$

A completion tree that does not contain a clash is called clash-free.
To ensure that the tableau algorithm eventually comes to a stop, we use a blocking technique that is similar to the one used in [13. A node $x \in V$ is called blocked if it is either directly or indirectly blocked. A node $x \in V$ is directly blocked if none of its (not necessarily immediate) $E$-ancestors is blocked, and there are nodes $x^{\prime}, y$ and $y^{\prime}$ such that:

> - $y^{\prime}$ is not a root,
> $-\left(x^{\prime}, x\right) \in E,\left(y^{\prime}, y\right) \in E$ and $y$ is an $E$-ancestor of $x^{\prime}$
> $-\ell(x)=\ell(y), \ell\left(x^{\prime}\right)=\ell\left(y^{\prime}\right)$ and $\mathfrak{l}\left(x^{\prime}, x\right)=\mathfrak{l}\left(y^{\prime}, y\right)$

In this case we say that $y$ blocks $x$. A node $y$ is indirectly blocked if one of its $E$-ancestors is blocked. (Note that the blocking condition is the same as for $\mathcal{S R}^{+} \mathcal{O} \mathcal{I}$. .)

Our tableau algorithm is nondeterministic. It takes an $\mathcal{A L C \mathcal { L }} r$ concept $C_{0}$ and an RBox $\mathcal{R}$ as input and returns 'yes' or 'no' to indicate whether $C_{0}$ is satisfiable w.r.t. $\mathcal{R}$ or not. It starts by constructing the completion tree $\boldsymbol{T}=(V, E, \ell, \mathfrak{g}, \mathfrak{i}, \mathfrak{l})$, where $V=\left\{x_{0}\right\}, E=\emptyset, \ell\left(x_{0}\right)=\left\{C_{0}, \top\right\}, \mathfrak{g}\left(x_{0}\right)=\emptyset, \mathfrak{i}\left(x_{0}\right)=\emptyset, \mathfrak{l}=\emptyset$. Then the algorithm non-deterministically applies one of the completion rules given in

TABLE 1. Completion rules for the $\mathcal{A L C I}$ r tableau algorithm.

```
( \(\square) \quad\) if \(C_{1} \sqcap C_{2} \in \ell(x), x\) is not indirectly blocked and \(\left\{C_{1}, C_{2}\right\} \nsubseteq \ell(x)\),
    then \(\ell(x):=\ell(x) \cup\left\{C_{1}, C_{2}\right\}\)
( \(\sqcup) \quad\) if \(C_{1} \sqcup C_{2} \in \ell(x), x\) is not indirectly blocked and
        \(\left\{C_{1}, C_{2}\right\} \cap \ell(x)=\emptyset\),
        then \(\ell(x):=\ell(x) \cup\{D\}\), for some \(D \in\left\{C_{1}, C_{2}\right\}\)
\(\left(\exists_{c}\right) \quad\) if \(\exists S . C \in \ell(x) \cap \operatorname{con}\left(C_{0}\right), x\) is not blocked and
        \(x\) has no \(S\)-neighbour \(y\) with \(C \in \ell(y)\),
        then create a new node \(y \in V\) with \(\mathfrak{l}(x, y):=\{S\}, \ell(y):=\{C, \top\}\)
\((\forall) \quad\) if \(\forall R . C \in \ell(x), x\) is not indirectly blocked and
        there is an \(R\)-neighbour \(y\) of \(x\) such that \(C \notin \ell(y)\),
        then set \(\ell(y):=\ell(y) \cup\{C\}\)
(guess \(\boldsymbol{r}_{i}\) ) if \(i \notin \mathfrak{i}(x)\) and \(x\) is not indirectly blocked, then
            1) non-deterministic guess \(k\) and \(\left\{\mathfrak{C}_{1}, \ldots, \mathfrak{C}_{k}\right\} \subseteq \boldsymbol{q} \boldsymbol{c}^{*}\left(\boldsymbol{r}_{i}\right)\),
            2) set \(\mathfrak{i}(x):=\mathfrak{i}(x) \cup\{i\}, \ell(x):=\ell(x) \cup\left\{\mathfrak{C}_{1}, \ldots, \mathfrak{C}_{k}\right\}\), and
            3) \(\mathfrak{g}(x):=\mathfrak{g}(x) \cup \ell(x) \cap \boldsymbol{q} \boldsymbol{c}^{*}\left(\boldsymbol{r}_{i}\right)\)
\(\left(\mathrm{RI}_{\boldsymbol{r}_{i}}\right) \quad\) if \(i \in \mathfrak{i}(x), \forall R_{i} \cdot \mathfrak{C} \notin \ell(x), \mathfrak{C}=\Xi\left(\boldsymbol{r}_{i}, \ell(x)\right)\) and
        \(x\) is not indirectly blocked,
        then \(\ell(x):=\ell(x) \cup\left\{\forall R_{i} \cdot \mathfrak{C}\right\}\)
\(\left(\exists_{q}\right) \quad\) if \(\exists P . \mathfrak{C} \in \ell(x)\), for \(\mathfrak{C}=\left(t^{r}, t^{\forall}, t^{-}\right), x\) is not blocked and
        \(x\) has no \(P\)-successor \(y\) with \(\mathfrak{C} \in \ell(y)\), then
        create a new node \(y \in V\) and set \(\mathfrak{l}(x, y):=\{P\}, \ell(y):=\{\top, \mathfrak{C}\}\)
(qc) if \(\mathfrak{C} \in \ell(x)\), for \(\mathfrak{C}=\left(t^{r}, t^{\forall}, t^{-}\right), x\) is not indirectly blocked
        and \(t^{\forall} \nsubseteq \ell(x)\),
        then set \(\ell(x):=\ell(x) \cup t^{\forall}\)
```

Table 1 it keeps doing so till either the current completion graph contains a clash, in which case the answer is 'no', or none of the rules is applicable, in which case the algorithm returns 'yes'.

As a consequence of $\mathbf{1 3}$, we obtain:
Lemma 4.2. The tableau algorithm always terminates.
Lemma 4.3. The tableau algorithm returns 'yes' iff there is a tableau for $C_{0}$ w.r.t. $\mathcal{R}$.

Remark 4.1. The main difference between the tableau rules in this paper and those in $\mathbf{1 3}$ is in the rules $\left(\exists_{q}\right)$ and (guess $\left.\boldsymbol{r}_{i}\right)$. The rule $\left(\exists_{q}\right)$ creates a new node in the case when a certain node has no $P$-successor, while in [13] a new node was created if there was no $P$-neighbour. This simplification is possible because $\mathcal{A L C I}$ r
does not have number restrictions. The analogue of the rule (guess $\boldsymbol{r}_{i}$ ) in [13], for every $D \in \boldsymbol{q} \boldsymbol{c}^{*}\left(\boldsymbol{r}_{i}\right)$, put either $D$ or $\neg D$ to $\ell(x)$. Here we only guess a polynomial subset $\mathfrak{g}(x)$ of $\boldsymbol{q} \boldsymbol{c}^{*}\left(\boldsymbol{r}_{i}\right)$ and assume that the remaining (possibly exponentially many) quasi-concepts from $\boldsymbol{q} \boldsymbol{c}^{*}\left(\boldsymbol{r}_{i}\right)$ are taken with negations.

In the next two sections, we are going to show that if there is a model of $\mathcal{R}$ satisfying $C_{0}$, then there exists a tableau for $C_{0}$ w.r.t. $\mathcal{R}$ of both polynomial width and polynomial depth. These results will be used later to show that to check whether such tableaux exist only the polynomial space is required.
4.4. Polynomial width. Observe first that the set con $\left(C_{0}\right)$ we use for labelling the nodes is of size $l_{1}=O\left(\left|C_{0}\right|\right)$. Note also that the rule $\exists_{q}$ always creates a new node if there is no suitable $P$-successor, even though a suitable $P$-predecessor may exist(cf. the tableau rules in $\mathbf{1 3}$ ). As a results, the completion tree grows in depth rather than in width. More precisely, we have the following:

Lemma 4.4. When applied to $C_{0}$ and $\mathcal{R}$, the tableau algorithm generates at most $(l+1) \times l_{1}$ successors of any node in the completion tree.

Proof. We say that a node $x$ (a node $y$ ) in a completion tree is an $\operatorname{inv}\left(Q_{j}\right)$ implicit neighbour (respectively, a $Q_{j}$-implicit neighbour) of a node $y$ (respectively, $x$ ) if (i) there is no $\operatorname{arc} Q_{j}$ connecting $x$ and $y$, (ii) there is a predecessor $z$ of $y$ such that $x$ is an $\operatorname{inv}\left(R_{j}\right)$-neighbour or an $\operatorname{inv}\left(R_{j}\right)$-implicit neighbour $z$, and (iii) $y$ has been created by $\left(\exists_{q}\right)$ applied to $z$ and a quasi-concept $\exists \operatorname{inv}\left(P_{j}\right) .\left(t^{r}, t^{\forall}, t^{-}\right)$, where $t^{r}=Q_{j}$. (Because of the rule $\left(\exists_{q}\right)$, in (ii) we do not consider $P_{j}$-successors of $y$.)

Successors to a given node can be generated by the rules $\left(\exists_{c}\right)$ or $\left(\exists_{q}\right)$. The rule $\left(\exists_{c}\right)$ generates at most $\left|\ell(x) \cap \operatorname{con}\left(C_{0}\right)\right|<l_{1}$ successors. On the other hand, a quasi-concept of the form $\exists \operatorname{inv}\left(P_{i}\right) \cdot \mathfrak{C}$ can be added to $\ell(x)$ by the rule $(\forall)$ when $x$ has an $\operatorname{inv}\left(R_{i}\right)$-neighbour. Such a concept can also be added by the rule (qc) if $R_{i}=Q_{j}$, for some $j$, and $x$ has an $\operatorname{inv}\left(Q_{j}\right)$-implicit neighbours or by the rule (guess $\boldsymbol{r}_{j}$ ) if $R_{i}=\operatorname{inv}\left(Q_{j}\right)$, for some $j$, and $x$ has an $Q_{j}$-implicit neighbours. In the latter case (since $\operatorname{rn}\left(R_{i}\right)=\operatorname{rn}\left(Q_{j}\right)$ ), we have $\boldsymbol{r}_{i} \triangleleft \boldsymbol{r}_{j}$. Thus, it suffices to compute the number of $\operatorname{inv}\left(R_{i}\right)$-neighbours (including implicit ones) of a given node. By induction on $k$, we now prove the following property: if $\boldsymbol{r}_{i_{k}} \triangleleft \boldsymbol{r}_{i_{k-1}} \triangleleft \cdots \triangleleft \boldsymbol{r}_{i_{1}}$ is a longest chain of dependent RIs beginning with $\boldsymbol{r}_{i_{k}}$, then any node in the completion tree can have at most $k \times l_{1}$-many $\operatorname{inv}\left(R_{i_{k}}\right)$-neighbours (including implicit ones).

For $k=1$, all $\operatorname{inv}\left(R_{i_{k}}\right)$-successors are created by the rule $\left(\exists_{c}\right)$, and so there are at most $l_{1}$-many $\operatorname{inv}\left(R_{i_{k}}\right)$-neighbours. For $k>1$, we have at most $l_{1}$-many $\operatorname{inv}\left(R_{i_{k}}\right)$ successors created by the rule $\left(\exists_{c}\right)$ and at most $(k-1) \times l_{1}$-many implicit $\operatorname{inv}\left(R_{i_{k}}\right)$ neighbours, where $\operatorname{rn}\left(Q_{i_{k-1}}\right)=\operatorname{rn}\left(R_{i_{k}}\right)$. In total, we have at most $k \times l_{1}$-many $\operatorname{inv}\left(R_{i_{k}}\right)$-neighbours. Namely, a node $x$ can have implicit $\operatorname{inv}\left(Q_{i_{k-1}}\right)$-neighbours or $Q_{i_{k-1}}$-neighbours if it has a $P_{i_{k-1}}$-predecessor $y$ with $\operatorname{inv}\left(R_{i_{k-1}}\right)$-neighbours. By IH , the node $y$ can have at most $(k-1) \times l_{1}$-many $\operatorname{inv}\left(R_{i_{k-1}}\right)$-neighbours, and so $x$ can have at most $(k-1) \times l_{1}$ implicit $\operatorname{inv}\left(R_{i_{k}}\right)$-neighbours.

Since $k \leqslant l$, we conclude that the rule $\left(\exists_{q}\right)$ can create at most $l \times l_{1}$ successors of a given node. These neighbours are not affected by the addition of new quasiconcepts of the form $\exists \operatorname{inv}\left(P_{i}\right) \cdot \mathfrak{C}$ because $P_{i} \neq R_{j}$. Thus, any node can have at most $(l+1) \times l_{1}$ successors.
4.5. Polynomial depth. Now we prove that if $C_{0}$ is satisfiable w.r.t. $\mathcal{R}$, then it has a finite tableau of both polynomial width and polynomial depth. We do that in three steps.

First, by Lemma 4.4 there is a completion tree whose branching factor is at most $(l+1) \times l_{1}$. Using this tree, we can construct in the same way as in 13 a possibly infinite tableau $\boldsymbol{T}=(\boldsymbol{S}, \ell, \mathcal{E})$, which is a tree with branching factor $\leqslant(l+1) \times l_{1}$. Then, by Theorem4.1, we can add some edges to $\boldsymbol{T}$ and construct a concept tableau $\boldsymbol{T}^{\prime}=\left(\boldsymbol{S}^{\prime}, \mathfrak{c}, \mathcal{E}^{\prime}\right)$, where $\mathcal{E}^{\prime}=\mathcal{E}_{1} \cup \mathcal{E}_{2}, \mathcal{E}_{1}=\mathcal{E}$ and $\mathcal{E}_{2}=\mathcal{E}^{\prime} \backslash \mathcal{E}$. As the basis of the concept tableau is a tree, we call $\boldsymbol{T}^{\prime}$ a quasi-tree concept tableau (QTCT, for short) and write $\boldsymbol{T}^{\prime}=\left(\boldsymbol{S}^{\prime}, \mathfrak{c}, \mathcal{E}_{1}, \mathcal{E}_{2}\right)$ instead of $\boldsymbol{T}^{\prime}=\left(\boldsymbol{S}^{\prime}, \mathfrak{c}, \mathcal{E}^{\prime}\right)$.

Second, we use the QTCT $\boldsymbol{T}^{\prime}$ to construct a QTCT $\overline{\boldsymbol{T}}$ of polynomial 'depth'. We describe this step in more detail. Suppose $u_{0}$ is a root of $\boldsymbol{T}^{\prime}=\left(\boldsymbol{S}^{\prime}, \mathfrak{c}, \mathcal{E}_{1}, \mathcal{E}_{2}\right)$. We then say that $u_{0}$ is of depth 0 in $\boldsymbol{T}^{\prime}$. Now, a node $u \neq u_{0}$ is of depth $k$ in $\boldsymbol{T}^{\prime}$ if there is a neighbour $v$ of $u$ of depth $k-1$ and there is no neighbour of $u$ of depth $<k-1$.

For a concept $C$ in NNF, we define its quantifier depth $d(C)$ by taking

$$
\begin{aligned}
& d(\perp)=d(\top)=d(A)=d(\neg A)=0, \quad \text { for } A \in \mathcal{N}_{C} ; \\
& d\left(C_{1} \sqcap C_{2}\right)=d\left(C_{1} \sqcup C_{2}\right)=\max \left\{d\left(C_{1}\right), d\left(C_{2}\right)\right\} ; \\
& d(\exists R . C)=d(\forall R . C)=d(C)+1 .
\end{aligned}
$$

A set $\mathcal{P}$ is called good w.r.t. $\boldsymbol{T}^{\prime}$ if either $\mathcal{P}=\left\{\left(C_{0}, u_{0}\right)\right\}$ or $\mathcal{P}=\mathcal{P}^{\prime} \cup\{(C, u)\}$ where $\mathcal{P}^{\prime}$ is good w.r.t. $\boldsymbol{T}^{\prime}, C \in \mathfrak{c}(u)$ and one of the following conditions holds:

- there is a concept $C^{\prime}$ of the form $C_{1} \sqcap C_{2}$ or $C_{1} \sqcup C_{2}$, where $C \in\left\{C_{1}, C_{2}\right\}$, such that $\left(C^{\prime}, u\right) \in \mathcal{P}^{\prime}$
- there exist an $\operatorname{inv}(R)$-neighbour $v$ of $u$ and a concept $C^{\prime}$ of the form $\exists R . C$ or $\forall R$. $C$ such that $\left(C^{\prime}, v\right) \in \mathcal{P}^{\prime}$.
In either case, we say that the concept $C$ was added to $\mathcal{P}$ because of $C^{\prime}$. Clearly, if both $\mathcal{P}$ and $\mathcal{P}^{\prime}$ are good w.r.t. $\boldsymbol{T}^{\prime}$, then $\mathcal{P} \cup \mathcal{P}^{\prime}$ is also good w.r.t. $\boldsymbol{T}^{\prime}$.

Suppose $\mathcal{P}$ is good w.r.t. $\boldsymbol{T}^{\prime}$ and $u \in \boldsymbol{S}$. Set $d(u, \mathcal{P})=\max \{d(C) \mid(C, u) \in \mathcal{P}\}$ if there is a concept $C$ such that $(C, u) \in \mathcal{P}$; otherwise set $d(u, \mathcal{P})=0$.

Lemma 4.5. If $\mathcal{P}=\mathcal{P}^{\prime} \cup\{(C, u)\}$ is good w.r.t. $\boldsymbol{T}^{\prime}$ and $C$ was added to $\mathcal{P}$ because of $C^{\prime}$, then $d\left(C^{\prime}\right) \geqslant d(C)$.

Proof. If $C^{\prime} \in \mathfrak{c}(u)$ is of the form $C_{1} \sqcap C_{2}$ or $C_{1} \sqcup C_{2}$, where $C \in\left\{C_{1}, C_{2}\right\}$, then $d\left(C^{\prime}\right)=\max \left\{d\left(C_{1}\right), d\left(C_{2}\right)\right\} \geqslant d(C)$.

If $C^{\prime} \in \mathfrak{c}(v)$ has the form $\forall R . C$ or $\exists R . C$, where $v$ is an $\operatorname{inv}(R)$-neighbour of $u$, then $d\left(C^{\prime}\right)=d(C)+1>d(C)$.

Lemma 4.6. Suppose $\mathcal{P}$ is good w.r.t. $\boldsymbol{T}^{\prime}$ and $u$ is of depth $k$ in $\boldsymbol{T}^{\prime}$. If $k \leqslant d\left(C_{0}\right)$, then $d(u, \mathcal{P}) \leqslant d\left(C_{0}\right)-k$.

Proof. The proof proceeds by induction on $|\mathcal{P}|$. If $\mathcal{P}=\left\{\left(C_{0}, u_{0}\right)\right\}$, then the claim holds since, for $u \neq u_{0}$, we have $d(u, \mathcal{P})=0$ and $d\left(u_{0}, \mathcal{P}\right)=d\left(C_{0}\right)$. Let $\mathcal{P}=\mathcal{P}^{\prime} \cup\{(C, v)\}$. By IH, $d\left(u, \mathcal{P}^{\prime}\right) \leqslant d\left(C_{0}\right)-k$. If $v \neq u$, then $d(u, \mathcal{P})=d\left(u, \mathcal{P}^{\prime}\right)$ and again the claim holds. If $u=v$ and $d(v, \mathcal{P})=d\left(v, \mathcal{P}^{\prime}\right)$, then the claim is obvious.

If $u=v$ and $d(v, \mathcal{P})=d(C)>d\left(v, \mathcal{P}^{\prime}\right)$, then $C$ has been added to $\mathcal{P}$ because of a concept $C^{\prime} \in \mathfrak{c}\left(u^{\prime}\right)$ of the form $\forall R . C$ or $\exists R . C$, where $u^{\prime}$ is an $\operatorname{inv}(R)$-neighbour of $v$. We have $d\left(C^{\prime}\right)=d(C)+1>d(C)$ and $u^{\prime}$ is of depth $k^{\prime}$ in $\boldsymbol{T}^{\prime}$ with $k-1 \leqslant k^{\prime} \leqslant k+1$. So $d(u, \mathcal{P})=d(C)=d\left(C^{\prime}\right)-1 \leqslant d\left(u^{\prime}, \mathcal{P}^{\prime}\right)-1 \leqslant d\left(C_{0}\right)-k^{\prime}-1 \leqslant d\left(C_{0}\right)-k$.

Corollary 4.1. Suppose $\mathcal{P}$ is good w.r.t. $\boldsymbol{T}^{\prime}$.
(a) If a node $u$ is of depth $k=d\left(C_{0}\right)$ in $\boldsymbol{T}^{\prime}$, then $d(u, \mathcal{P})=0$.
(b) If $u$ is of depth $k>d\left(C_{0}\right)$ in $\boldsymbol{T}^{\prime}$, then there is no concept $C$ with $(C, u) \in \mathcal{P}$.

Let $\overline{\mathcal{P}}$ be a maximal set that is good w.r.t. $\boldsymbol{T}^{\prime}$, that is,

$$
\overline{\mathcal{P}}=\bigcup_{\mathcal{P} \text { is good w.r.t. } T^{\prime}} \mathcal{P}
$$

Using the QTCT $\boldsymbol{T}^{\prime}=\left(\boldsymbol{S}^{\prime}, \mathfrak{c}, \mathcal{E}_{1}, \mathcal{E}_{2}\right)$ and $\overline{\mathcal{P}}$, we construct $\overline{\boldsymbol{T}}=\left(\overline{\boldsymbol{S}}, \overline{\mathbf{c}}, \overline{\mathcal{E}_{1}}, \overline{\mathcal{E}_{2}}\right)$ as follows. Let $\boldsymbol{S}_{0}=\left\{u \in S^{\prime} \mid\right.$ there is a concept $C$ such that $\left.(C, u) \in \overline{\mathcal{P}}\right\}$ and $\overline{\boldsymbol{S}}$ be a minimal set such that
$-\boldsymbol{S}_{0} \subseteq \overline{\boldsymbol{S}} \subseteq \boldsymbol{S}^{\prime}$,

- if $(u, v) \in \overline{\mathcal{E}}\left(R_{i}\right)$, then $(u, v) \in \overline{\mathcal{E}}\left(Q_{i}\right) \circ \overline{\mathcal{E}}\left(P_{i}\right)$,
where, for any role $R \in \operatorname{role}\left(C_{0}, \mathcal{R}\right)$ and $i=1,2$, we set $\overline{\mathcal{E}_{i}}(R)=\mathcal{E}_{i}(R) \cap(\overline{\boldsymbol{S}} \times \overline{\boldsymbol{S}})$ and $\overline{\mathcal{E}}(R)=\overline{\mathcal{E}_{1}}(R) \cup \overline{\mathcal{E}_{2}}(R)$. Finally, we set $\overline{\mathfrak{c}}(u)=\{C \mid(C, u) \in \overline{\mathcal{P}}\} \cup\{\top\}$ for $u \in \overline{\boldsymbol{S}}$.

THEOREM 4.2. The structure $\overline{\boldsymbol{T}}=\left(\overline{\boldsymbol{S}}, \overline{\mathbf{c}}, \overline{\mathcal{E}_{1}}, \overline{\mathcal{E}_{2}}\right)$ is a QTCT with the following properties:

- Any $u \in \overline{\boldsymbol{S}}$ is of depth $\leqslant d\left(C_{0}\right)+l$ in $\overline{\boldsymbol{T}}$.
- Any path from the root node $u_{0}$ to a node $u$ (without repetitions) that uses only $\overline{\mathcal{E}_{1}}$-arcs is of the length $\leqslant\left(d\left(C_{0}\right)+l\right) \times(l+1)$.
- Any node $u \in \overline{\mathbf{S}}$ has at most $(l+1) \times l_{1}$-many $\overline{\mathcal{E}_{1}}$-successors.

Proof. First, we prove that $\overline{\boldsymbol{T}}$ is a concept tableau.
p1: $C_{0} \in \overline{\mathfrak{c}}\left(u_{0}\right)$ since $\left(C_{0}, u_{0}\right) \in \overline{\mathcal{P}} ;$
p2: holds because $\overline{\mathfrak{c}}(u) \subseteq \mathfrak{c}(u)$;
p3: $\top \in \overline{\mathfrak{c}}(u)$ by the definition of $\overline{\mathfrak{c}}(u)$, and $\perp \notin \overline{\mathfrak{c}}(u)$ because $\overline{\mathfrak{c}}(u) \subseteq \mathfrak{c}(u)$;
p4: if $\left(C_{1} \sqcap C_{2}\right) \in \overline{\mathfrak{c}}(u) \subseteq \mathfrak{c}(u)$, then $\left(C_{1} \sqcap C_{2}, u\right) \in \overline{\mathcal{P}}, C_{1} \in \mathfrak{c}(u)$ and $C_{2} \in$ $\mathfrak{c}(u)$, so $\overline{\mathcal{P}} \cup\left\{\left(C_{i}, u\right)\right\}$ is good w.r.t. $\boldsymbol{T}^{\prime}$ for $i=1,2$ i.e., $\left(C_{1}, u\right),\left(C_{2}, u\right) \in \overline{\mathcal{P}}$; therefore, $C_{1} \in \overline{\mathfrak{c}}(u)$ and $C_{2} \in \overline{\mathfrak{c}}(u)$;
p5: is similar to (p4);
p6: if $\exists R . C \in \overline{\mathfrak{c}}(u) \subseteq \mathfrak{c}(u)$, then $(\exists R . C, u) \in \overline{\mathcal{P}}$ and there is some $v \in \boldsymbol{S}$ with $(u, v) \in \mathcal{E}(R)$ and $C \in \mathfrak{c}(v)$, so $\overline{\mathcal{P}} \cup\{(C, v)\}$ is good w.r.t. $\boldsymbol{T}^{\prime}$, i.e., $(C, v) \in \overline{\mathcal{P}}$; therefore, $v \in \overline{\boldsymbol{S}}, C \in \overline{\mathfrak{c}}(v)$ and $(u, v) \in \overline{\mathcal{E}}(R)$;
p7: if $(u, v) \in \overline{\mathcal{E}}(R)$, then $(u, v) \in \mathcal{E}(R)$ and $u, v \in \overline{\boldsymbol{S}}$; so $(v, u) \in \mathcal{E}(\operatorname{inv}(R))$ and $(v, u) \in \overline{\mathcal{E}}(\operatorname{inv}(R)) ;$
p8: is similar to (p6);
b: if $(u, v) \in \overline{\mathcal{E}}\left(R_{i}\right)$, then $(u, v) \in \overline{\mathcal{E}}\left(Q_{i}\right) \circ \overline{\mathcal{E}}\left(P_{i}\right)$ by the definition of $\overline{\boldsymbol{S}}$ and $\overline{\mathcal{E}}(R)$.
If $u \in \boldsymbol{S}_{0}$, then, by Lemma 4.6, $u$ is of depth $\leqslant d\left(C_{0}\right)$ in $\overline{\boldsymbol{T}}$. Consider two nodes $u, v \in \overline{\boldsymbol{S}}$ whose depth is $\leqslant k$ in $\overline{\boldsymbol{T}}$. If $(u, v) \in \overline{\mathcal{E}}\left(R_{i}\right)$, then $(u, v) \in \overline{\mathcal{E}}\left(Q_{i}\right) \circ \overline{\mathcal{E}}\left(P_{i}\right)$, and
so there is $z \in \overline{\boldsymbol{S}}$ such that $(u, z) \in \overline{\mathcal{E}}\left(Q_{i}\right)$. Clearly, the depth of $z$ in $\overline{\boldsymbol{T}}$ is $\leqslant(k+1)$. The arc $(u, z) \in \overline{\mathcal{E}}^{\prime}\left(Q_{i}\right)$ can require a new node, but only if $\mathrm{rn}\left(Q_{i}\right)=\mathrm{rn}\left(R_{j}\right)$. But then we have $\boldsymbol{r}_{j} \triangleleft \boldsymbol{r}_{i}$. This means that we can repeat the same procedure at most $l$ times, and so the depth of the new nodes we consider is $\leqslant(k+l)$. Therefore, the depth of $u \in \overline{\boldsymbol{S}}$ in $\overline{\boldsymbol{T}}$ is $\leqslant d\left(C_{0}\right)+l$.

Now, consider nodes $u, v \in \overline{\boldsymbol{S}}$ whose depth in $\overline{\boldsymbol{T}}$ is $k$ and $k+1$, respectively. A path from $u$ to $v$ that uses only $\overline{\mathcal{E}_{1}}$-arcs is of length $\leqslant(l+1)$. Therefore, a path from the root $u_{0}$ to any node $u$ that uses only $\overline{\mathcal{E}_{1}}$-arcs is of the length $\leqslant\left(d\left(C_{0}\right)+l\right) \times(l+1)$.

The property that all nodes $u \in \overline{\boldsymbol{S}}$ have at most $(l+1) \times l_{1} \overline{\mathcal{E}_{1}}$-successors follows from the fact that this property holds for QTCT $\boldsymbol{T}^{\prime}$.

Finally, starting from QTCT $\overline{\boldsymbol{T}}$, we construct the required tableau by adding appropriate quasi-concepts as described in the proof of the Theorem 4.1. If we omit the arcs from the tableau that belong to $\overline{\mathcal{E}_{2}}$, then we obtain a tree-shaped tableau $\overline{\boldsymbol{T}}^{\prime}$. The depth of the tree is bounded by $\left(d\left(C_{0}\right)+l\right) \times(l+1)$ and the branching factor is bounded by $(l+1) \times l_{1}$.

By the proof of Lemma 4.4 we conclude that $\ell(x)$ contains at most $l \times l_{1}$ quasiconcepts of the form $\exists P . \mathfrak{C}$ and there are $l$ quasi-concepts of the form $\forall R_{i} \cdot \mathfrak{C}$, that is, there are at most $l \times\left(l_{1}+1\right)$ quasi-concepts in $\ell(x)$. On the other hand, there are at most $l_{1}$ concepts in $\ell(x)$. Therefore, $|\ell(x)| \leqslant l_{1}+l \times\left(l_{1}+1\right)$.
4.6. PSpace-completeness. PSPACE-hardness of concept satisfiability w.r.t. RBoxes in $\mathcal{A L C I r} r^{-}$follows from the fact that concept satisfiability in $\mathcal{A L C}$ is PSPACE-complete. To prove a matching upper bound, we give a nondeterministic algorithm that only requires the polynomial space. The algorithm proceeds in 8 steps:

1. Create a node $u_{0}$, set $u:=u_{0}$ and guess a set $\ell\left(u_{0}\right)$. If $C_{0} \in \ell\left(u_{0}\right)$, then go to step 2 ; otherwise return 'no'.
2. If the conditions (p2), (p3), (p4), (p5) and (p10) hold for $\ell(u)$, then go to step 3; otherwise return 'no'.
3. Set $\mathfrak{m}(u):=\{\exists R . C \mid \exists R . C \in \ell(u)\} \cup\{\exists P . \mathfrak{C} \mid \exists P . \mathfrak{C} \in \ell(u)\}$. Guess a non-negative integer $k(u)$ (the number of successors) and go to step 4.
4. If $k(u)>0$, then go to step 5 ; otherwise go to step 6 .
5. Create a new node $v$; set $k(u):=k(u)-1$. Guess $\ell(v)$ and $R \in \operatorname{role}\left(C_{0}, \mathcal{R}\right)$. Set $\mathcal{E}(R):=\mathcal{E}(R) \cup\{(u, v)\}$ and $\mathcal{E}(\operatorname{inv}(R)):=\mathcal{E}(\operatorname{inv}(R)) \cup\{(v, u)\}$. For all $\exists R . C \in \mathfrak{m}(u)$, if $C \in \ell(v)$ (i.e., (p6) holds), then $\mathfrak{m}(u):=\mathfrak{m}(u) \backslash\{\exists R . C\}$. For all $\exists R .\left(t^{r}, t^{\forall}, t^{-}\right) \in \mathfrak{m}(u)$, if $t^{\forall} \subseteq \ell(v)$ (that is, (p11) holds), then $\mathfrak{m}(u):=\mathfrak{m}(u) \backslash\left\{\exists R .\left(t^{r}, t^{\forall}, t^{-}\right)\right\}$. If (p8) and (p9) hold for $u$ and $v$, set $u:=v$ and go to step 2 ; otherwise return 'no'.
6. If $\mathfrak{m}(u)=\emptyset$ go to step 7 ; otherwise return 'no'.
7. If $u=u_{0}$ (i.e., $u$ is the root), then return 'yes'; otherwise go to step 8 .
8. If $v$ is a parent of $u$ with $(u, v) \in \mathcal{E}(R)$, then set $\mathcal{E}(R):=\mathcal{E}(R) \backslash\{(u, v)\}$ and $\mathcal{E}(\operatorname{inv}(R)):=\mathcal{E}(\operatorname{inv}(R)) \backslash\{(v, u)\}$, and set $u:=v$. Go to step 4.
Clearly, the algorithm needs only polynomially space. As NPSpace=PSpace 15, we obtain the following theorem.

Theorem 4.3. Concept satisfiability w.r.t. RBoxes in $\mathcal{A L C I} r^{-}$is PSpacecomplete.
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