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#### Abstract

We present a simple proof of the Mikusiński-Antosik diagonal theorem and apply this result to prove, in an extended form, the theorem on the equivalence of the strong and weak boundedness of sets and, consequently, of the strong and weak convergence of sequences in Köthe spaces.


## 1. Introduction

The known sliding-hump method, used in functional analysis in its early period, was expressed by some authors in the form of abstract theorems of various types. Such a theorem, the first version of the so-called diagonal theorem, was given in [20] by Jan Mikusinski and applied by him in proofs of several theorems of measure theory and functional analysis. The theorem was slightly reformulated in [4] and this version of the theorem, presented then in the book [7, pp. 217-219], is called after 15 the Mikusiński-Antosik diagonal theorem.

Various diagonal type theorems were proved later by Piotr Antosik in several papers (see e.g. [6]) and, in common with other authors, in $\mathbf{9}$ and $\mathbf{8}$. These and other abstract forms of the sliding-hump method, including Rosenthal's lemma [25, the Antosik-Swartz basic matrix theorem 9, 33, Antosik's lemma 6, 37, Weber's lemma [36, were studied by many authors; see e.g. $\mathbf{1}, \mathbf{3}, \mathbf{1 5}, \mathbf{3 5}, \mathbf{3 7}, 40$ and the references in 9 and $\mathbf{3 3}$. It should be also noticed that the Mikusiński-Antosik diagonal theorem is related to the famous Ramsey theorem (see $\mathbf{2 4}$ and $\mathbf{2 3}$ ) whose various versions and generalizations have been investigated and applied in varied areas for many years by numerous authors (see e.g. $\mathbf{1 1}, \mathbf{1 2}, \mathbf{1 4}, \mathbf{1 6}, \mathbf{1 9}, \mathbf{2 2}, \mathbf{2 6}, \mathbf{3 2}$ ). In particular, the theorems of Nash-Williams 21 and Ellentuck 13 originated the infinite Ramsey theory (see e.g., [34). Lately, Solecki 32 has discovered that

[^0]the Nash-Williams theorem is a particular case of a special general form of the induction principle.

In the first part of this article we discuss the proof of the Mikusiński-Antosik diagonal theorem. The proof given in [4] and [7, pp. 218-219] is based on a clever idea and its beauty justifies our wish to clarify all details and to resolve any doubts concerning completeness of the reasoning. In this note we show a precise and simple proof (simpler than that given in [18) of this elegant theorem, explaining the role of implication (*) (see Section 2). We present the theorem in a more general form than in [7] and its proof in a concise but clear way.

The diagonal type theorems stand for a very useful tool in proving numerous theorems in measure theory and functional analysis formulated in a more general way than their previous versions proved by means of the Baire category method; see the articles $4,6,20,35,38,40$, the monographs 9,33 and references there.

The theorems have important applications in the theory of generalized functions. Lately, diagonal methods appeared to be very efficient in the theory of product of tempered distributions (see [17]). Earlier, they played an important role in an elementary proof of the equivalence of the functional and sequential approaches to theory of distributions presented in [7, 18]. The main idea of this proof consists in using Hermite expansions of tempered distributions and replacing two types of convergence in the space $\mathcal{S}^{\prime}$ by the corresponding types of convergence of matrices of Hermite coefficients of tempered distributions. This allows one to reduce the problem to the equivalence of strong and weak boundedness of sets in Köthe spaces and the proof of the equivalence given in [7] is based on the Mikusiński-Antosik diagonal theorem.

However the proof of this equivalence given in [7] contains, in our opinion, a subtle gap. We discuss certain nuances concerning the proof in Remark 3.1 at the beginning of Section 3 and present in Section 3 an essential modification of the original proof which allows us to fill the gap. We extend our proofs of the equivalences of the strong and weak boundedness of sets and of the strong and weak convergence of sequences in Köthe spaces to some more general cases (see Theorems 3.1, 3.2 and Remarks 3.1, 3.2).

## 2. Mikusiński-Antosik diagonal theorem

The symbols $\mathbb{N}, \mathbb{N}_{0}$ and $\mathbb{R}$ denote the sets of all positive integers, all nonnegative integers and all real numbers, respectively. The symbol $\mathcal{F}$ denotes the family of all finite subsets of $\mathbb{N}$ and the symbol $i>J$ for $i \in \mathbb{N}$ and $J \in \mathcal{F}$ means that $i>j$ for all $j \in J$. By a quasi-normed group $(X,|\cdot|)$ we mean an Abelian group $(X,+)$ endowed with a functional $|\cdot|: X \rightarrow \mathbb{R}$, called a quasi-norm, satisfying the conditions

$$
1^{\circ} \quad|0|=0 ; \quad 2^{\circ}|-x|=|x| ; \quad 3^{\circ}|x+y| \leqslant|x|+|y|, \quad x, y \in X .
$$

Let $(X,|\cdot|)$ be a quasi-normed group (not necessarily complete) and $J$ be a subset (finite or not) of $\mathbb{N}$. For every sequence $\left(x_{n}\right)$ in $X$ such that

$$
\begin{equation*}
\sum_{i \in J}\left|x_{i}\right|<\infty \tag{2.1}
\end{equation*}
$$

denote

$$
\begin{equation*}
\left|\sum_{i \in J} x_{i}\right|:=\lim _{n \rightarrow \infty}\left|\sum_{i \in J_{n}} x_{i}\right|, \tag{2.2}
\end{equation*}
$$

where $\left(J_{n}\right)$ is a nondecreasing sequence of finite subsets of $J$ such that $\bigcup_{n=1}^{\infty} J_{n}=J$ ． The notation makes sense，because（2．1）implies that the limit in（2．2）exists and does not depend on the selection of $\left(J_{n}\right)$ ．

We present the diagonal theorem in the form given in 4］（cf．［7．p．217］）；see comments in Introduction．The version of the theorem given in 5 for topological groups easily follows from that formulated below，due to the result obtained in［10］．

Theorem 2.1 （Mikusiński－Antosik diagonal theorem）．Let $(X,|\cdot|)$ be a quasi－ normed group and $x_{i, j} \in X$ for $i, j \in \mathbb{N}$ ．Assume that

$$
\begin{equation*}
\lim _{j \rightarrow \infty}\left|x_{i, j}\right|=0 \quad \text { for } \quad i \in \mathbb{N} \tag{2.3}
\end{equation*}
$$

Then there is an infinite $I \subseteq \mathbb{N}$ and a subset $J$（finite or not）of $I$ such that

$$
\begin{equation*}
\sum_{j \in J}\left|x_{i, j}\right|<\infty \quad \text { and } \quad\left|\sum_{j \in J} x_{i, j}\right| \geqslant \frac{1}{2}\left|x_{i, i}\right| \quad \text { for } \quad i \in I \tag{2.4}
\end{equation*}
$$

The starting point of the proof of Theorem 2.1 shown in 4（and repeated in $[7]$ ）is the following observation：to show the assertion，one may additionally assume that the following implication holds for all $J \in \mathcal{F}$ ：

$$
\begin{equation*}
\forall i \in J\left|\sum_{j \in J} x_{i, j}\right| \geqslant \frac{1}{2}\left|x_{i, i}\right| \Rightarrow \exists i_{0}>J \forall i \geqslant i_{0}\left|\sum_{j \in J} x_{i, j}\right|<\frac{1}{2}\left|x_{i, i}\right| . \tag{*}
\end{equation*}
$$

In fact，if implication（囷）does not hold for some set $J \in \mathcal{F}$ ，say $J=: J_{0}$ ，then one can select an increasing sequence $\left(\iota_{n}\right)$ of positive integers such that

$$
\left|\sum_{j \in J_{0}} x_{\iota_{n}, j}\right| \geqslant \frac{1}{2}\left|x_{\iota_{n}, \iota_{n}}\right| \quad \text { for } \quad n \in \mathbb{N}
$$

and the assertion is then true for $J:=J_{0}$ and $I:=J_{0} \cup\left\{\iota_{n}: n \in \mathbb{N}\right\}$ ．Thus it remains to consider the opposite case，assuming（＊）for all $J \in \mathcal{F}$ ．

Under assumption（＊），one can construct an increasing sequence $\left(i_{n}\right)$ of positive integers in such a way that the inequalities in（2．4）are satisfied for $J=I:=\left\{i_{n}\right.$ ： $n \in \mathbb{N}\}$ ．In the inductive construction，to select an index $i_{n+1}>J_{n}:=\left\{i_{1}, \ldots, i_{n}\right\}$ for a given $n \in \mathbb{N}$ the right－hand side of implication（困）is used，so it is necessary to verify that the left－hand side of（＊）is satisfied for $i \in J:=J_{n}$ ．The verification， omitted in［4］and［7，can be carried out exactly as in formula（2．9）below；the same idea is used in formula（8）in［4］and［7，p．219］，placed at the end of the proof to conclude the second part of（2．4）．This means that the same reasoning is used twice in such a form of the proof，even if the first use is not marked explicitly．

To avoid repeating the reasoning and clarify the proof we impose on the se－ quence $\left(i_{n}\right)$ ，inductively constructed，beside conditions（2．7）and（2．6）（cf．（5）and （6）in［4］and（7）an additional condition（2．5）which directly guarantees that the left hand side of（柬）is satisfied for the indices $i \in J=J_{n}$ selected prior to $i_{n+1}$ ．

Obviously, we need not repeat the reasoning used in (2.9) at the end of our proof, because the second part of (2.4) follows due to property (2.5) of the sequence $\left(i_{n}\right)$ proved earlier by induction. On the other hand, according to remarks in the preceding paragraph, the proof given below contains another form of the proof given in 4 and (7.

Proof of Theorem [2.1. Due to the above comment we assume that implication (图) is true.

Since the left hand side of implication (*) holds for $J:=\{1\}$, there is an index $i_{1} \in \mathbb{N} \backslash\{1\}$ such that $\left|x_{i, i}\right|>0$ for $i \geqslant i_{1}$. Starting from this index $i_{1}$ and $\varepsilon_{1}:=1 / 2$, we will construct inductively an increasing sequence of indices $i_{n} \in \mathbb{N}$, denoting $J_{n}:=\left\{i_{1}, \ldots, i_{n}\right\}$, and a sequence of $\varepsilon_{n} \in(0,1 / 2]$ for $n \in \mathbb{N}$ such that the following conditions are satisfied:

$$
\begin{align*}
& \left|\sum_{j \in J_{m}} x_{i, j}\right|>\frac{1}{2}\left|x_{i, i}\right| \text { for } m \in \mathbb{N}, \quad i \in J_{m}  \tag{2.5}\\
& \sum_{j \in J_{m} \backslash J_{l}}\left|x_{i_{l}, j}\right|<\varepsilon_{l}\left|x_{i_{l}, i_{l}}\right| \text { for } l, m \in \mathbb{N}, \quad l<m \tag{2.6}
\end{align*}
$$

where

$$
\begin{equation*}
\varepsilon_{m}:=\left(\frac{1}{2}\left|x_{i_{m}, i_{m}}\right|-\left|\sum_{j \in J_{m-1}} x_{i_{m}, j}\right|\right)\left|x_{i_{m}, i_{m}}\right|^{-1}, \quad m \in \mathbb{N}, \tag{2.7}
\end{equation*}
$$

with $J_{m-1}:=\emptyset$ for $m=1$ in (2.7) and the convention (used also later) that any sum over the empty set of indices is 0 .

Clearly, (2.5) is true for $m=1$ and the fixed $i_{1}, \varepsilon_{1}$. Condition (2.6) makes sense for $m \geqslant 2$ and it will be satisfied for $m=2$ after a proper choice of the index $i_{2}$ made in the course of the induction construction. Suppose that indices $i_{1}<\cdots<i_{n-1}$ and $\varepsilon_{1}, \ldots, \varepsilon_{n-1} \in(0,1 / 2]$ are selected so that (2.5) holds for $m<n$ in case $n \geqslant 2$ and (2.6) is true for $l<m<n$ in case $n \geqslant 3$. Due to (2.5) for $m=n-1$, the left and so the right hand side of implication (㘢) hold for $J=J_{n-1}$. Thus there is an index $i_{n}^{\prime}>i_{n-1}$ such that

$$
\begin{equation*}
\left|\sum_{j \in J_{n-1}} x_{i, j}\right|<\frac{1}{2}\left|x_{i, i}\right|, \quad i \geqslant i_{n}^{\prime} \tag{2.8}
\end{equation*}
$$

Applying for $m=n-1$ inequality (2.3) and, in case $n \geqslant 3$, inequality (2.6), we find an index $i_{n}>i_{n}^{\prime}$ such that

$$
\sum_{j \in J_{n} \backslash J_{l}}\left|x_{i_{l}, j}\right|<\varepsilon_{l}\left|x_{i_{l}, i_{l}}\right|, \quad l<n,
$$

i.e., condition (2.6) holds for $m=n$. By (2.7) and (2.8), $\varepsilon_{n} \in(0,1 / 2]$. Moreover,

$$
\begin{equation*}
\left|\sum_{j \in J_{n}} x_{i_{l}, j}\right| \geqslant\left|x_{i_{l}, i_{l}}\right|-\left|\sum_{j \in J_{l-1}} x_{i_{l}, j}\right|-\sum_{j \in J_{n} \backslash J_{l}}\left|x_{i_{l}, j}\right|>\frac{1}{2}\left|x_{i_{l}, i_{l}}\right|, \tag{2.9}
\end{equation*}
$$

whenever $l \leqslant n$, due to (2.6) and (2.7), i.e., (2.5) holds for $m=n$. By induction, conditions (2.5) and (2.6) hold true for all $l, m \in \mathbb{N}, l<m$.

Now put $I=J:=\left\{i_{n}: n \in \mathbb{N}\right\}$. It follows from (2.6) that

$$
\sum_{k=l+1}^{\infty}\left|x_{i_{l}, i_{k}}\right| \leqslant \varepsilon_{l}\left|x_{i_{l}, i_{l}}\right|<\infty, \quad l \in \mathbb{N}
$$

and this implies the first part of (2.4). But from (2.5) we obtain

$$
\left|\sum_{j \in J} x_{i_{l}, j}\right|=\lim _{n \rightarrow \infty}\left|\sum_{k=1}^{n} x_{i_{l}, i_{k}}\right| \geqslant \frac{1}{2}\left|x_{i_{l}, i_{l}}\right|, \quad l \in \mathbb{N},
$$

i.e., the second part of (2.4) is also true.

## 3. Köthe spaces

Let $K$ be a fixed countable set of indices. We can order it e.g. in the form $K:=\left\{k_{i}: i \in \mathbb{N}\right\}$. Let $X=(X,|\cdot|)$ be a semi-normed space, i.e., a linear space over $\mathbb{R}$ with a semi-norm $|\cdot|$ meant as a functional $|\cdot|: X \rightarrow \mathbb{R}$, satisfying the conditions:

$$
1^{\circ}|\alpha x|=|\alpha||x|, \quad 2^{\circ}|x+y| \leqslant|x|+|y|, \quad \alpha \in \mathbb{R}, \quad x, y \in X
$$

A mapping $A: K \rightarrow X$, i.e., $A \in X^{K}=: \mathfrak{X}$, is denoted by $A=:\left[a_{k}\right]$ and called a vector and the values $a_{k}$ are called its coordinates. The space of all vectors with coordinates belonging to $X$ (to $\mathbb{R}$ ) is denoted by $\mathfrak{X}$ (by $\mathfrak{R}$ ). A vector in $\mathfrak{R}$ is called positive if all its coordinates are positive. By $e_{k}$ we denote the vector whose $k$-th coordinate is 1 and the remaining ones are 0 .

If $A=\left[a_{k}\right] \in \mathfrak{X}, B=\left[b_{k}\right] \in \mathfrak{X}$ and $\alpha \in \mathbb{R}$, then we define $A+B:=\left[a_{k}+b_{k}\right] \in \mathfrak{X}$, $\alpha A:=\left[\alpha a_{k}\right] \in \mathfrak{X}$. We will use the notation $A B=\left[a_{k} b_{k}\right]$, under the assumption, adopted always in the sequel, that $A \in \mathfrak{R}$ and $B \in \mathfrak{X}$ or, vice versa, $A \in \mathfrak{X}$ and $B \in \mathfrak{R}$.

Define the seminorms

$$
|A|_{1}:=\sum_{k \in K}\left|a_{k}\right|, \quad|A|_{\infty}:=\sup _{k \in K}\left|a_{k}\right|, \quad A=\left[a_{k}\right] \in \mathfrak{X} .
$$

If $X$ is complete and $|A B|_{1}=\sum_{k \in K}\left|a_{k} b_{k}\right|<\infty$, then $|(A, B)|$ is the value of the semi-norm $|\cdot|$ on the element $(A, B) \in X$ uniquely defined by

$$
(A, B):=\sum_{k \in K} a_{k} b_{k}:=\lim _{n \rightarrow \infty} \sum_{i=1}^{n} a_{k_{i}} b_{k_{i}} .
$$

In general, if $X$ is a semi-normed space (not necessarily complete), the number $|(A, B)|$ is meant as follows:

$$
|(A, B)|:=\lim _{n \rightarrow \infty}\left|\sum_{i=1}^{n} a_{k_{i}} b_{k_{i}}\right|
$$

Definition 3.1. Let $\left(W_{i}\right)_{i \in \mathbb{N}}$ be a sequence of positive vectors on $T$ satisfying the following condition:

$$
\begin{equation*}
\left|W_{i} W_{j}^{-1}\right|_{\infty}<2^{i-j}, \quad i, j \in \mathbb{N}, \quad i<j \tag{3.1}
\end{equation*}
$$

A vector $S \in \mathfrak{R}$ is rapidly decreasing, if $\left|W_{i} S\right|_{1}<\infty$ for $i \in \mathbb{N}$. The set of all rapidly decreasing vectors will be called Köthe echelon space and denoted by $\mathfrak{S}$. A vector $A \in \mathfrak{X}$ is tempered if there is an index $i_{0} \in \mathbb{N}$ such that $\left|W_{i_{0}}^{-1} A\right|_{\infty}<\infty$. The set of all tempered vectors in $\mathfrak{X}$ will be called Köthe co-echelon space and denoted by $\mathfrak{T}$.

Definition 3.2. A set $\mathcal{A} \subseteq \mathfrak{T}$ of tempered vectors in $\mathfrak{X}$ is said to be
(a) strongly bounded if there exist an $i_{0} \in \mathbb{N}$ and a positive number $\beta$ such that $\left|W_{i_{0}}^{-1} A\right|_{\infty}<\beta$ for all $A \in \mathcal{A}$;
(b) weakly bounded if the numerical set $\{|(A, S)|: A \in \mathcal{A}\}$ is bounded for all $S \in \mathfrak{S}$.

Definition 3.3. Let $A_{n}=\left[a_{n, k}\right] \in \mathfrak{T}$ for $n \in \mathbb{N}_{0}$. We say that $A_{n}$ is
(a) strongly convergent to $A_{0}$ (in symbols: $A_{n} \xrightarrow{s} A_{0}$ ) if $A_{n} \rightarrow A_{0}$ coordinatewise, i.e., $\left|a_{n, k}-a_{0, k}\right| \rightarrow 0$ as $n \rightarrow \infty$ for each $k \in K$ and, moreover, is strongly bounded;
(b) weakly convergent to $A_{0}$ (in symbols: $\left.A_{n} \xrightarrow{w} A_{0}\right)$ if $\left(A_{n}, S\right) \rightarrow\left(A_{0}, S\right)$ as $n \rightarrow \infty$ for every $S \in \mathfrak{S}$.
Theorem 3.1. Every countable set $\mathcal{T} \subseteq \mathfrak{T}$ is weakly bounded if and only if it is strongly bounded.

Remark 3.1. In the original proof of Theorem 3.1, given in [7, pp. 220-221], two sequences $\left(n_{i}\right)$ and $\left(s_{i}\right)$ of positive integers are inductively constructed, of which only the sequence $\left(n_{i}\right)$ is evidently strictly increasing. However nothing is known about the constructed sequence $\left(s_{i}\right)$; it can be bounded, for instance (because of the "a contrario" method used in this part of the proof in [7]). However, the definition of the vector $S$ given in (3.7), which is crucial for the proof, requires that the constructed sequence ( $s_{i}$ ) does not contain any constant subsequence.

To overcome this hindrance and construct in our proof below a strictly increasing sequence $\left(s_{i}\right)$ we select indices $s_{i}$ more specifically imposing on the inductively constructed sequences certain stronger conditions. More exactly, we define inductively in (3.4) an increasing sequence of positive numbers $\beta_{i}$ which satisfy inequalities in (3.3). As a consequence, inequalities in (3.5) are satisfied and they force the increase of the constructed sequence $\left(s_{i}\right)$.

Proof of Theorem 3.1. Let $\mathcal{T}=\left\{T_{n}: n \in \mathbb{N}\right\}$, where $T_{n} \in \mathfrak{T}$. Assume that $\mathcal{T}$ is strongly bounded, i.e., there are an index $i_{0} \in \mathbb{N}$ and a constant $\beta>0$ such that $\left|W_{i_{0}}^{-1} T_{n}\right|_{\infty} \leqslant \beta$ for all $n \in \mathbb{N}$. Let $S \in \mathfrak{S}$, i.e., $\left|W_{i} S\right|_{1}<\infty$ for all $i \in \mathbb{N}$. The set $\mathcal{T}$ is weakly bounded, because

$$
\left|\left(T_{n}, S\right)\right| \leqslant\left|T_{n} S\right|_{1} \leqslant\left|W_{i_{0}}^{-1} T_{n}\right|_{\infty} \cdot\left|W_{i_{0}} S\right|_{1} \leqslant \beta\left|W_{i_{0}} S\right|_{1}, \quad n \in \mathbb{N} .
$$

Suppose now that $\mathcal{T}$ is weakly but not strongly bounded, i.e., the following two assertions hold:
(I) the sequence $\left(\left|W_{i}^{-1} T_{n}\right|_{\infty}\right)$ is unbounded for each $i \in \mathbb{N}$;
(II) for each pair of indices $i, s \in \mathbb{N}$ there exists a $\beta_{i, s} \geqslant 1$ such that

$$
\begin{equation*}
\left|\left(T_{n}, R_{i, s}\right)\right|=\left|R_{i, s} T_{n}\right|_{\infty} \leqslant \beta_{i, s}, \quad n, i, s \in \mathbb{N} \tag{3.2}
\end{equation*}
$$

where $R_{i, s}:=W_{i}^{-1} e_{s} \in \mathfrak{S}$ for $i, s \in \mathbb{N}$.

We will construct inductively increasing sequences $\left(n_{i}\right)$ and $\left(s_{i}\right)$ of positive integers such that

$$
\begin{equation*}
\beta_{i}<\left|W_{i}^{-1} T_{n_{i}}\right|_{\infty}-1<\left|R_{i, s_{i}} T_{n_{i}}\right|_{\infty}, \quad i \in \mathbb{N} \tag{3.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta_{1}:=\beta_{1,1} ; \quad \beta_{i}:=\max \left\{\beta_{i, s}: s \leqslant s_{i-1}\right\}+\beta_{i-1}, \quad i>1 \tag{3.4}
\end{equation*}
$$

Obviously, $\beta_{n} \uparrow \infty$ as $n \uparrow \infty$.
Applying (I), we can find an $n_{1} \in \mathbb{N}$ fulfilling the first inequality and then an $s_{1} \in \mathbb{N}$ satisfying the second inequality in (3.3) for $i=1$. Assume that indices $n_{1}<\cdots<n_{p}$ and $s_{1}<\cdots<s_{p}$, satisfying (3.3) for $i=1, \ldots, p$, are already chosen. We apply (I) for $i=p+1$ to find an index $n_{p+1}>n_{p}$ such that $\left|W_{p+1}^{-1} T_{n_{p+1}}\right|_{\infty}>$ $\beta_{p+1}+1$. Now we can select, again by (I), an index $s_{p+1} \in \mathbb{N}$ such that the second inequality in (3.3) for $i=p+1$ holds, i.e., $\left|R_{p+1, s_{p+1}} T_{n_{p+1}}\right|_{\infty}>\beta_{p+1}$. On the other hand, by (3.2) and (3.4), we have

$$
\begin{equation*}
\left|R_{p+1, s} T_{n_{p+1}}\right|_{\infty} \leqslant \beta_{p+1, s} \leqslant \beta_{p+1} \quad \text { for all } s \leqslant s_{p} \tag{3.5}
\end{equation*}
$$

i.e., the index $s_{p+1}$ just selected cannot be among indices $s \leqslant s_{p}$. Consequently, it must be $s_{p+1}>s_{p}$. Thus the inductive construction of increasing sequences $\left(n_{i}\right)$ and $\left(s_{i}\right)$ satisfying (3.3) is completed.

Put $x_{i, j}:=\left(T_{n_{i}}, R_{j, s_{j}}\right) \in X$ for $i, j \in \mathbb{N}$. Since $T_{n_{i}} \in \mathfrak{T}$, there are $q_{i} \in \mathbb{N}$ and $\lambda_{i}>0$ such that $\left|W_{q_{i}}^{-1} T_{n_{i}}\right|_{\infty} \leqslant \lambda_{i}$ for all $i \in \mathbb{N}$. Hence, due to (3.1),

$$
\left|x_{i, j}\right| \leqslant\left|W_{q_{i}}^{-1} T_{n_{i}}\right|_{\infty} \cdot\left|W_{q_{i}} W_{j}^{-1}\right|_{\infty} \leqslant \lambda_{i} \cdot 2^{q_{i}-j}, \quad i, j \in \mathbb{N}
$$

and thus $\lim _{j \rightarrow \infty}\left|x_{i, j}\right|=0$ for every $i \in \mathbb{N}$. It follows from Theorem [2.1] that there exists an infinite set $I \subseteq \mathbb{N}$ and its subset $J$ (finite or infinite) such that $\sum_{j \in J}\left|\left(T_{n_{i}}, R_{j, s_{j}}\right)\right|<\infty$ and we have, for all $i \in I$,

$$
\begin{equation*}
\frac{1}{2}\left|\left(T_{n_{i}}, R_{i, s_{i}}\right)\right| \leqslant\left|\sum_{j \in J}\left(T_{n_{i}}, R_{j, s_{j}}\right)\right|=\lim _{n \rightarrow \infty}\left|\sum_{j \in J_{n}}\left(T_{n_{i}}, R_{j, s_{j}}\right)\right| \tag{3.6}
\end{equation*}
$$

where finite $J_{n}$ form an nondecreasing sequence such that $\bigcup_{n=1}^{\infty} J_{n}=J$.
We are now in a position to define the vector $S$ whose $s_{j}$-th coordinate coincides with the $s_{j}$-th coordinate of $W_{j}^{-1}$ for all $j \in J$ and the remaining coordinates are equal to 0 , i.e.,

$$
\begin{equation*}
S:=\sum_{j \in J} R_{j, s_{j}}=\lim _{n \rightarrow \infty} S_{n}, \tag{3.7}
\end{equation*}
$$

where $S_{n}:=\sum_{j \in J_{n}} R_{j, s_{j}}$ and the convergence is coordinatewise. Since the constructed sequence $\left(s_{j}\right)$ of indices is strictly increasing, the above definition of $S$ is correct also in case $J$ is infinite. Fix $i, q, r \in \mathbb{N}$ such that $i<q<r$. We have

$$
\left|W_{i} \sum_{j=q+1}^{r} R_{j, s_{j}}\right|_{1} \leqslant \sum_{j=q+1}^{r}\left|W_{i} W_{j}^{-1}\right|_{\infty} \leqslant \sum_{j=q+1}^{r} 2^{i-j}
$$

which implies that $\left|W_{i} S\right|_{1}<\infty$ for all $i \in \mathbb{N}$, i.e., $S \in \mathfrak{S}$ and

$$
\lim _{n \rightarrow \infty}\left|W_{i}\left(S-S_{n}\right)\right|_{1}=0 \quad \text { for } i \in \mathbb{N}
$$

i.e., (3.7) holds also in the sense of the convergence in $\mathfrak{S}$. Hence, by (3.6), we have

$$
\left|\left(T_{n_{i}}, S\right)\right|=\lim _{n \rightarrow \infty}\left|\left(T_{n_{i}}, S_{n}\right)\right|=\left|\sum_{j \in J}\left(T_{n_{i}}, R_{j, s_{j}}\right)\right| \geqslant \frac{1}{2}\left|\left(T_{n_{i}}, R_{i, s_{i}}\right)\right|,
$$

which means, by (3.3), that $\left|\left(T_{n_{i}}, S\right)\right| \rightarrow \infty$ and this contradicts the assumption that the set $\mathcal{T}$ is weakly bounded.

THEOREM 3.2. Let $T_{n} \in \mathfrak{T}$ for $n \in \mathbb{N}_{0}$. Then $T_{n} \xrightarrow{w} T_{0}$ if and only if $T_{n} \xrightarrow{s} T_{0}$.
Proof. Let $T_{n}=\left[t_{n, k}\right] \in \mathfrak{T}$ for $n \in \mathbb{N}_{0}$. If $T_{n} \xrightarrow{w} T_{0}$, then $\left(T_{n}, S\right) \rightarrow\left(T_{0}, S\right)$, so a sequence $\left(T_{n}, S\right)$ is bounded for all $S \in \mathfrak{S}$, i.e., $\left(T_{n}\right)$ is weakly bounded. By Theorem [3.1, $\left(T_{n}\right)$ is strongly bounded. Moreover,

$$
t_{n, k}=\left(T_{n}, e_{k}\right) \rightarrow\left(T_{0}, e_{k}\right)=a_{0, k}, \quad k \in K
$$

because $e_{k} \in \mathfrak{S}$ for $k \in K$. Consequently, $T_{n} \xrightarrow{s} T_{0}$.
Assume now that $T_{n} \xrightarrow{s} T_{0}$. Fix $S:=\left[s_{j}\right] \in \mathfrak{S}$ and $\varepsilon>0$. By strong boundedness of the sequence ( $T_{n}$ ) and by (3.1), there are $i_{0} \in \mathbb{N}$ and $\beta>0$ such that

$$
\begin{equation*}
\left|W_{i_{0}}^{-1} T_{n}\right|_{\infty} \leqslant \beta \quad \text { for } n \in \mathbb{N}_{0} \tag{3.8}
\end{equation*}
$$

Since

$$
\left|W_{i_{0}} S\right|_{1}=\sum_{j=1}^{\infty} w_{i_{0}, j}\left|s_{j}\right|<\infty
$$

there is an index $j_{0} \in \mathbb{N}$ such that

$$
\begin{equation*}
\sum_{j=j_{0}+1}^{\infty} w_{i_{0}, j}\left|s_{j}\right|<\frac{\varepsilon}{4 \beta} \tag{3.9}
\end{equation*}
$$

Define $\tilde{s}_{j}:=s_{j}$ if $j \leqslant j_{0}$ and $\tilde{s}_{j}:=0$ if $j>j_{0}$. Clearly, $\tilde{S}:=\left[\tilde{s}_{j}\right] \in \mathfrak{S}$. By the assumption, $T_{n} \rightarrow T_{0}$ coordinate wise. Hence

$$
\left(T_{n}, \tilde{S}\right)=\sum_{j=0}^{j_{0}} t_{n, j} s_{j} \rightarrow \sum_{j=0}^{j_{0}} t_{0, j} s_{j}=\left(T_{0}, \tilde{S}\right)
$$

Due to (3.8) and (3.9), we get

$$
\begin{aligned}
\left|\left(T_{n}-T_{0}, S\right)\right| & \leqslant\left|\left(T_{n}-T_{0}, \tilde{S}\right)\right|+\left|\left(T_{n}-T_{0}, S-\tilde{S}\right)\right| \\
& <\frac{\varepsilon}{2}+\left|W_{i_{0}}^{-1}\left(T_{n}-T_{0}\right)\right|_{\infty} \cdot\left|W_{i_{0}}(S-\tilde{S})\right|_{1}<\varepsilon
\end{aligned}
$$

for sufficiently large $n \in \mathbb{N}$. This completes the proof.
Remark 3.2. The assertions of Theorems 3.1 and 3.2 are true if $X$ is a locally convex spaces, because the reasoning used in the proofs of Theorems 3.1 and 3.2 can be applied to each semi-norm of the family describing the topology of such a space.

Acknowledgments. We thank Professors Józef Burzyk, Zbigniew Lipecki and Stevan Pilipović for valuable discussions. This work was partly supported by the Centre for Innovation and Transfer of Natural Sciences and Engineering Knowledge at the University of Rzeszów.

## References

1. A. Aizpuru, A. Gutiérrez-Dávila, On the interchange of series and some applications, Bull. Belg. Math. Soc. 11 (2004), 409-430.
2. $\qquad$ , Uniform convergence in topological groups, Z. Anal. Anwend. 23 (2004), 721-730.
3. A. Aizpuru, M. Nicasio-Llach, Spaces of sequences defined by the statistical convergence, Stud. Sci. Math. Hung. 45 (2008), 519-529.
4. P. Antosik, On the Mikusiński diagonal theorem, Bull. Acad. Polon. Sci., Sér. Sci. Math. Astronom. Phys. 19 (1971), 305-310.
5. _, A generalization of the diagonal theorem, Bull. Acad. Polon. Sci., Sér. Sci. Math. Astronom. Phys. 20 (1972), 373-377.
6. _ A lemma on matrices and its applications, Contemp. Math. 52 (1986), 89-95.
7. P. Antosik, J. Mikusiński, R. Sikorski, Theory of Distributions. The Sequential Approach, Elsevier-PWN, Amsterdam-Warszawa, 1973; Russian improved and extended edition: Moscow, 1976.
8. P. Antosik, S. Saeki, A lemma on set functions and its applications, Diss. Math. 340 (1995), 13-21.
9. P. Antosik and C. Swartz, Matrix Methods in Analysis, Lecture Notes in Math. 1113, Springer-Verlag, Berlin-Heidelberg-New York-Tokyo, 1985.
10. J. Burzyk, P. Mikusiński, On normability of semigroups, Bull. Acad. Polon. Sci., Sér. Sci. Math. 28 (1980), 33-35.
11. D. Conlon, J. Fox, B. Sudakov, Two extensions of Ramsey's theorem, Duke Math. J. 162 (2013), 2903-2927.
12. D. D. Dzhafarov, Stable Ramsey's theorem and measure, Notre Dame J. Formal Logic 52 (2011), 95-112.
13. E. Ellentuck, A new proof of that analytic sets are Ramsey, J. Symb. Log. 39 (1974), 163-165.
14. R. Filipów, N. Mrożek, I. Recław, P. Szuca, Ideal version of Ramsey's theorem, Czech. Math. J. 61 (2011), 289-308.
15. M. Florencio, P. J. Paúl, J. M. Virués, On the Mikusiński-Antosik diagonal theorem, Bull. Pol. Acad. Sci., Math. 40 (1992), 189-195.
16. T. E. Forster, J. K. Truss, Ramsey's theorem and König's lemma, Arch. Math. Logic 46 (2007), 37-42.
17. A. Kamiński, S. Mincheva-Kamińska, On the equivalence of the Mikusiński-Shiraishi-Itano products in $\mathcal{S}^{\prime}$ for various classes of delta-sequences, Integral Transforms Spec. Funct. 20 (2009), 207-214.
18. A. Kamiński, S. Sorek, Remarks on proofs of diagonal theorem and its applications in the theory of distributions, Rend. Semin. Mat., Univ. Politec. Torino 70 (2012), 139-149.
19. M. Kojman, A symmetrized metric Ramsey theorem, Isr. J. Math. 173 (2009), 305-308.
20. J. Mikusiński, A theorem on vector matrices and its applications in measure theory and functional analysis, Bull. Acad. Polon. Sci., Sér. Sci. Math. Astronom. Phys. 18 (1970), 193-196.
21. C. S. J. A. Nash-Williams, On well-quasi-ordering transfinite sequences, Proc. Camb. Philos. Soc. 61 (1965), 33-39.
22. A. Parrish, An additive version of Ramsey's theorem, J. Comb. 2 (2011), 593-613.
23. J. Pochciał, On Mikusiński-Antosik diagonal theorems, in: P. Antosik, A. Kamiński (eds.), Generalized Function and Convergence, Memorial Volume for Professor Jan Mikusiński, World Scientific, Singapure, 1990, 356-359.
24. F. Ramsey, On a problem of formal logic, Proc. Lond. Math. Soc. 30 (1930), 264-286.
25. H. P. Rosenthal, On relatively disjoint families of measures, with some applications to Banach space theory, Stud. Math. 37 (1970), 13-36.
26. R. Service, A Ramsey theorem with an application to sequences in Banach spaces, Can. Math. Bull. 55 (2012), 410-417.
27. S. Shelah, J. Zapletal, Ramsey theorems for product of finite sets with submeasures, Combinatorica 31 (2011), 225-244.
28. S. Solecki, A Ramsey theorem for structures with both relations and functions, J. Comb. Theory, Ser. A 117 (2010), 704-714.
29. $\qquad$ , Direct Ramsey theorem for structures involving relations and functions, J. Comb. Theory, Ser. A 119 (2012), 440-449.
30. $\qquad$ , Abstract approach to Ramsey theory and Ramsey theorems for finite trees, in: M.
Ludwig, V. Milman, V. Pestov, N. Tomczak-Jaegermann (eds.) Asymptotic Geometric Analysis, Springer, New York, 2013, 313-340.
31. , Abstract approach to finite Ramsey theory and a self-dual Ramsey theorem, Adv. Math. 248 (2013), 1156-1198.
32. The Nash-Williams theorem as an induction principle, Rocz. Pol. Tow. Mat., Ser. II, Wiadom. Mat. 51 (2015), 1-5 (in Polish).
33. C. Swartz, Infinite Matrices and the Gliding Hump, World Scientific, Singapure, 1996.
34. S. Todorčević, Introduction to Ramsey Spaces, Annals of Mathematics Studies 174, Princeton University Press, 2010.
35. T. Traynor, A diagonal theorem in non-commutative groups and its consequences, Ric. Mat. 41 (1992), 77-87.
36. H. Weber, Compactness in spaces of group-valued contents, the Vitali-Hahn-Saks theorem and Nikodym's boundedness theorem, Rocky Mt. J. Math. 16 (1986), 253-275.
37. , A diagonal theorem. Answer to a question of Antosik, Bull. Pol. Acad. Sci., Math. 41 (1993), 95-102.
38. Q. Wenbo, W. Junde, On Antosik's lemma and the Antosik-Mikusiński basic matrix theorem, Proc. Am. Math. Soc. 130 (2002), 3283-3285.
39. J. Wu, S. Lu, An automatic adjoint theorem and its applications, Proc. Am. Math. Soc. 130 (2002), 1735-1741.
40. J. D. Wu, J. W. Luo, S. J. Lu, A unified convergence theorem, Acta Math. Sin., Engl. Ser. 21 (2005), 315-322.

Faculty of Mathematics and Natural Sciences
(Received 2012 2015)
University of Rzeszów
(Revised 0601 2016)
Rzeszów
Poland
akaminsk@ur.edu.pl
Faculty of Mathematics and Natural Sciences
University of Rzeszów
Rzeszów
Poland
ssorek@ur.edu.pl


[^0]:    2010 Mathematics Subject Classification: Primary 15A45, 40H05; Secondary 46A03.
    Key words and phrases: quasi-normed group, sliding-hump technique, diagonal theorems, Köthe spaces, boundedness and convergence in Köthe spaces.

    Communicated by Stevan Pilipović.

