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POINCARÉ-BIRKHOFF FIXED POINT THEOREM AND

PERIODIC SOLUTIONS OF ASYMPTOTICALLY LINEAR

PLANAR HAMILTONIAN SYSTEMS

Abstract. This work, which has a self contained expository character,is
devoted to the Poincaré-Birkhoff (PB) theorem and to its applications to
the search of periodic solutions of nonautonomous periodicplanar Hamil-
tonian systems. After some historical remarks, we recall the classical
proof of the PB theorem as exposed by Brown and Neumann. Then,a
variant of the PB theorem is considered, which enables, together with the
classical version, to obtain multiplicity results for asymptotically linear
planar hamiltonian systems in terms of the gap between the Maslov in-
dices of the linearizations at zero and at infinity.

1. The Poincaŕe-Birkhoff theorem in the literature

In his paper [28], Poincaré conjectured, and proved in somespecial cases, that an area-
preserving homeomorphism from an annulus onto itself admits (at least) two fixed
points when some “twist” condition is satisfied. Roughly speaking, the twist condition
consists in rotating the two boundary circles in opposite angular directions. This con-
cept will be made precise in what follows.
Subsequently, in 1913, Birkhoff [4] published a complete proof of the existence of at
least one fixed point but he made a mistake in deducing the existence of a second one
from a remark of Poincaré in [28]. Such a remark guarantees that the sum of the indices
of fixed points is zero. In particular, it implies the existence of a second fixed point in
the case that the first one has a nonzero index.
In 1925 Birkhoff not only corrected his error, but he also weakened the hypothesis
about the invariance of the annulus under the homeomorphismT . In fact Birkhoff him-
self already searched a version of the theorem more convenient for the applications. He
also generalized the area-preserving condition.

Before going on with the history of the theorem we give a precise statement of the
classical version of Poincaré-Birkhoff fixed point theorem and make some remarks.
In the following we denote byA the annulusA := {(x, y) ∈ R

2 : r 2
1 ≤ x2 + y2 ≤

r 2
2 , 0< r1 < r2} and byC1 andC2 its inner and outer boundaries, respectively.
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Moreover we consider the covering spaceH := R × R
+
0 of R

2 \ {(0,0)} and the
projection associated to the polar coordinate system5 : H −→ R

2 \ {(0,0)} defined
by5(ϑ, r ) = (r cosϑ, r senϑ). Given a continuous mapϕ : D ⊂ R

2 \ {(0,0)} −→
R

2 \ {(0,0)}, a map̃ϕ : 5−1(D) −→ H is called a lifting ofϕ to H if

5 ◦ ϕ̃ = ϕ ◦5.

Furthermore for each setD ⊂ R
2 \ {(0,0)} we setD̃ := 5−1(D).

THEOREM 1 (POINCARÉ-BIRKHOFF THEOREM). Letψ : A −→ A be an area-
preserving homeomorphism such that both boundary circles of A are invariant under
ψ (i.e.ψ(C1) = C1 andψ(C2) = C2). Suppose thatψ admits a liftingψ̃ to the polar
coordinate covering space given by

(1) ψ̃(ϑ, r ) = (ϑ + g(ϑ, r ), f (ϑ, r )),

where g and f are2π−periodic in the first variable. If the twist condition

(2) g(ϑ, r1) g(ϑ, r2) < 0 ∀ϑ ∈ R [twist condition]

holds, thenψ admits at least two fixed points in the interior ofA.

The proof of Theorem 1 guarantees the existence of two fixed points (calledF1
and F2) of ψ̃ such thatF1 − F2 6= k(2π,0), for anyk ∈ Z. This fact will be very
useful in the applications of the theorem to prove the multiplicity of periodic solutions
of differential equations. Of course the images ofF1, F2 under the projection5 are
two different fixed points ofψ.

We make now some remarks on the assumptions of the theorem.

REMARK 1. We point out that it is essential to assume that the homeomorphism
is area-preserving. Indeed, let us consider an homeomorphismψ : A −→ A which
admits the liftingψ̃(ϑ, r ) = (ϑ +α(r ), β(r )), whereα andβ are continuous functions
verifying 2π > α(r1) > 0 > α(r2) > −2π , β(r i ) = r i for i ∈ {1,2}, β is strictly
increasing andβ(r ) > r for everyr ∈ (r1, r2). This homeomorphism, which does
not preserve the area, satisfies the twist condition, but it has no fixed points. Also its
projection has no fixed points.

REMARK 2. The homeomorphismψ preserves the standard area measure dxdy in
R

2 and hence its lift̃ψ preserves the measurer dr dϑ . We remark that it is possible to
consider a lift in the Poincaré-Birkhoff theorem which preserves dr dϑ instead ofr dr dϑ
and still satisfies the twist condition. In fact, let us consider the homeomorphismT of

R × [r1, r2] onto itself defined byT(ϑ, r ) = (ϑ,a r2 + b), wherea = 1

r1 + r2
and

b = r1 r2

r1 + r2
. The homeomorphismT preserves the twist and transforms the measure

r dr dϑ in a multiple of dr dϑ . Thus, if we definẽψ∗ := T ◦ ψ̃ ◦ T−1, we note that it
preserves the measure dr dϑ . Furthermore, there is a bijection between fixed pointsF
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of ψ̃∗ and fixed pointsT−1(F) of ψ̃ . Finally, it is easy to verify that̃ψ∗ is the lifting of
an homeomorphismψ∗ which satisfies all the assumptions of Theorem 1. This remark
implies that Theorem 1 is equivalent to Theorem 7 in Section 2.

It is interesting to observe that if slightly stronger assumptions are required in The-
orem 1, then its proof is quite simple (cf. [25]). Indeed, we have the following propo-
sition.

PROPOSITION1. Suppose that all the assumptions of Theorem1 are satisfied and
that

(3) g(ϑ, ·) is strictly decreasing(or strictly increasing) for eachϑ.

Then,ψ admits at least two fixed points in the interior ofA.

Proof. According to (2) and (3), it follows that for everyϑ ∈ R there exists a unique
r (ϑ) ∈ (r1, r2) such thatg(ϑ, r (ϑ)) = 0. By the periodicity ofg in the first variable,
we have thatg(ϑ + 2kπ, r (ϑ)) = g(ϑ, r (ϑ)) = 0 for everyk ∈ Z andϑ ∈ R.
Hence asg(ϑ + 2kπ, r (ϑ + 2kπ)) = 0, we deduce from the uniqueness ofr (ϑ) that
r : ϑ 7−→ r (ϑ) is a 2π−periodic function. Moreover, we claim that it is continuous
too. Indeed, by contradiction, let us assume that there exist ϑ ∈ R and a sequenceϑn

converging toϑ which admits a subsequenceϑnk satisfying lim
k→+∞

r (ϑnk) = b 6= r (ϑ).

Passing to the limit, from the equalityg(ϑnk , r (ϑnk)) = 0, we immediately obtain
g(ϑ,b) = 0 = g(ϑ, r (ϑ)), which contradictsb 6= r (ϑ).
By construction,̃ψ(ϑ, r (ϑ)) = (ϑ + g(ϑ, r (ϑ)) , f (ϑ, r (ϑ)) ) = (ϑ , f (ϑ, r (ϑ)) ).
Hence, each point of the continuous closed curve0 ⊂ A defined by

0 = {(x, y) ∈ R
2 : x = r (ϑ) cosϑ , y = r (ϑ) senϑ , ϑ ∈ R}

is “radially” mapped into another one under the operatorψ. Beingψ area-preserving
and recalling the invariance of the boundary circlesC1, C2 of A underψ, we can
deduce that the region bounded by the curvesC1 and0 encloses the same area as the
region bounded by the curvesC1 andψ(0). Therefore, there exist at least two points
of intersection between0 andψ(0). In fact as the two regions mentioned above have
the same measure, we can write

∫ 2π

0

∫ r (ϑ)

r1

r dr dϑ =
∫ 2π

0

∫ f (ϑ,r (ϑ))

r1

r dr dϑ ,

which implies
∫ 2π

0

(
r 2(ϑ)− f 2(ϑ, r (ϑ))

)
dϑ = 0. Being the integrand continuous

and 2π−periodic, it vanishes at least at two points which give rise to two distinct fixed
points ofψ̃(·, r (·)) in [0,2π). Hence, we have found two fixed points ofψ and the
proposition follows.
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Morris [26] applied this version of the theorem to prove the existence of infinitely
many 2π−periodic solutions for

x′′ + 2x3 = e(t),

wheree is continuous, 2π−periodic and it satisfies
∫ 2π

0
e(t) dt = 0.

If we assume monotonicity ofϑ + g(ϑ, r ) in ϑ , for eachr , then also in this case the
existence of at least one fixed point easily follows (cf. [25]).

PROPOSITION2. Assume that all the hypotheses of Theorem1 hold. Moreover,
suppose that

(4) ϑ + g(ϑ, r ) is strictly increasing(or strictly decreasing) in ϑ for each r.

Then, the existence of at least one fixed point follows, whenψ is differentiable.

Proof. Let us suppose thatϑ 7−→ ϑ + g(ϑ, r ) is strictly increasing for everyr ∈
[r1, r2]. Thus, since

∂ (ϑ + g(ϑ, r ))

∂ ϑ
> 0 for everyr , it follows that the equation

ϑ∗ = ϑ + g(ϑ, r ) defines implicitlyϑ as a function ofϑ∗ andr . Moreover, taking into
account the 2π−periodicity of g in the first variable, it turns out thatϑ = ϑ(ϑ∗, r )
satisfiesϑ(ϑ∗ + 2π, r ) = ϑ(ϑ∗, r ) + 2π for everyϑ∗ andr . We setr ∗ = f (ϑ, r ).
Combining the area-preserving condition and the invariance of the boundary circles
underψ, then the existence of a generating functionW(ϑ∗, r ) such that

(5)





ϑ =
∂ W

∂r
(ϑ∗, r )

r ∗ = ∂ W

∂ϑ∗ (ϑ
∗, r )

is guaranteed by the Poincaré Lemma.
Now we consider the functionw(ϑ∗, r ) = W(ϑ∗, r ) − ϑ∗r . Since, according to (5),
the following equalities hold





∂ w

∂ϑ∗ = r ∗ − r

∂ w

∂r
= ϑ − ϑ∗ ,

the critical points ofw give rise to fixed points ofψ.

It is easy to verify thatw has period 2π in ϑ∗. Indeed, according to the hypothesis
of boundary invariance and to (5), we get

W(ϑ∗ + 2π, r1) − W(ϑ∗, r1) =
∫ ϑ∗+2π

ϑ∗
r ∗(s, r1) ds =

∫ ϑ∗+2π

ϑ∗
r1 ds = 2π r1.
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Furthermore, combining (5) with the equalityϑ(ϑ∗ + 2π, r ) = ϑ(ϑ∗, r ) + 2π , we
deduce

W(ϑ∗ + 2π, r ) − W(ϑ∗ + 2π, r1) =
∫ r

r1

ϑ(ϑ∗ + 2π, s) ds

=
∫ r

r1

ϑ(ϑ∗, s) ds + 2π(r − r1)

= W(ϑ∗, r ) − W(ϑ∗, r1) + 2π(r − r1).

Finally, we infer that

w(ϑ∗ + 2π, r )−w(ϑ∗, r ) = W(ϑ∗ + 2π, r )− W(ϑ∗, r )− 2π r

= W(ϑ∗ + 2π, r1)− W(ϑ∗, r1)− 2π r1 = 0,

and the periodicity ofw in the first variable follows.
Consider now the external normal derivatives ofw

(6)
∂ w

∂ n

∣∣∣∣
C̃1

= (r ∗ − r, ϑ − ϑ∗) · (0,−1) = ϑ∗ − ϑ,

(7)
∂ w

∂ n

∣∣∣∣
C̃2

= (r ∗ − r, ϑ − ϑ∗) · (0,1) = ϑ − ϑ∗.

The twist condition (2) implies thatϑ∗ − ϑ has opposite signs on the two boundary
circles. Hence, by (6) and (7), the two external normal derivatives inC̃1 andC̃2 have
the same sign. Beingw a 2π−periodic function inϑ∗, critical point theory guarantees
the existence of a maximum or a minimum ofw in the interior of the covering space
Ã. Such a point is the required critical point ofw.

It is interesting to notice that as a consequence of the periodicity of g and f in ϑ ,
the existence of a second fixed point (a saddle) follows from critical point theory.

As we previously said, in order to apply the twist fixed point theorem to prove
the existence of periodic solutions to planar Hamiltonian systems, Birkhoff tried to
replace the invariance of the annulus by a weaker assumption. Indeed, he was able
to require that only the inner boundary is invariant underT . He also generalized the
area-preserving condition. More precisely, in his article[5] the homeomorphismT is
defined on a regionR bounded by a circleC and a closed curve0 surroundingC. Such
an homeomorphism takes values on a regionR1 bounded byC and by a closed curve
01 surroundingC. Under these hypotheses, Birkhoff proved the following theorem

THEOREM 2. Let T : R −→ R1 be an homeomorphism such that T(C) = C
and T(0) = 01, with0 and01 star-shaped around the origin. If T satisfies the twist
condition, then either
• there are two distinct invariant points P of R and R1 under T
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or
• there is a ring in R(or R1) around C which is carried into part of itself by T(or
T−1).

Since Birkhoff’s proof was not accepted by many mathematicians, Brown and Neu-
mann [6] decided to publish a detailed and convincing proof (based on the Birkhoff’s
one) of Theorem 1. In the same year, Neumann in [27] studied generalizations of such
a theorem. For completeness, we will recall the proof given in [6] and also the details
of a remark stated in [27] in the next section.

After Birkhoff’s contribution, many authors tried to generalize the hypothesis of
invariance of the annulus, in view of studying the existenceof periodic solutions for
problems of the form

x′′ + f (t, x) = 0 ,

with f : R
2 −→ R continuous andT-periodic int .

In this sense we must emphasize the importance of the works byJacobowitz and W-Y
Ding. In his article [22] Jacobowitz (see also [23]), gave a version of the twist fixed
point theorem in which the area-preserving twist homeomorphism is defined on an
annulus whose internal boundary (roughly speaking) degenerates into a point, while
the external one is a simple curve around it. More precisely,he first considered two
simple curves0i = (ϑi (·), r i (·)), i = 1,2, defined in [0,1], with values in the(ϑ, r )
half-planer > 0, such thatϑi (0) = −π , ϑi (1) = π , ϑi (s) ∈ (−π, π) for each
s ∈ (0,1) and r i (0) = r i (1). Then, he considered the corresponding 2π-periodic
extensions, which he called again0i . Denoting byAi the regions bounded by the
curve0i (included) and the axisr = 0 (excluded), Jacobowitz proved the following
theorem

THEOREM3. Letψ : A1 −→ A2 be an area-preserving homeomorphism, defined
by

ψ(ϑ, r ) = (ϑ + g(ϑ, r ), f (ϑ, r )),

where
• g and f are2π−periodic in the first variable;
• g(ϑ, r ) < 0 on01;
• lim inf

r→0
g(ϑ, r ) > 0.

Then,ψ admits at least two fixed points, which do not differ from a multiple of (2π,0).

Unfortunately the proof given by Jacobowitz is not very easyto follow. Subse-
quently, using the result by Jacobowitz, W-Y Ding in [15] and[16] treated the case
in which also the inner boundary can vary under the area-preserving homeomorphism.
He considered an annular regionA whose inner boundaryC1 and the outer oneC2 are
two closed simple curves. ByDi he denoted the open region bounded byCi , i = 1,2.
Using the result by Jacobowitz, he proved the following theorem

THEOREM 4. Let T : A −→ T(A) ⊂ R
2 \ {(0,0)} be an area-preserving home-
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omorphism. Suppose that

(a) C1 is star-shaped about the origin;

(b) T admits a liftingT̃ onto the polar coordinate covering space, defined by

T̃(ϑ, r ) = (ϑ + g(ϑ, r ), f (ϑ, r )),

where f and g are2π−periodic in the first variable, g(ϑ, r ) > 0 on the lifting
of C1 and g(ϑ, r ) < 0 on the lifting of C2;

(c) there exists an area-preserving homeomorphism T0 : D2 −→ R
2, which satis-

fies T0|A = T and(0,0) ∈ T0(D1).

Then,T̃ has at least two fixed points such that their images under theusual covering
projection5 are two different fixed points of T .

We point out that condition (c) cannot be removed.
Indeed, we can defineA := {(x, y) : 2−2 < x2 + y2 < 22} and consider an
homeomorphismT : A −→ R

2 \ {(0,0)} whose lifting is given byT̃(ϑ, r ) =(
ϑ + 1 − r,

√
r 2 + 1

)
. It easily follows that̃T preserves the measurer dr dϑ and, con-

sequently,T preserves the measure dxdy. Moreover, the twist condition is satisfied,

beingg(ϑ, r ) = 1 − r positive onr = 1

2
and negative onr = 2. We also note that

it is not possible to extend the homeomorphism into the interior of the circle of ra-
dius 1/2 as an area-preserving homeomorphism, and hence (c) is not satisfied. Since

f (ϑ, r ) =
√

r 2 + 1 > r for everyr ∈
(

1

2
,2

)
, we can conclude that̃T has no fixed

points.

In [29], Rebelo obtained a proof for Jacobowitz and Ding versions of the Poincaré-
Birkhoff theorem directly from Theorem 7.
The W-Y Ding version of the theorem seems the most useful in terms of the applica-
tions. In 1998, Franks [18] proved a quite similar result using another approach. In
fact he considered an homeomorphismf from the open annulusA = S1 × (0,1) into
itself. He replaced the area-preserving condition with theweaker condition that every
point ofA is non-wandering underf . We recall that a pointx is non-wandering under
f if for every neighbourhoodU of x there is ann > 0 such thatf n(U) ∩ U 6= ∅.
Being f̃ , from the covering spacẽA = R × (0,1) onto itself, a lift of f , it is said
that there is a positively returning disk for̃f if there is an open diskU ⊂ Ã such that
f̃ (U) ∩ U = ∅ and f̃ n(U) ∩ (U + k) 6= ∅ for somen, k > 0. A negatively return-
ing disk is defined similarly, but withk < 0. We recall that byU + k it is denoted
the set{(x + k, t) : (x, t) ∈ U}. Franks generalized the twist condition on a closed
annulus assuming the existence of both a positive and a negative returning disk on the
open annulus, since this hypothesis holds if the twist condition is verified. Under these
generalized assumptions, Franks obtained the existence ofa fixed point (for the open
annulus). However, he observed that reducing to the case of the closed annulus, one
can conclude the existence of two fixed points.
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On the lines of Birkhoff [5], some mathematicians generalized the Poincaré-
Birkhoff theorem, replacing the area-preserving requirement by a more general topo-
logical condition. Among others, we quote Carter [8], who, as Birkhoff, considered an
homeomorphismg defined on an annulusA bounded by the unit circleT and a simple,
closed, star-shaped around the origin curveγ that lies in the exterior ofT . She also
supposed thatg(T) = T , g(γ ) is star-shaped around the origin and lies in the exterior
of T . Before stating her version of the Poincaré-Birkhoff theorem, we only remark that
a simple, closed curve inA is called essential if it separatesT from γ .

THEOREM 5. If g is a twist homeomorphism of the annulusA and if g has at most
one fixed point in the interior ofA, then there is an essential, simple, closed curve C in
the interior ofA which meets its image in at most one point.(If the curve C intersects
its image, the point of intersection must be the fixed point ofg in the interior ofA).

We point out that Theorem 2 can be seen as a consequence of Theorem 5 above.

Recently, in [24], Margheri, Rebelo and Zanolin proved a modified version of the
Poincaré-Birkhoff theorem generalizing the twist condition. They assumed that the
points of the external boundary circle rotate in one angulardirection, while only some
points of the inner boundary circle move in the opposite direction. The existence of
one fixed point is guaranteed. More precisely, they proved the following

THEOREM 6. Letψ : A −→ A be an area-preserving homeomorphism inA =
R × [0, R], R> 0 such that

ψ(ϑ, r ) = (ϑ1, r1),

with {
ϑ1 = ϑ + g(ϑ, r )

r1 = f (ϑ, r ) ,

where f and g are2π−periodic in the first variable and satisfy the conditions

• f (ϑ,0) = 0, f (ϑ, R) = R for everyϑ ∈ R (boundary invariance),

• g(ϑ, R) > 0 for everyϑ ∈ R and there isϑ such that g(ϑ,0) < 0 (modified
twist condition).

Then,ψ admits at least a fixed point in the interior ofA.

2. Proof of the classical version of the Poincaŕe-Birkhoff theorem

In this section we recall the proof of the classical version of the Poincaré-Birkhoff
theorem given by Brown and Neumann [6] and give the details ofthe proof of an
important remark (see Remark 3 below) made by Neumann in [27].
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THEOREM 7. Let us defineÃ = R × [r1, r2], 0 < r1 < r2. Moreover, let h :
Ã −→ Ã be an area-preserving homeomorphism satisfying

h(x, r2) = (x − s1(x), r2) ,

h(x, r1) = (x + s2(x), r1) ,

h(x + 2π, y) = h(x, y) + (2π,0),

for some2π−periodic positive continuous functions s1, s2. Then, h has two distinct
fixed points F1 and F2 which are not in the same periodic family, that is F1 − F2 is not
an integer multiple of(2π,0).

Note that Theorem 7 and Theorem 1 are the same. In fact, takinginto account
Remark 2, Theorem 7 corresponds to Theorem 1 choosingh = ψ̃ .

Before giving the proof of the theorem we give some useful preliminary definitions
and results.

We define the direction fromP to Q, setting D(P, Q) =
Q − P

‖Q − P‖
, wheneverP

and Q are distinct points ofR2. If we considerX ⊂ R
2, C a curve inX andh :

X −→ R
2 an homeomorphism with no fixed points, then we will denote byih(C) the

index ofC with respect toh. This index represents the total rotation that the direction
D(P,h(P)) performs asP moves alongC. In order to give a precise definition, we set
C : [a,b] −→ R

2 and define the mapC : [a,b] −→ S1 := {(x, y) ∈ R
2 : x2+ y2 =

1} by C(t) := D( C(t) , h(C(t)) ). If we denote byπ : R −→ S1 the covering map
π(r ) = (cosr, senr ), then we can lift the functionC into C̃ : [a,b] −→ R assuming
C = π ◦ C̃. Finally, we set

ih(C) = C̃(b) − C̃(a)

2π
,

which is well defined, since it is independent of the lifting.
This index satisfies the following properties:

1. For a one parameter continuous family of curvesC or homeomorphismsh, ih(C)
varies continuously with the parameter. (Homotopy lifting property).

2. If C runs from a pointA to a pointB, thenih(C) is congruent modulo 1 to1
2π

times the angle between the directions D(A,h(A)) and D(B,h(B)).

3. If C = C1C2 consists ofC1 andC2 laid end to end (i.e.C1 = C|[a,c] andC2 =
C|[c,b] with a < c < b), thenih(C) = ih(C1) + ih(C2). In particular,ih(−C) =
−ih(C).

4. ih(C) = ih−1(h(C)).

As a consequence of properties 1 and 2 we have that in order to calculate the index
we can make first an homotopy onC so long as we hold the endpoints fixed, this will
be very important in what follows.
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In the following it will be useful to consider an extension ofthe homeomorphism
h : Ã −→ Ã to all R2.

To this aim, we introduce the following notations:

H+ = {(x, y) ∈ R
2 : y ≥ r2} ,

H− = {(x, y) ∈ R
2 : y ≤ r1}

and consider the extension ofh (which we still denote byh)

h(x, y) :=





(x − s1(x), y) y ≥ r2

(x + s2(x), y) y ≤ r1

h(x, y) r1 < y < r2 .

The following lemma will be essential in order to prove the theorem.

LEMMA 1. Suppose that all the assumptions of Theorem7 are satisfied and that h
has at most one family of fixed points of the form(2kπ, r ∗) with r∗ ∈ (r1, r2). Then,
for any curveC running from H− to H+ and not passing through any fixed point of h,

(a) ih(C) ≡ 1

2
(mod 1),

(b) ih(C) is independent ofC.

Proof of the lemma.From Property 2 of the index, it is easy to deduce that part (a)is
verified.
Let us now consider two curvesCi (i = 1,2) running fromAi ∈ H− to Bi ∈ H+
and not passing through any fixed point ofh. Our aim consists in proving thatC1 and
C2 have the same index. Let us take a curveC3 from B1 to B2 in H+ and a curveC4
from A2 to A1 in H−. Being D(P,h(P)) constant inH+ and H−, we immediately
deduce thatih(C3) = ih(C4) = 0. Now, we can calculate the index of the closed curve
C ′ := C1 C3 (−C2) C4. In particular, from Property 3 we get

ih(C
′) = ih(C1)+ ih(C3)+ ih(−C2)+ ih(C4) = ih(C1)− ih(C2).

Hence, in order to prove (b), it remains to show that such an index is zero. To this
purpose, we give some further definitions. We denote by Fix(h) the fixed point set
of h and byπ1(R

2 \ Fix(h), A1) the fundamental group ofR2 \ Fix(h) in the base-
point A1. We recall that such a fundamental group is the set of all the loops (closed
curves defined on closed intervals and taking values inR

2 \ Fix(h)) based onA1, i.e.
whose initial and final points coincide withA1. The fundamental group is generated
by paths which start fromA1, run along a curveC0 to near a fixed point (if there are
any), loop around this fixed point and return by−C0 to A1. Hence, sinceC ′ belongs
to π1(R

2 \ Fix(h), A1), it is deformable into a composition of such paths. Thus, it
is sufficient to show thatih is zero for any path belonging to the set of generators of
the fundamental group. Sinceh has at most one family of fixed points of the form
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(2kπ, r ∗) with r ∗ ∈ (r1, r2), then a loop surrounding a single fixed point can be de-
formed into the loopD′ := D1D2 D3 D4, where
D1 covers [−π, π ] × {r0} with r0 < r1, moving horizontally fromÃ1 = (−π, r0) to
Ã2 = (π, r0);
D2 covers{π} × [r0, r3] with r3 > r2, moving vertically fromÃ2 to Ã3 = (π, r3);
D3 covers [−π, π ] × {r3}, moving horizontally fromÃ3 = (π, r3) to Ã4 = (−π, r3);
D4 covers{−π} × [r0, r3], moving vertically fromÃ4 to Ã1.
Roughly speaking,D′ is the boundary curve of a rectangle with vertices
(±π, r0), (±π, r3).
As D1 andD3 lie in H− and H+ respectively, their index is zero. Moreover, being
h(x, y) − (x,0) a 2π−periodic function in its first variable, it follows thatih(D4) =
−ih(D2). Thus, Property 3 of the index ensures thatih(D′) = 0. This completes the
proof.

Proof of Theorem 7.To prove the theorem, we will argue by contradiction. Assume
thath has at most one family of fixed pointsF = (ϑ∗, r ∗)+ k (2π,0), with k ∈ Z. It
is not restrictive to supposeϑ∗ = 0. Indeed, we can always reduce to this case with a
simple change of coordinates. In order to get the contradiction, we will construct two
curves, with different indices, satisfying the hypothesesof Lemma 1.

Now we define the set

W = {(x, y) ∈ R
2 : 2kπ +

π

2
≤ x ≤ 2kπ +

3

2
π , k ∈ Z} .

Since the fixed points ofh (if there are any) are of the form(2kπ, r ∗), we can conclude
thath has no fixed points in this region. Moreover, there existsε > 0 such that

(8) ε < ‖P − h(P)‖ ∀ P ∈ W.

Indeed, by the periodicity of(x,0)− h(x, y) in its first variable, it is sufficient to find
ε > 0 which satisfies the above inequality only for everyP ∈ W1 := {(x, y) : π

2 ≤
x ≤ 3

2π}. If we chooseε < minsi , for i ∈ {1,2} the inequality is satisfied on the sets
W1 ∩ H±. On the regionV := {(x, y) : π

2 ≤ x ≤ 3
2π , r1 ≤ y ≤ r2}, the function

‖Id − h‖ is continuous and positive, hence it has a minimum onV , which is positive
too.

Define the area-preserving homeomorphismT : R
2 −→ R

2 by

T(x, y) = (x, y +
ε

2
(| cosx| − cosx)) .

We point out that it moves only points ofW and‖T(P) − P‖ ≤ ε for everyP ∈ R
2.

Combining this fact with (8), we deduce thatT ◦ h (just like h) has no fixed points
in W. Furthermore, fixed points ofT ◦ h coincide with the ones ofh in R

2 \ W and,
consequently, inR2.

Let us introduce the following sets

D0 := H− \ (T ◦ h)−1 H− ,
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D1 := (T ◦ h) D0 = (T ◦ h) H− \ H− ,

Di := (T ◦ h)i D0 ∀ i ∈ Z .

y = r1
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Figure 1: Some of the setsDi

We immediately observe thatD0 ⊂ H−, while D1 ⊂ R
2\ H− = {(x, y) : y > r1}.

Since(T ◦ h)(R2 \ H−) ⊂ R
2 \ H−, we can easily conclude thatDi ⊂ R

2 \ H− for
everyi ≥ 1. Hence,Di ∩ D0 = ∅ for everyi ≥ 1. This implies thatDk ∩ D j = ∅
wheneverj 6= k. Since(T ◦ h)−1H− ⊂ H−, we also getDi ⊂ H− for everyi < 0.

Furthermore, asT , h and, consequently,(T ◦h) are area-preserving homeomorphisms,
every Di has the same area in the rolled-up planeR

2/ ((x, y) ≡ (x + 2π, y)) and its
value is 2ε. Thus, as the setsD j are disjoint and contained inR2 \ H− for every j ≥ 1,
they must exhaust̃A and hence intersectH+. In particular, there existsn > 0 such that
Dn ∩ H+ 6= ∅. SinceDn ⊂ (T ◦ h)nH−, we also obtain that(T ◦ h)nH− ∩ H+ 6= ∅.
For such ann > 0, we can consider a pointPn ∈ (T ◦ h)nH− ∩ H+ with maximal
y−coordinate. The pointPn is not unique, but it exists since, by periodicity, it is
sufficient to look at the compact region(T ◦ h)nH− ∩ {(x, y) : 0 ≤ x ≤ 2π , y ≥ r1}.
Let us define

Pi = (xi , yi ) := (T ◦ h)i−n Pn , i ∈ Z.

Clearly, Pn ∈ H+ and P0 = (T ◦ h)−n Pn ∈ H−. Moreover,Pi+1 = (T ◦ h) Pi for
every i ∈ Z. Hence, recalling that(T ◦ h) H+ ⊂ H+ and(T ◦ h)−1H− ⊂ H−, we
obtainPn+1 ∈ H+ andP−1 ∈ H−.

Let us denote byC0 the straight line segment fromP−1 to P0 and let

Ci = (T ◦ h)i C0 , i ∈ Z.

In particular, the curveCi runs fromPi−1 to Pi . Furthermore, let us define the curve
C := C0 C1 . . . Cn−1 Cn. Thus,(T ◦ h)(C) = C1 C2 . . . Cn Cn+1.

We have constructed a curveC running fromH− to H+. Now, we will show that it does
not pass through any fixed point ofh and we will calculate its index. First, we need to
list and prove some properties that this curve satisfies.

1. The curveC Cn+1 = C0 . . . Cn+1 has no double points;

2. No point ofC has largery−coordinate thanPn+1;

3. No point of(T ◦ h)(C) has smallery−coordinate thanP−1.
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In order to prove Property 1, we first observe that asC0 has no double points andT ◦ h
is a homeomorphism, each curveCi has no double points. Hence, we only need to
show thatCi ∩C j = ∅ for everyi 6= j , exception made for the common endpoint when
|i − j | = 1. We initially prove that this is true wheni and j are both negative. We recall
that the functionsf := (Id + s2) : R −→ R and f −1 are strictly monotone, being
both continuous and bijective. From the positiveness ofs2, it immediately follows
that both functions are strictly increasing. Moreover,f −1(x0) ≤ x ≤ x0, whenever
(x, y) ∈ C0. Thus, sinceC0 ⊂ H− and sincef −1 is an increasing function, it turns out
that f −2(x0) ≤ x ≤ f −1(x0), whenever(x, y) ∈ C−1 = h−1(T−1(C0)). In general,
we have

Ci ⊂ {(x, y) : f i−1(x0) ≤ x ≤ f i (x0)} ∀ i < 0

andCi intersects the boundaries of this strip only in its endpoints (because this is true
for C0 and f −1 is strictly increasing). Thus,Cl andCs intersect at most in a endpoint,
if we choosel ands negative. In general, if we takeCi andC j with i 6= j , then there
existsk < 0 such that(T ◦ h)k transforms such curves in two curvesCl andCs with l
ands both negative. Finally, the previous step guarantees thatCs ∩Cl and henceCi ∩C j

are empty, if we exclude the intersection in the common endpoint.

Property 2 is easily proved. In fact, it is immediate to show thatC ⊂ (T ◦ h)n H−.
Thus, from the maximal choice involving they−coordinate ofPn, we can conclude
that for every(x, y) ∈ C, we obtainy ≤ yn. Moreover, sincePn ∈ H+ and Pn+1 =
(T ◦ h)Pn, we can conclude thatyn ≤ yn+1. This completes the proof of Property 2.

With respect to Property 3, we remark that if we takey ≥ y−1 and if we define
(x′, y′) := (T ◦ h)(x, y), then y′ ≥ y−1. This is a consequence of the fact that
P−1 ∈ H−. Moreover,y0 ≥ y−1 and henceC0 ⊂ {(x, y) : y ≥ y−1}. Thus, for
every(x, y) ∈ C1 = (T ◦ h) C0, we gety ≥ y−1. By induction, Property 3 follows.

Property 1 guarantees thatC does not pass through any fixed point ofT ◦ h and,
consequently, ofh.
We are interested in calculating the index ofC. More precisely, we will show that its
value is exactly1

2. First, we will calculatei (T◦h)(C).

The curveC runs fromP−1 to Pn. Thus, recalling that(T ◦ h) (P−1) = P0 and(T ◦
h) (Pn) = Pn+1, let us consider the angleϑ between D(P−1, P0) and D(Pn, Pn+1).
Since, by construction,

P0 = (x0, y0) = (x−1 + s2(x−1), y−1 + δ2) , 0 ≤ δ2 ≤ ε,

Pn+1 = (xn+1, yn+1) = (xn − s1(xn), yn + δ1) , 0 ≤ δ1 ≤ ε,

then we can write the explicit expression ofϑ

ϑ = π −
(

arctg

(
δ1

s1(xn)

)
+ arctg

(
δ2

s2(x−1)

))
.

By Property 2 of the index, we can conclude that

i (T◦h)(C) = ϑ

2π
(mod 1)

=
1

2
−

1

2π

(
arctg

(
δ1

s1(xn)

)
+ arctg

(
δ2

s2(x−1)

))
(mod 1) .



246 F. Dalbono - C. Rebelo

From the choice ofε, we get 0≤ δi ≤ ε < minsi for i ∈ {1,2}. This implies that

both arctg
(

δ1
s1(xn)

)
and arctg

(
δ2

s2(x−1)

)
belong to the interval [0, π4 [. Consequently,

1

4
<

ϑ

2π
≤

1

2
.

Our aim now consists in proving that we can cut mod 1 in the previous formula for
i (T◦h)(C). For this purpose, we will construct a suitable homotopy.

Let P : [−1,0] −→ R
2 be a parametrization ofC0. SettingP(t +1) := (T ◦h)(P(t))

for t ∈ [−1,n], we extend the given parametrization ofC0 into a parametrization
P : [−1,n + 1] −→ R

2 of C Cn+1. Clearly, if we restrictP to the interval [−1,n],
we obtain a parametrization ofC. Moreover, it is immediate to see thatP(i ) = Pi for
every integeri ∈ {−1,0, . . . ,n + 1}. In order to calculatei (T◦h)(C), by definition, we
will consider the mapP : [−1,n] −→ S1 given by

P(t) := D( P(t) , (T ◦ h)(P(t)) ) = D(P(t), P(t + 1)) .

Let us define nowP0 : [−1,2n + 1] −→ S1, setting

(9) P0 =
{

P(t) −1 ≤ t ≤ n

P(n) n ≤ t ≤ 2n + 1.

Of course, in order to evaluate the index we can useP0 instead ofP.

Now, we are in position to write the required homotopy. We will introduce a family
of mapsPλ : [−1,2n + 1] −→ S1, with 0 ≤ λ ≤ n + 2. We will define this family
treating separately the cases 0≤ λ ≤ n + 1 andn + 1 ≤ λ ≤ n + 2.

We develop the first case. The homotopy that we will exhibit will carry the initial map
P0, which deals with the rotation of D(P, (T ◦ h)(P)) as P moves alongC, into the
mapPn+1 defined by

(10) Pn+1(t) =
{

D (P(−1), P(t + 1)) −1 ≤ t ≤ n

D (P(t − n − 1), P(n + 1)) n ≤ t ≤ 2n + 1.

This map corresponds to a rotation obtained if we initially move (T ◦ h)(P) along
(T ◦ h)(C) from (T ◦ h)(P−1) = P0 to Pn+1, holdingP−1 fixed, and then we moveP
alongC from P−1 to Pn, holdingPn+1 fixed.

More precisely, when 0≤ λ ≤ n + 1, we set

Pλ(t) =





D (P(−1), P(t + 1)) −1 ≤ t ≤ λ− 1

D (P(t − λ), P(t + 1)) λ− 1 ≤ t ≤ n

D (P(t − λ), P(n + 1)) n ≤ t ≤ n + λ

D (P(n), P(n + 1)) n + λ ≤ t ≤ 2n + 1.

Clearly, the above definition ofPλ in the caseλ = 0 andλ = n + 1 is compatible
with (9) and (10), respectively. Furthermore, we note thatPλ(t) is always of the form
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D (P(t0), P(t1)) with −1 ≤ t0 < t1 ≤ n + 1. By Property 1 ofC, we deduce that
P(t0) 6= P(t1), hencePλ is well defined for every 0≤ λ ≤ n + 1.

We consider now the second case:n + 1 ≤ λ ≤ n + 2. The homotopy we will
exhibit will carry the mapPn+1 into the mapPn+2 defined by

(11) Pn+2(t) =
{

D (P(−1), P ′(t + 1)) −1 ≤ t ≤ n

D (P ′′(t − n − 1), P(n + 1)) n ≤ t ≤ 2n + 1,

where byP ′ : [0,n + 1] −→ R
2 and P ′′ : [−1,n] −→ R

2 we denote the straight
line segments fromP(0) to P(n + 1) and fromP(−1) to P(n), respectively.

The mapPn+2 corresponds to a rotation obtained if we initially move(T ◦h)(P) along
the straight line segmentP ′ from P0 to Pn+1, holdingP−1 fixed, and then if we move
P along the straight line segmentP ′′ from P−1 to Pn, holdingPn+1 fixed.

More precisely, for every 0≤ µ ≤ 1, we define

Pn+1+µ(t) =





D (P(−1) , (1 − µ) P(t + 1) + µ P ′(t + 1))
−1 ≤ t ≤ n

D((1 − µ)P(t − n − 1)+ µP ′′(t − n − 1), P(n + 1))
n ≤ t ≤ 2n + 1.

Clearly, the above definition ofPn+1+µ in the caseµ = 0 andµ = 1 is compatible
with (10) and (11), respectively.

Moreover, the homotopy is well defined. To prove this, we willshow first thatP(−1)
is never equal toQ := (1 − µ)P(t + 1) + µP ′(t + 1) for any t ∈ [−1,n]. Indeed,
by Property 3 ofC, we deduce thatQ has largery−coordinate thanP(−1), except
possibly whent = −1 orµ = 0. However, in both these casesQ = P(t + 1) for some
t ∈ [−1,n]. Since in this intervalt + 1 ≥ 0 > −1, then Property 1 ofC guarantees
that P(t + 1) 6= P(−1). Hence,P(−1) 6= Q.

Analogously, by applying Property 2 and Property 1 ofC, we can conclude that
(1 − µ)P(t − n − 1) + µP ′′(t − n − 1) 6= P(n + 1). Thus, the homotopy is well
defined.

In particular,Pn+2 defined in the interval [−1,2n+ 1] describes an increase in the
angle which corresponds exactly toϑ , calculated above. Thus as a consequence of the
homotopy property, we conclude that

i (T◦h)(C) = ϑ

2π
= 1

2
− 1

2π

(
arctg

(
δ1

s1(xn)

)
+ arctg

(
δ2

s2(x−1)

))
.

From the previous calculations, we get

1

4
< i (T◦h)(C) ≤ 1

2
.

Our aim consists now in proving thatih(C) = 1
2.

To this end, we define for everys ∈ [0,1] the mapTs : R
2 −→ R

2, setting

Ts(x, y) =
(

x , y +
(sε

2

)
( | cosx| − cosx)

)
.
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In particular,T0 = Id andT1 = T . Arguing as before, we can easily see that

(12) i (Ts◦h)(C) = 1

2
− 1

2π

(
arctg

(
sδ1

s1(xn)

)
+ arctg

(
sδ2

s2(x−1)

))
(mod 1) .

Since this congruence becomes an equality in the cases = 1, by the continuity of
the index we infer that also the congruence in (12) is an equality for everys ∈ [0,1].
Hence, whens = 0 we can conclude that

(13) ih(C) = 1

2
.

In order to get the contradiction with Lemma 1, we need to construct another curve
C ′ running fromH− to H+, having index different from1

2. To this aim, we can repeat
the whole argument replacingh with h−1. Now everything works as before except the
fact that the directions along which the two boundaries ofÃ move underh and under

h−1 are opposite. In such a way, we find a curveĈ from H− to H+ with ih−1( Ĉ ) = −1

2
.

Let us defineC ′ := h−1 ◦ Ĉ : H− −→ H+. By Property 4 of the index, we finally
infer

ih
(
C ′) = ih−1

(
h
(
C ′)) = ih−1( Ĉ ) = −1

2
.

If we compare the above equality with the equality in (13), weget the desired contra-
diction with Lemma 1.

As a consequence of the above proof, Neumann in [27] providesthe following
useful remark

REMARK 3. If h satisfies all the assumptions of Theorem 7 and it has a finite
number of families of fixed points(finite number of fixed points in [0,2π ] × [r1, r2] ),
then there exist fixed points with positive and negative indices.

We recall that the definition of index of a fixed point coincides with ih(α) for a
small circleα surrounding the fixed point when it has a positive (counter-clockwise)
direction. Given a fixed pointF , we will denote byind(F) its index.

Proof. Let us denote byFi (i = 1,2, . . . , k) the distinct fixed points in [0,2π ] ×
(r1, r2), belonging to different periodic families. Theorem 7 guarantees thatk ≥ 2.
It is not restrictive to assume thatFi ∈ (0,2π) × (r1, r2) since we suppose that the
number of families of fixed points is finite. As in the proof of Theorem 7, we extend
the homeomorphismh to an homeomorphism in the wholeR2, and we still denote it
by h.
If we fix r0 < r1, arguing as in the proof of Lemma 1, we can construct a loopD′ :=
D1 D2D3 D4 ∈ π1(R

2 \ Fix(h), (0, r0)), where
D1 covers [0,2π ] × {r0}, moving horizontally from(0, r0) to (2π, r0);
D2 covers{2π} × [r0, r3] with r3 > r2, moving vertically from(2π, r0) to (2π, r3);
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D3 covers [0,2π ] × {r3}, moving horizontally from(2π, r3) to (0, r3);
D4 covers{0} × [r0, r3], moving vertically from(0, r3) to (0, r0).
In particular,D′ moves with a positive orientation and, by construction, theonly fixed
points ofh it surrounds are exactly the fixed pointsFi , i ∈ {1, . . . , k}. We note that
ih(D1) = ih(D3) = 0, since the curvesD1 andD3 respectively lie inH− and H+
and D(P,h(P)) is constant in these regions. Furthermore, beingh(x, y) − (x,0) a
2π−periodic function in its first variable, it follows thatih(D4) = −ih(D2). Thus,
Property 3 of the index guarantees thatD′ has index zero.

We recall that the fundamental groupπ1(R
2 \ Fix(h), (0, r0)) is generated by paths

which start from(0, r0), run along a curveC0 to near a fixed point, loop around this
fixed point and return by−C0 to (0, r0). It is possible to show that the generating
paths, whose composition is deformable into the closed curve D′, surround only the
inner fixed pointsFi . Consequently, the following equality holds

(14) 0 = ih(D
′) =

k∑

j =1

ind(F j ) .

This means that the sum of the fixed point indices is zero. We remark that such a result
could have been directly obtained from the Lefschetz fixed point theorem.

Next step consists in constructing two curves with oppositeindices, running from
H− to H+ and not passing through any fixed point ofh.

Since the number of fixed points in [0,2π ] × [r1, r2] is finite, it is possible to
consider a non-empty vertical strip̂W = [α, β] × R, for someα, β ∈ (0,2π), which
does not contain anyFi . Let us extend 2π−periodicallyŴ into the set

⋃

m∈Z

(
Ŵ + (2mπ,0)

)
:= {(x, y) ∈ R

2 : 2mπ + α ≤ x ≤ 2mπ + β, m ∈ Z},

that we still denote bŷW.

Arguing as in the proof of Theorem 7, we can find a positive constantε < min si

for everyi ∈ {1,2}, satisfyingε < ‖P−h(P)‖ for everyP ∈ Ŵ. Let us now introduce
the area-preserving homeomorphism̂T : R

2 −→ R
2 by setting

T̂|[0,2π ]×R(x, y) :=




(x, y + ε cos

(
π

2(β−α) (2x − β − α)
)

for x ∈ [α, β]

(x, y) otherwise.

Fixed points of̂T ◦ h coincide with the ones ofh in R
2. If we proceed exactly as in

the proof of Theorem 7, considering the homeomorphismT̂ instead ofT and the set̂W
instead ofW, we are able to construct a curveC of index 1

2, which runs fromP−1 ∈ H−
to Pn ∈ H+ and does not pass through any fixed point ofh. Analogously, we can find
another curveC ′ of index−1

2 running fromP ′
−1 ∈ H− to P ′

n ∈ H+.

Let us consider now the closed curveF := C B (−C ′)B ′, whereB is the straight
line segment fromPn to P ′

n ; while B ′ is the straight line segment fromP ′
−1 to P−1. In
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particular,B lies in H+ and connects the curveC to the curve−C ′; whileB ′ lies in H−
and connects the curve−C ′ to the curveC.

Since, by construction,B andB ′ have index equal to zero, we infer from Property
2 of the index that

ih(F) = ih(C) − ih(C
′) = 1

2
−
(

−1

2

)
= 1 .

Moreover, the loopF belongs to the fundamental groupπ1(R
2 \ Fix(h), P−1) and

surrounds a finite number of fixed points. Each of them is of theform Fi +m(2π,0) for
somei ∈ {1,2 . . . , k} and some integerm ∈ Z. Sinceind(Fi + m(2π,0)) = ind(Fi )

for everym ∈ Z, we can deduce that

(15) 1 = ih(F) =
k∑

j =1

ν(F , F j ) ind(F j ) ,

where the integerν(F , F j ) coincides with the sum of all the signs corresponding to
the directions of every loop in whichF can be deformed in a neighbourhood of every
point of the formF j +m(2π,0) surrounded byF . From (15), we infer that there exists
j ∗ ∈ {1,2 . . . , k} such thatν(F , F j ∗) ind(F j ∗) > 0 and, consequently,ind(F j ∗) 6= 0.

Hence, recalling that the sum of the fixed point indices is zero (cf. (14)), we can
conclude the existence of at least a fixed point with positiveindex and a fixed point
with negative one. This completes the proof.

3. Applications of the Poincaŕe-Birkhoff theorem

In this section we are interested in the applications of the Poincaré-Birkhoff fixed point
theorem to the study of the existence and multiplicity ofT-periodic solutions of Hamil-
tonian systems, that is systems of the form

(16)





x′ = ∂H
∂y (t, x, y)

y′ = − ∂H
∂x (t, x, y)

whereH : R × R
2 −→ R is a continuous scalar function that we assumeT−periodic

in t andC2 in z = (x, y).
Under these conditions uniqueness of Cauchy problems associated to system (16) is
guaranteed. Hence for eachz0 = (x0, y0) ∈ R

2 andt0 ∈ R there is a unique solution
(x(t), y(t)) of system (16) such that

(17) (x(t0), y(t0)) = (x0, y0) := z0.

In the following we will denote such a solution by

z(t; t0, z0) := (x(t; t0, z0), y(t; t0, z0)) := (x(t; t0, (x0, y0)), y(t; t0, (x0, y0))).
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For simplicity we setz(t; z0) := (x(t; z0), y(t; z0)) := (x(t; 0, z0), y(t; 0, z0)). If
we suppose thatH satisfies further conditions which imply global existence of the
solutions of Cauchy problems, then the Poincaré operator

τ : z0 = (x0, y0) → (x(T; (x0, y0)), y(T; (x0, y0)))

is well defined inR
2 and it is continuous. Also fixed points of the Poincaré operator

are initial conditions of periodic solutions of system (16)and as a consequence of the
Liouville theorem, the Poincaré operator is an area-preserving map. Hence it is natural
to try to apply the Poincaré-Birkhoff fixed point theorem inorder to prove the existence
of periodic solutions of the Hamiltonian systems.

Before giving a version of the Poincaré-Birkhoff fixed point theorem useful for the
applications, we previously introduce some notation.
Let z : [0, T ] → R

2 be a continuous function satisfyingz(t) 6= (0,0) for every
t ∈ [0, T ] and (ϑ(·), r (·)) a lifting of z(·) to the polar coordinate system. We define
the rotation number ofz, and denote it by Rot(z) as

Rot(z) := ϑ(T) − ϑ(0)

2π
.

Note that Rot(z) counts the counter-clockwise turns described by the vector
−−−→
0z(s)

ass moves in the interval [0, T ]. In what follows, we will use the notation Rot(z0) to
indicate Rot(z(·; z0)).

From the Poincaré-Birkhoff Theorem 4, we can obtain the following multiplicity
result.

THEOREM8 ([29]). LetA ⊂ R
2\{(0,0)} be an annular region surrounding(0,0)

and let C1 and C2 be its inner and outer boundaries, respectively. Assume that C1 is
strictly star-shaped with respect to(0,0) and that z(·; t0, z0) is defined in[t0, T ] for
every z0 ∈ C2 and t0 ∈ [0, T ]. Suppose that

i) z(t; t0, z0) 6= (0,0) ∀ t0 ∈ [0, T [ , ∀ z0 ∈ C1 , ∀ t ∈ [t0, T ];

ii) there exist m1, m2 ∈ Z with m1 ≥ m2 such that

Rot(z0) > m1 ∀ z0 ∈ C1,

Rot(z0) < m2 ∀ z0 ∈ C2.

Then, for each integer l with l∈ [m2,m1], there are two fixed points of the Poincaré
map which correspond to two periodic solutions of the Hamiltonian system having l as
T−rotation number.

Sketch of the proof.The idea of the proof consists in applying Theorem 4 to the area-
preserving Poincaré mapτ : z0 −→ z(T; z0), considering different liftings of it. For
each integerl with m2 ≤ l ≤ m1, it is possible to consider the liftings

τ̃l (ϑ, r ) := (ϑ + 2π(Rot5(ϑ, r ) − l ) , ‖ τ (5(ϑ, r )) ‖ ) .
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Sincez(t; z0) 6= (0,0) for everyt ∈ [0, T ] and for everyz0 ∈ A, the liftings are well
defined. We note that as a consequence of i),(0,0) belongs to the image of the interior
of C1 and also that

Rot(z0) − l ≥ Rot(z0) − m1 > 0 ∀ z0 ∈ C1,

Rot(z0) − l ≤ Rot(z0) − m2 < 0 ∀ z0 ∈ C2.

Hence we can easily conclude that assumptions (a) and (b) in Theorem 4 are satisfied.
Moreover it is easy to show that also assumption (c) is verified. Hence, from Theorem
4 we infer the existence of at least two fixed points(ϑ i

l , r
i
l ), i = 1,2, of τ̃l whose

imageszi
l under the projection5 are two different fixed points ofτ . Since(ϑ i

l , r
i
l ) are

fixed points of̃τl , we get that Rot(zi
l ) = l for everyi ∈ {1,2}. We can finally conclude

thatz(·; z1
l ) andz(·; z2

l ) are the searchedT−periodic solutions.

There are many examples in the literature of the applicationof the Poincaré-
Birkhoff theorem in order to study the existence and multiplicity of T−periodic so-
lutions of the equation

(18) x′′ + f (t, x) = 0 ,

with f : R
2 −→ R continuous andT-periodic in t . Note that if we consider the

system

(19)

{
x′(t) = y(t)

y′(t) = − f (t, x(t)),

this system is a particular case of system (16) and its solutions give rise to solutions of
equation (18). Hence we can consider equation (18) as a particular case of an Hamil-
tonian system and everything we mentioned above holds for the case of this equation.

Among the mathematicians who studied existence and multiplicity of periodic so-
lutions for equation (18) via the Poincaré-Birkhoff theorem, we quote Jacobowitz [22],
Hartman [20], Butler [7]. We remark that in order to reach theresults, in all of these
papers the authors assumed the validity of the conditionf (t,0) ≡ 0.

With respect to the particular case of the nonlinear Duffing’s equation

x′′ + g(x) = p(t),

we mention the papers [15], [11], [13], [12], [17], [32], in which the Poincaré-Birkhoff
theorem was applied in order to prove the existence of periodic solutions with pre-
scribed nodal properties. Among the applications of the Poincaré-Birkhoff theorem to
the analysis of periodic solutions to nonautonomous secondorder scalar differential
equations depending on a real parameters, we refer to the paper [10] by Del Pino,
Manásevich and Murua, which studies the following equation

x′′ + g(x) = s(1 + h(t))
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and also the paper [30] by Rebelo and Zanolin, which deals with the equation

x′′ + g(x) = s + w(t, x).

Finally, we quote Hausrath, Manásevich [21] and Ding, Zanolin [14] for the treatment
of periodically perturbed Lotka-Volterra systems of type

{
x′ = x (a(t) − b(t) y)

y ′ = y (−d(t) + c(t) x).

We describe now recent results obtained in [24] in which a modified version of
the Poincaré-Birkhoff fixed point theorem is obtained and applied, together with the
classical one, in order to obtain existence and multiplicity of periodic solutions for
Hamiltonian systems. In their paper the authors study system (16) assuming thatz =
0 is an equilibrium point, i.e.H ′

z(t,0) ≡ 0, and that it is an asymptotically linear
Hamiltonian system. This implies that it admits linearizations at zero and infinity. More
precisely, asH ′

z(t,0) ≡ 0, if we consider the continuous andT−periodic function with
range in the space of symmetric matrices given byt → B0(t) := H ′′

z (t,0), t ∈ R, we
have

J H ′
z(t, z) = J B0(t) z + o(‖z‖), when z → 0.

Moreover, by definiton of asymptotically linear system, there exists a continuous,
T−periodic functionB∞(·) such thatB∞(t) is a symmetric matrix for eacht ∈ R,
satisfying

J H ′
z(t, z) = J B∞(t) z + o(‖z‖), when ‖z‖ → ∞.

We remark that system (16) can be equivalently written in thefollowing way

(20) z′ = J H ′
z(t, z) , z = (x, y) , J =

(
0 1

−1 0

)
.

Before going on with the description of the results obtainedin [24], we recall some
results present in the literature dealing with the study of asymptotically linear Hamil-
tonian systems.
In [2] and [3], Amann and Zehnder considered asymptoticallylinear systems inR2N

of the form of system (20) with

sup
t∈[0,T], z∈R2N

‖H ′′
z (t, z)‖ < +∞

and which admit autonomous linearizations at zero and at infinity

z′ = J B0 z , z′ = J B∞ z ,

respectively. In these papers an indexi depending onB0 andB∞ was introduced and
the existence of at least one nontrivialT−periodic solution combining nonresonance
conditions at infinity with the sign assumptioni > 0 was achieved. The authors also
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remarked that in the planar caseN = 1 the conditioni > 0 corresponds to the twist
condition in the Poincaré-Birkhoff theorem.

Some years later, Conley and Zehnder studied in [9] Hamiltonian systems with
bounded Hessian, considering the general case in which the linearized systems at zero
and at infinity

z′ = J B0(t)z and z′ = J B∞(t)z

can be nonautonomous. The authors assumed nonresonance conditions for the lin-
earized systems at zero and at infinity. Hence, after definingthe Maslov indices associ-
ated to the above linearizations at zero and infinity, denoted respectively byi 0

T andi ∞T ,
they proved the following result.

THEOREM 9. If i 0
T 6= i ∞T , then there exists a nontrivial T−periodic solution of

z′ = J H ′
z(t, z). If this solution is nondegenerate, then there exists another T−periodic

solution.

Note that in this last theorem the existence of more than two solutions is not guar-
anteed, even if|i 0

T − i ∞T | is large. This is in contrast with the fact that in the paper [9]
and for the caseN = 1 the authors mention that the Maslov index is a measure of the
twist of the flow. In fact, if this is the case, a large|i 0

T − i ∞T | should imply large gaps
between the twists of the flow at the origin and at infinity. Hence, the Poincaré-Birkhoff
theorem would provide the existence of a large number of periodic solutions.

The main goal in [24] consists in clarifying the relation betweeni 0
T , i ∞T and the

twist condition in the Poincaré-Birkhoff theorem, whenN = 1, obtaining multiplicity
results in the case when|i 0

T − i ∞T | is large.

Now we give a glint of the notion of Maslov index in the plane. We will follow [1]
(see also [19]).
Let us consider the following planar Cauchy problem

(21)

{
z′ = J B(t)z

z(0) = w,

whereB(t) is a T-periodic continuous path of symmetric matrices. The matrix 9(t)
is called the fundamental matrix of the system (21) if it satisfies9(t) w = z(t;w).
Clearly,9(0) = Id. Moreover, it is well known that asB(t) is symmetric, the funda-
mental matrix9(t) is asymplectic matrixfor eacht ∈ [0, T ]. We recall that a matrix
A of order two is symplectic if it verifies

(22) AT J A = J,

where J is as in (20). Since we are working in a planar setting, condition (22) is
equivalent to

det A = 1 ,

from which it follows immediately that the symplectic 2× 2 matrices form a group,
usually denoted bySp(1).
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We will show that, under a nonresonance condition on (21), itis possible to associate
to the patht → 9(t) of symplectic matrices with9(0) = Id an integer, theT−Maslov
indexiT (9).
The systemz′ = J B(t)z is said to beT−nonresonantif the only T-periodic solution
it admits is the trivial one or, equivalently, if

det(Id − 9(T)) 6= 0 ,

where9 is the fundamental matrix of (21).

Before introducing the Maslov indices, we need to recall some properties ofSp(1).
If we takeA ∈ Sp(1), thenA can be uniquely decomposed as

A = P · O ,

where P ∈ {P̃ ∈ Sp(1) : P̃ is symmetric and positive definite} ≈ R
2 and O is

symplectic and orthogonal. In particular,O belongs to the group of the rotations
SO(2) ≈ S1. Thus we can conclude that

Sp(1) ≈ R
2 × S1 ≈ {z ∈ R

2 : |z| < 1} × S1 = the interior of a torus.

Hence, as [0,1) × R × R is a covering space of the interior of the torus, we can
parametrizeSp(1) with (r, σ, ϑ) ∈ [0,1)× R × R. In [1] a parametrization

8 : [0,1)× R × R −→ Sp(1)

(r, σ, ϑ) → 8(r, σ, ϑ) = P(r, σ ) R(ϑ)

is given, whereϑ is the angular coordinate onS1 and (r, σ ) are polar coordinates
in {z ∈ R

2 : |z| < 1}. In such a parametrization, for eachk ∈ Z andσ ∈ R,
8(0, σ,2kπ) = Id and8(0, σ,2(k+1)π) = −Id (for the details see [1]). The follow-
ing sets are essential in order to define theT−Maslov index:

0+ : = {A ∈ Sp(1) : det(Id − A) > 0}
= 8{(r, σ, ϑ) : r < sin2 ϑ and |ϑ| < π

2
or |ϑ| ≥ π

2
} ,

0− := {A ∈ Sp(1) : det(Id−A) < 0} = 8{(r, σ, ϑ) : r > sin2ϑ and |ϑ| < π

2
} ,

00 := {A ∈ Sp(1) : det(Id− A) = 0} = 8{(r, σ, ϑ) : r = sin2ϑ and |ϑ| < π

2
} .

The set00 is called the resonant surface and it looks like a two-hornedsurface with a
singularity at the identity.

Now we are in position to associate to each patht → 9(t) defined from [0, T ] to
Sp(1), satisfying9(0) = Id and9(T) 6∈ 00 an integer which will be called the Maslov
index of9. To this aim we extend such a patht → 9(t) ∈ Sp(1) in [T, T +1], without
intersecting00 and in such a way that

• 9(T + 1) = −Id, if 9(T) ∈ 0+ ,
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• 9(T + 1) is a standard matrix withϑ = 0, if 9(T) ∈ 0− .

We define theT -Maslov index iT (9) as the (integer) number of half turns of9(t) in
Sp(1), ast moves in [0, T +1], counting each half turn±1 according to its orientation.

In order to compare Theorem 8 with Theorem 9 it is necessary tofind a character-
ization of the Maslov indices in terms of the rotation numbers. To this aim, in [24] a
lemma which provides a relation between theT−Maslov index of system

(23) z′ = J B(t)z

and the rotation numbers associated to the solutions of (23)was given.

LEMMA 2. Let9 be the fundamental matrix of system(23) and let iT andψ be,
respectively, its T -Maslov index and the Poincaré map defined by

ψ : w → 9(T)w .

Consider the T−rotation numberRotw(T) associated to the solution of(23) satisfying
z(0) = w ∈ S1. Then,
a) iT = 2`+ 1 with ` ∈ Z if and only if

deg(Id − ψ, B(1),0) = 1 and` < min
w∈S1

Rotw(T) ≤ max
w∈S1

Rotw(T) < ` + 1;

b) iT = 2` with ` ∈ Z if and only if

deg(Id − ψ, B(1),0) = −1 and`− 1

2
< min
w∈S1

Rotw(T) ≤ max
w∈S1

Rotw(T) < `+ 1

2
;

moreover, in this case there arew1,w2 ∈ S1 such that

Rotw1(T) < ` < Rotw2(T) .

In the statement of Lemma 2 theT−rotation number Rotw(T) associated to the
solution of (23) with z(0) = w ∈ S1 was considered. We observe that from the
linearity of system(23) it follows that Rotw(T) = Rotλw(T) for everyλ > 0.
Now, we are in position to make a first comparison between Theorem 8 and Theorem
9.
Let us consider the second order scalar equation

(24) x′′ + q(t, x)x = 0 ,

where the continuous functionq : R × R −→ R is T−periodic in its first variablet
and it satisfies

(25) q(t,0) ≡ q0 ∈ R and lim
|x|→+∞

q(t, x) = q∞ ∈ R,
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uniformly with respect tot ∈ [0, T ]. Hence, the linearizations of (24) at zero and
infinity are respectivelyx′′ + q0x = 0 andx′′ + q∞x = 0. We observe that equation
(24) can be equivalently written in the following form

(
x′

y′

)
=
(

y

−q(t, x)x

)
= J

(
q(t, x)x

y

)
.

Analogously, the corresponding linearizations at zero andinfinity are given respec-
tively by

z′ = J

(
q0 0

0 1

)
z =

(
0 1

−q0 0

)
z

and

z′ = J

(
q∞ 0

0 1

)
z =

(
0 1

−q∞ 0

)
z.

If we chooseq0 = −1
2 andq∞ = 5, we can easily deduce that there existsr0 > 0

such that Rotw(T) ∈ (−1
2,

1
2) for every‖w‖ = r0 and there existsR0 > r0 such

that Rotw(T) ∈ (−3,−2) for every‖w‖ = R0. Hence applying Theorem 8 we can
guarantee the existence of four nontrivialT-periodic solutions to equation (24). On the
other hand, sincei 0

T = 0 andi ∞T = −5, Theorem 9 ensures the existence of at least
one periodic solution.

We recall that, even if the gap betweenq0 andq∞ is large, Theorem 9 guarantees
only the existence of at least one solution (or at least two solutions if the first one is
nondegenerate) while it is quite clear that the number of nontrivial periodic solutions
we can find by applying Theorem 8 depends on the gap betweenq0 andq∞.

On the other hand, there are particular situations in which Theorem 9 can be ap-
plied, while Theorem 8 cannot, because the twist condition is not satisfied.

For instance, let us setq0 = −1
2 andq∞ = 1

2. The corresponding indices are
different, sincei 0

T = 0, as before, andi ∞T = −1. Hence, from Theorem 9, we know
that there exists a periodic solution of (24). As far as the rotation numbers are con-
cerned, one can prove the existence ofR0 > r0 such that Rotw(T) ∈ (−1,0) for every
‖w‖ = R0; while, from Lemma 2, there existw1, w2 ∈ R

2 with ‖wi ‖ = r0 (i = 1,2)
such that−1

2 < Rotw1(T) < 0 < Rotw2(T) <
1
2. Consequently, the twist condition

is not verified and Theorem 8 is not applicable. In [24] the authors tried to sharpen
the results obtained via the Poincaré-Birkhoff theorem inorder to obtain periodic so-
lutions in cases like this one. For this purpose, they developed a suitable version of the
Poincaré-Birkhoff theorem. Before describing this result we can obtain a first result of
multiplicity of T-periodic solutions for system (16) which is a consequence of Lemma
2 and of Theorem 8.

We will use the notation: for eachs ∈ R, we denote bybsc the integer part ofs,
while we denote bydse the smallest integer larger than or equal tos.

COROLLARY 1. Assume that z′ = J H ′
z(t, z) is asymptotic at infinity and at zero to

the T−periodic and T−nonresonant linear systems z′ = J B∞(t)z and z′ = J B0(t)z,
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respectively. Let i∞T and i0T be the corresponding T−Maslov indices. If i0T 6= i ∞T then
the Hamiltonian system admits at least

• |i ∞T − i 0
T | nontrivial T−periodic solutions if i0T and i∞T are odd;

• |i ∞T − i 0
T | − 2 nontrivial T−periodic solutions if i0T and i∞T are even;

• 2

⌊
|i ∞T − i 0

T |
2

⌋
nontrivial T−periodic solutions otherwise.

REMARK 4. If i 0
T andi ∞T are either consecutive integers or consecutive even inte-

gers, the previous corollary does not guarantee the existence ofT−periodic solutions.
Indeed in these cases the twist condition in Theorem 8 is not satisfied.
However, if i 0

T and i ∞T are consecutive integers the excision property of the degree
implies the existence of aT−periodic solution.

THEOREM 10 (MODIFIED POINCARÉ-BIRKHOFF THEOREM). Letψ : A −→ A

be an area-preserving homeomorphism inA = R × [0, R], R> 0 such that

ψ(ϑ, r ) = (ϑ1, r1),

with {
ϑ1 = ϑ + g(ϑ, r )

r1 = f (ϑ, r ) ,

where f and g are2π−periodic in the first variable and satisfy the conditions

• f (ϑ,0) = 0, f (ϑ, R) = R for everyϑ ∈ R (boundary invariance),

• g(ϑ, R) > 0 for everyϑ ∈ R and there isϑ such that g(ϑ,0) < 0 (modified
twist condition).

Then,ψ admits at least a fixed point in the interior ofA. If ψ admits only one fixed
point in the interior ofA, then its fixed point index is nonzero.

Idea of the proof.By contradiction, it is assumed that there are no fixed pointsin the
interior ofA. As in the proof of Theorem 7, the homeomorphismψ is extended to an
homeomorphism̂ψ : R

2 −→ R
2. If the fixed point set of̂ψ is not empty, it is union of

vertical closed halflines in the halfplaner ≤ 0 with origin on the liner = 0.

Without loss of generality, one can assumeϑ ∈ (0,2π). Hence, denoting byN the
maximal strip contained inR×] − ∞,0] such that(ϑ,0) ∈ N andg(ϑ,0) < 0 in N ,
the following important property ofN holds:

if (ϑ, r ) ∈ ∪k∈Z(N + (2kπ,0)), then for eachn > 0 we have that̂ψ−n(ϑ, r ) belongs
to the connected component of∪k∈Z(N + (2kπ,0)) which contains(ϑ, r ).

Then the proof follows steps analogous to those in Theorem 7,taking into account this
property. The contradiction follows from the existence of acurve0 with i ψ̂( 0 ) =
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−1
2, which runs from the point(ϑ,0) to a point into{(ϑ, r ) : r ≥ R} and such that

i ψ̂−1( ψ̂ (0) ) = 1
2.

The fact that ifψ admits only one fixed point in the interior ofA, then its fixed
point index is nonzero can be proved following similar stepsto those in the proof of
Remark 3. Now it will be important to take into account the property ofN mentioned
above.

At this point, the authors in [24] obtain a variant of Theorem10 in which the in-
variance of the outer boundary is not assumed. The proof of this Corollary follows the
same steps as the proof of Theorem 1 in [29].

Let 01 be a circle with center in the origin and radiusR > 0 and02 be a simple
closed curve surrounding the origin. For eachi ∈ {1,2} we denote byBi the finite
closed domain bounded by0i . Let 0̃i be the lifting of0i and Ãi be the lifting ofAi ,
whereAi := Bi \ {0}. Then, the following result holds.

COROLLARY 2. Letψ : A1 → A2 be an area-preserving homeomorphism. As-
sume thatψ admits a lifting which can be extended to an homeomorphismψ̃ : Ã1 ∪
{(ϑ, r ) : r = 0} → Ã2 ∪ {(ϑ, r ) : r = 0} given byψ̃(ϑ, r ) = (ϑ + g(ϑ, r ), f (ϑ, r )),
where g and f are2π−periodic in the first variable. Moreover, suppose that g(ϑ, r ) >
0 for every(ϑ, r ) ∈ 0̃1 and there isϑ such that g(ϑ,0) < 0 (modified twist condition).

Then,ψ̃ admits at least a fixed point in the interior of̃A1 whose image under the usual
covering projection5 is a fixed point ofψ in A1. If ψ admits only one fixed point in
the interior ofA1, then its fixed point index is nonzero.

We point out that the proof of Corollary 2 cannot be repeated if we modify the
twist condition by supposing that there is(ϑ, r ) ∈ 0̃1 such thatg(ϑ, r ) > 0, while
g(ϑ,0) < 0 for everyϑ ∈ R.

Now, we will show how the application of Theorem 10 to the scalar equation (24)
can improve the multiplicity results achieved by applying Theorem 8 and Theorem 9.

First let us set once againq0 = −1
2 and q∞ = 1

2 in (25). By the modified
Poincaré-Birkhoff theorem, there is a fixed pointP0 of φ (that corresponds to a non-
trivial T−periodic solution) and, if it is the unique fixed point, then

ind(P0) 6= 0 .

We recall that Simon in [31] has shown that an isolated fixed point of an area-preserving
homeomorphism inR2 has index less than or equal to 1. In particular, the fixed point
index of P0 satisfies

ind(P0) ≤ 1 .

As the fixed point index ofψ changes from−1 (near the origin) to+1 (near infinity),
there is at least another fixed pointP1 of φ. Hence, in this case we can guarantee
the existence of at least two nontrivialT−periodic solutions. We recall that applying
Theorem 9 only the existence of one nontrivial periodic solution could be guaranteed.
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Now we chooseq0 = −1
2 andq∞ = 3 in (25). The Poincaré-Birkhoff theorem,

according to Theorem 8, guarantees that there are at least two fixed pointsP1 and P2
of φ (which correspond to twoT−periodic solutions with rotation number−1). If they
are unique, then from Remark 3 we obtain that

ind(P1) = +1 , ind(P2) = −1 .

Moreover, by the modified Poincaré-Birkhoff theorem thereis a fixed pointP3 of φ
(which corresponds to aT−periodic solution with rotation number 0) and, if it is
unique,

0 6= ind(P3) ≤ 1 .

As the fixed point index ofφ changes from−1 (near the origin) to+1 (near infinity),
there exists at least a fourth fixed pointP4 of φ. Summarizing, Theorem 8 combined
with the modified Poincaré-Birkhoff theorem guarantees the existence of at least four
nontrivial T−periodic solutions to (24). We recall that also in this case Theorem 9 is
applicable and it ensures that there exists at least one nontrivial periodic solution.

Finally, we state the main multiplicity theorem. We point out that the multiplicity
results achieved in the above examples can be also obtained by applying the following
theorem.

THEOREM 11. Assume that the conditions of Corollary1 hold.

Then if i0T 6= i ∞T the Hamiltonian system(16) admits at leastmax

{
1,2

⌊
|i ∞T − i 0

T |
2

⌋}

nontrivial T−periodic solutions.

If i 0
T is even then the Hamiltonian system admits at least2

⌈
|i ∞T − i 0

T |
2

⌉
nontrivial

T−periodic solutions.
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