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Abstract

We consider the summability of one- and multi-dimensional trigonometric Fourier
series. The Fejér and Riesz summability methods are investigated in detail. Different
types of summation and convergence are considered. We will prove that the maximal
operator of the summability means is bounded from the Hardy space H, to L,, for
all p > pg, where py depends on the summability method and the dimension. For
p = 1, we obtain a weak type inequality by interpolation, which ensures the almost
everywhere convergence of the summability means. Similar results are formulated for
the more general -summability and for Fourier transforms.
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1 Introduction

We will consider different summation methods for multi-dimensional trigonometric Fourier
series. Basically two types of summations will be introduced. In the first one we take the
sum in the partial sums and in the summability means over the balls of ¢,, it is called
(,-summability. In the literature the cases ¢ = 1,2, 00, i.e., the triangular, circular and
cubic summability are investigated. In the second version of summation we take the sum
over rectangles, it is called rectangular summability. In this case two types of convergence
and maximal operators are considered, the restricted (convergence over the diagonal or more
generally over a cone), and the unrestricted (convergence over N¢). In each version, three well
known summability methods, the Fejér, Riesz and Bochner-Riesz means will be investigated
in detail. The Fejér summation is a special case of the Riesz method. We consider norm
convergence and almost everywhere convergence of the summability means.

We introduce different types of Hardy spaces H, and prove that the maximal operators of
the summability means are bounded from H, to L,, whenever p > p, for some py < 1. The
critical index py depends on the summability method and the dimension. For p = 1, we obtain
a weak type inequality by interpolation, which implies the almost everywhere convergence of
the summability means. The one-dimensional version of the almost everywhere convergence
and the weak type inequality are proved usually with the help of a Calderon-Zygmund type
decomposition lemma. However, in higher dimensions, this lemma can not be used for all
cases investigated in this monograph. Our method, that can also be applied well in higher
dimensions, can be regarded as a new method to prove the almost everywhere convergence
and weak type inequalities.

Similar results are also formulated for summability of Fourier transforms. The so called
f-summability, which is a general summability method generated by a single function 8, and
the Cesaro summability are also considered.

We will prove all results except the ones that can be found in the books Grafakos [43]
and Weisz [94]. For example, the results about the circular Riesz summability below the
critical index and the results about Hardy spaces and interpolation can be found in these
books, so their proofs are omitted.

I would like to thank the editors and the referees for their efforts they undertook to read
the manuscript carefully and give useful comments and suggestions. I also thank Levente
Lécsi for his helpful assistance in creating the figures.

2 Partial sums of one-dimensional Fourier series

In this and the next section we briefly present some theorems for one-dimensional Fourier
series. Later we will give their generalization to higher dimensions in more details.

The set of the real numbers is denoted by R, the set of the integers by Z and the set of
the non-negative integers by N. For a set Y # (), let Y? be its Cartesian product Y x --- x Y
involving it d times (d > 1,d € N). We briefly write L,(T¢) instead of the L,(T¢, \) space
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equipped with the norm (or quasi-norm)

1/p
||pr::{ <fqrd‘f|pd>\> L 0<p< oo

supra | f1, p = 00,

where T := [—m, 7| is the torus and A is the Lebesgue measure. We use the notation |I| for
the Lebesgue measure of the set I. The weak L, space, L, ..(T?%) (0 < p < co) consists of
all measurable functions f for which

1Fllpoo = sup pA(If] > )7 < 0.
p>0
Note that L, . (T¢) is a quasi-normed space (see Bergh and Lofstrom [10]). It is easy to see
that for each 0 < p < o0,
Ly(T%) C Lpoo(T?)  and |- flpee < I+ [l5-

The space of continuous functions with the supremum norm is denoted by C(T%) and we
will use Cy(R?) for the space of continuous functions vanishing at infinity.
For an integrable function f € Li(T), its kth Fourier coefficient is defined by

~ 1 . ‘
f(k) = — / f(z)e % dx (i:=+v-1).
2T T
The formal trigonometric series

S et (e

kEZ

is called the Fourier series of f. This definition can be extended to distributions as well.
Let C°°(T) denote the set of all infinitely differentiable functions on T. Then f € C*(T)
implies
sup | ] < oo for all kK € N.
T
We say that f, — f in C(T) if
|f8) — B o —0  forall k€N.

C>(T) is also denoted by S(T). A distribution u : S(T) — C (briefly u € §'(T)) is a
continuous linear functional on S(T), i.e., u is linear and

u(f) = u(f) i fu— f n CF(T).
If g € L,(T) (1 <p<o0), then

%U%IAme (f € S(T))
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is a distribution. So all functions from L,(T) (1 < p < o0) can be identified with distributions
u € §'(T). We say that the distributions u; tend to the distribution « in the sense of
distributions or in §'(T) if

uj(f) = u(f) forall feS(T) as j— oo.

The next definition extends the Fourier coefficients to distributions. For a distribution
f, the kth Fourier coefficient is defined by f(k) := f(e_.), where ey(z) := e** (k € 7Z)
(see e.g. Edwards [27, p. 67]).

For f € Li(T), the nth partial sum s, f of the Fourier series of f is introduced by

sof(@) = 3 Flk)es = %/Tf(:c —w)Du(w)du  (neN), (2.1)

[k|<n

where

D, (u) := Z el

[k|<n

is the nth Dirichlet kernel (see Figure[). Using some simple trigonometric identities, we

10

Figure 1: Dirichlet kernel D,, for n = 5.

obtain

D,(u) = 1+2 Z cos(ku)
k=1
1

= Sy (S0(0/2) 23 cos(lu) sinu/2))
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sin(u/2)

_ #<sin(u/2) + i <sin((k +1/2)u) — sin((k — 1/2)u)>>

sin((n + 1/2)u)
sin(u/2)

It is easy to see that |D,| < Cn. The Li-norms of D,, are not uniformly bounded, more

exactly || Dy|l1 ~ logn.

It is a basic question as to whether the function f can be reconstructed from the partial
sums of its Fourier series. It can be found in most books about trigonometric Fourier series
(e.g. Zygmund [110], Bary [5], Torchinsky [84] or Grafakos [43]) and is due to Riesz [71],

that the partial sums converge to f in the L,-norm if 1 < p < oo.
Theorem 2.1 If f € L,(T) for some 1 < p < oo, then

lsnfllp < Collfll, (R €N)

and
lim s, f=f in the L,-norm.
n—o0

The Li-norms of D,, are not uniformly bounded, Theorem 211 is not true for p = 1 and

p = o0.
Let us define the Riesz projection with the formal series
P f(a)~ Y Flk)e™
keN
and let

P @)= 3 Fbe  (ne )
k=0
Then Theorem 2.1] implies easily that P* : L,(T) — L,(T) is bounded.
Theorem 2.2 If f € L,(T) for some 1 < p < oo, then
12l < Coll fll,  (n €N).

Moreover,
P f(z) = Z f(k)e*® in the L,-norm
keN

and
1P fllp < Coll -



Ferenc Weisz: Summation of multi-dimensional Fourier series 8

Proof. Observe that

2n n
S flk)e = 37 (FCeO) ke,
k=0 k=—n
in other words, | Py} f| = |s,(f(-)e™™))|. Now the result follows from the Banach-Steinhaus

theorem and from Theorem 2.1l =

One of the deepest results in harmonic analysis is Carleson’s theorem, that the partial
sums of the Fourier series converge almost everywhere to f € L,(T) (1 < p < o0) (see
Carleson [18] and Hunt [5I] or recently Grafakos [43]).

Theorem 2.3 If f € L,(T) for some 1 < p < oo, then

[sup [suflllp < Cpll £l
neN

and if 1 < p < oo, then
lim s,f=f a.e.
n—oo

The inequality of Theorem 2.3]does not hold if p = 1 or p = oo, and the almost everywhere
convergence does not hold if p = 1. du Bois Reymond proved the existence of a continuous
function f € C(T) and a point zy € T such that the partial sums s, f(z¢) diverge as n — oo.
Kolmogorov gave an integrable function f € Li(T), whose Fourier series diverges almost
everywhere or even everywhere (see Kolmogorov [54, [55], Zygmund [110] or Grafakos [43]).

Since there are many function spaces contained in L;(T) but containing L,(T) (1 <
p < 00), it is natural to ask whether there is a largest subspace of L;(T) for which almost
everywhere convergence holds. The next result, due to Antonov [2], generalizes Theorem
2.9

Theorem 2.4 If

Aumm@u@m@mymﬂmmm<m, (2.3)
then
nh—>r20 sanf=1Ff a.e.

Note that log™ v = max(0,logu). It is easy to see that if f € L,(T) (1 < p < 00), then
f satisfies (2.3). If f satisfies (2.3]), then of course f € L;(T). For the converse direction,
Konyagin [56] obtained the next result.

Theorem 2.5 If the non-decreasing function ¢ : R, — R, satisfies the condition

o(u) = 0<u\/logu/\/loglogu> as u — 0o,
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then there exists an integrable function f such that

/T o(1f(2)]) de < o

and
limsup s, f(x) = 0o for allz € T,

n—oo

i.e., the Fourier series of f diverges everywhere.

For example, if ¢(u) = ulog™ log™ u, then there exists a function f such that its Fourier
series diverges everywhere and

/T F(@)log* log* | £(2)] d < oo,

3 Summability of one-dimensional Fourier series

Though Theorems 2.1l and 2.3] are not true for p = 1 and p = oo, with the help of some
summability methods they can be generalized for these endpoint cases. Obviously, summa-
bility means have better convergence properties than the original Fourier series. Summability
is intensively studied in the literature. We refer at this time only to the books Stein and
Weiss [80], Butzer and Nessel [15], Trigub and Belinsky [86], Grafakos [43] and Weisz [94]
and the references therein.

The best known summability method is the Fejér method. In 1904 Fejér [39] investigated
the arithmetic means of the partial sums, the so called Fejér means and proved that if the
left and right limits f(x —0) and f(x + 0) exist at a point x, then the Fejér means converge
to (f(x—0)+ f(z+0))/2. One year later Lebesgue [58] extended this theorem and obtained
that every integrable function is Fejér summable at each Lebesgue point, thus a.e. The Riesz
means are generalizations of the Fejér means. M. Riesz [71] proved that the Riesz means of
a function f € Li(T) converge almost everywhere to f as n — oo (see also Zygmund [110),
Vol. 1, p.94]).

The Fejér means are defined by

onf(x) = %Z_:sjf(x).

It is easy to see that

Unf(fl?) = Z (1 — L?)f(k)eikx _

|k|<n

i/Tf(x ) K () du,

where the Fejér kernels are given by
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45}

35

25

15

0.5

Figure 2: Fejér kernel K,, for n = 5.

(see Figure 2)). It is known ([84]) that

1

) = ()

u/2

We consider also a generalization of the Fejér means, the Riesz means,

sy = Y (- (B)) Fwer = & [fe-wrgwan @

|k|<n

where ) .
s = 5 1= (8 e
kl<n

are the Riesz kernels. Here, we suppose that 0 < o« < 00,1 < 7 < 00. Since the results
are independent of v, we omit the notation v in o5 f and K. If a = v =1, then we get the
Fejér means. It is known that

|K%(u)| < Cmin(n,n~%u"*1) (n € Nyu #0), (3.2)

(see Zygmund [I10], Stein and Weiss [80] or Weisz [94]). Note that this inequality follows
from (I0.7).

The maximal Riesz operator is defined by

ol f = suploy f|.
neN

Using (3:2), Zygmund and Riesz [I10] proved
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Theorem 3.1 If0 < a < oo and f € Ly(T), then

sup p Ao f > p) < C| flh-

p>0

This theorem will be proved right after Theorem [I6.1] in Section [[6l The next density
theorem, due to Marcinkiewicz and Zygmund [63], is fundamental for the almost everywhere
convergence and is similar to the Banach-Steinhaus theorem about the norm convergence of
operators.

Theorem 3.2 Suppose that X is a normed space of measurable functions and Xy, C X is
dense in X. Let T and T,, (n € N) be linear operators such that

Tf= lim T,f a.e. for every f € Xj.
n—oo

If, for some 1 < p < o0,

sup pA(|Tf| > p)" < Clfllx  (feX)

p>0
and

sup pA(T..f > PP <Clflx  (feX),

p
where

T.f :=sup |T,f]| (f € X),
neN

then

Tf=lim T,f a.e. for every f € X.
n—oo

Proof. Fix f € X and set
¢ :=limsup|T,f —Tf|.

n—oo
It is sufficient to show that £ =0 a.e.
Choose f,, € Xo (m € N) such that || f — fi|[x — 0 as m — oco. Observe that

¢ < limsup T (f = fum)| + lim sup T fom =T fon| + T (frm = f)]
< T(fm = 1) +1T(fm = £
for all m € N. Henceforth, for all p > 0 and m € N, we have
A(§ > 2p) AT (fn = ) > p) + AT (fon = P > p)
Cp |l fm = Flix + CoPll fmn = fll-

Since f,, — f in X as m — oo, it follows that

<
<

AME>2p) =0

for all p > 0. So we can conclude that £ =0 a.e. =
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The weak type (1,1) inequality of Theorem Bl and the density argument of Theorem
will imply the almost everywhere convergence of the Fejér and Riesz means. We apply
Theorem for T'= Z, the identity function, T7,, = ¢%, p = 1 and X = L;(T). The dense
set Xy is the set of the trigonometric polynomials. It is easy to see that lim, , 00 f = f
everywhere for all f € Xy. This implies the next well known theorem, which is due to Fejér
[39] and Lebesgue [58] for o = 1 and to Riesz [71] for other a’s.

Corollary 3.3 If0 < a < oo and f € Ly(T), then
lim o, f=f a.e.
n—oo
Using (B.2) and the density of trigonometric polynomials, the next corollary can be shown
easily.
Corollary 3.4 If0 < a < oo and f € C(T), then

lim o, f=f uniformly.
n—oo

4 Multi-dimensional partial sums

For z = (21,...,74) € R? and u = (uy,. .., uq) € RY, set

d d q 1 0 )
U&= Zukl'ka z]lq = { (Zk:l i ) ’ <4< 00
k=1

SUpP;—1,...d |l q = 00.

The d-dimensional trigonometric system is introduced as a Kronecker product by

d
ik-x ikix;
1 O
j=1

where k = (ki,...,kq) € Z%, x = (x1,...,24) € T The multi-dimensional Fourier coeffi-
cients of an integrable function are given by

I 1 —ik-x d
f(k) = @) Jo (x)e dz (k € N%).

The formal trigonometric series
> flk)etr  (zeT?)
kezd

defines the multi-dimensional Fourier series of f.
We can generalize the partial sums (Z.I]) and summability means (BI) for multi-dimen-
sional functions basically in two ways. In the first version, we replace the |- | in (21]) and
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@BI) by || - ||;- In the literature the most natural choices ¢ = 2 (see e.g. Stein and Weiss
[80), (78], Davis and Chang [25] and Grafakos [43]), ¢ = 1 (Berens, Li and Xu [7, 9] &, [107],
Weisz [99] [100]) and ¢ = oo (Marcinkiewicz [62], Zhizhiashvili [109] and Weisz [94], [101]) are
investigated. In the second generalization, we take the sum in each dimension, the so called
rectangular partial sum (Zygmund [110] and Weisz [94]).
For f € Li(T?), the nth {,-partial sum s?f (n € N) is given by
o 1
@)= Y Fwe = o [ e D) du

keZd, ||kllq<n

Di(u):= > ek

kezd, ||k|lq<n

where

is the {,-Dirichlet kernel. The partial sums are called triangular if ¢ = 1, circular if
g = 2 and cubic if ¢ = oo (see Figures BHa]).

Figure 3: Regions of the /,-partial sums for d = 2.

For f € L,(T?), the nth rectangular partial sum s, f (n € N9) is introduced by

sf@ = 3 o S fwe = o [ o —wD(u)du,

271’ d d
lkil<ni  [kal<na (2m)* Jr
where
D, (u) = E E el
lk1]<ny |kq|<ng

is the rectangular Dirichlet kernel (see Figure [).
By iterating the one-dimensional result, we get easily the next theorem.
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Figure 4: The Dirichlet kernel DI with d =2, ¢ =1, n = 4.

Theorem 4.1 If f € L,(T?) for some 1 < p < oo, then

[snfllp < Cpll £l (n € Nd)

and
lim s, f=f in the L,-norm.
n—oo
Here n — oo means the Pringsheim convergence, i.e., min(ny,...,ng) — oc.

Proof. By Theorem 2.1]

[lsut@pran - / ([, s

P
Dy (w0 + 1) -+ Doy (g + ) dts - - - dtd> Doy (21 + 1) dt| das

P
< /‘ ) nz(xg+t2)---Dnd(:)sd+td))dt2---dtd) dty.
Td—1

Applying this inequality (d—1)-times, we get the desired inequality of Theorem .1l The con-
vergence is a consequence of this inequality and of the density of trigonometric polynomials.
]
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Figure 5: The Dirichlet kernel DI with d =2, ¢ =2, n = 4.

A similar result holds for the triangular and cubic partial sums.
Theorem 4.2 If ¢= 1,00 and f € L,(T%) for some 1 < p < oo, then
[sifllp < Gllfll,  (n€N)

and
lim slf = f in the L,-norm.
n—o0

If g = 2, then the same result is valid for p = 2.

Proof. The result for ¢ = oo follows from Theorem 41l For ¢ = 2, it is a basic result of
Fourier analysis. If ¢ = 1, then we will prove the result for d = 2, only. The general case
can be proved in the same way. Observe that

flz,y)e™ ™ Wdedy =2 | flu—v,u+v)eEHDHIR) gy dy, (4.1)
2 T2

If |k| 4+ |I] < n on the left hand side, then |k 4| <n and |l — k| < n on the right hand side,
hence

snf(2,y) = 257°g(u,v), (4.2)
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100

Figure 6: The Dirichlet kernel D¢ with d =2, ¢ = 0o, n = 4.

where
gu,v) = flu—v,u+v), r=u—v, y=u+o.

Thus
s fllp < 257 Is22gll, < Collgll, < Coll fll,

shows the result for ¢ =1, too. =

Since the characteristic function of the unit ball is not an L,(RY) (1 < p # 2 < 0o, d > 2)
multiplier (see Fefferman [31] or Grafakos [43], p. 743]), we have

Theorem 4.3 Ifd > 2, q=2 and 1 < p # 2 < oo, then the preceding theorem is not true.

The analogue of Carleson’s theorem does not hold in higher dimensions for the rectangular
partial sums. However, it is true for the triangular and cubic partial sums (see Fefferman
[29, 830] and Grafakos [43] p. 231]). Let us denote by

sif = sup|s}f|
neN

the maximal operator.
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Figure 7: The rectangular Dirichlet kernel with d = 2, n; = 3, n, = 5.

Theorem 4.4 If ¢= 1,00 and f € L,(T?) for some 1 < p < oo, then

152 f1lp < Coll fll

and if 1 < p < oo, then

lim s1f=f a.e.
n—oo

Proof. We will prove the theorem for d = 2 only. The proof for higher dimensions is similar.
Suppose first that ¢ = co and

o~

f(k,1)=0 forl <kork<O. (4.3)

Let
fely) == flz,y) (2,9 eT)
and observe by Fubini’s theorem that f, belongs to L,(T). Hence, by Theorem [2.3]

I8« fallp < Cpll fally (4.4)

for a.e. x € T. Set

h(z) := /fo(y)eily dy (l eN)
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and observe that

iy = ([] [ fwear] o)™
G [ [1ntrayar)”

= CprHp-

IN

Thus by € L,(T). Since
ulk) = [ o™ = Fih),
T

it is clear by (4.3)) that each h; is a trigonometric polynomial. More precisely, ﬁl(k) vanishes
if k <0 or k > [. Consequently,

snfe(y) = Zhl(:)s)eily

l|<n

- (zi:fk;l Jelt ) el

i <n

_ Z J/c\(k’ l)elkx—l—lly

0<k<i<n

= sy f(,y).
Hence ([@4]) implies

2, = ([ [Istwravas)” <6 ([ [1nwraas)” = cisl,,

which proves the theorem if (4.3]) holds. Obviously, the same holds for functions f for which
f(k, 1) =01if I > k or [ < 0 and we could also repeat the proof for the other quadrants.
Let us define the projections

P+fa7y szkl 1kx+1ly

keN leZ

P+fa7y szkl 1kx+1ly

keZ leN

) — Z _]?(]{7, l)eik:c-i-ily

I>]k|

— Z f(k’, l)eikx-i-ily

1>k>0

and

(see Figure (H).
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PP Q Q

Figure 8: The projections P;"Py", Q; and Q.

By (@I) and Theorem 22, we conclude that Q,f(z,y) = 2P;" P, g(u,v) and
1Qufll, = 2 2P P gll, < Coll B glly < Collglly < Goll f1l,,

where
g(u,v) = flu—v,u+v), z=u—v, y=u+v

and 1 < p < oo. Thus @ is a bounded projection on L,(T?) and so is Q = Q;P;"P;". Since
Qf satisfies (4.3]), we obtain

153°(QN)lp < CollQF [l < Coll Flp-

Each function f can be rewritten as the sum of eight similar projections, which implies the
theorem for ¢ = oo.

Equality (£2]) implies
lsefllp < 2771529l < Collglly < Cpll flp,
which also shows the result forg=1. =
The generalization of Theorem [24] for higher dimensions was proved by Antonov [3].

Theorem 4.5 If ¢ = co and

y |f()|(log™ | f(x)])*log™ log* log™ | f(x)] dz < oo,

then

lim sif=f a.e.
n—oo
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Theorem 4] does not hold for circular partial sums (Stein and Weiss [80] p. 268]).

Theorem 4.6 If ¢ = 2 and p < 2d/(d + 1), then there exists a function f € L,(T%) whose
circular partial sums sl f diverge almost everywhere.

In other words, for a general function in L,(T?) (p < 2) almost everywhere convergence
of the circular partial sums is not true if the dimension is sufficiently large. It is an open
problem, whether Theorem 4] holds for p = 2 and for circular partial sums. As in the
one-dimensional case, Theorem [4.T] Theorem and the inequality in Theorem [£.4] do not
hold for p =1 and p = oco.

5 [(,summability

As we mentioned before, we define the /,-Fejér and Riesz means of an integrable function
f € Li(T7) by

oif@) = 3 (1—“’;”q)f<k>eik'x:(2i)d Flo — u)K(u) du,
Kezd, [kllo<n E
and
kLo~
sef@) = Y (1 (B)) fagees
kGZd,HquSn
B <271T>d @ - KR () du, (5.1)
where 1]
Kiw) = Y (1 )e
keZ, ||k|q<n
e )
e .
s 3 (- (e
kEZd,HquSn

are the (,-Fejér and Riesz kernels (see Figures OHL3)).
Observe that if ¢ = 1, 00 (in this case ||k||, is an integer), then

n—1 n—1
Kiwy =3 % %eik'“:%ZDj(u).
=0

llkllq<rn j=kllq

Moreover,
K2 < Cnt  (n € N%. (5.2)

We will always suppose that 0 < o < 00, 1 < v < oo0. In the case ¢ = 2 let v € N. If
a = 0, we get the partial sums and if ¢ = v = 2, & > 0 the means are called Bochner-Riesz
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Figure 9: The Riesz kernel K withd =2, ¢=1,n=4,a=1,y=1.

means. The cubic summability (when ¢ = c0) is also called Marcinkiewicz summability.
Obviously, the /,-Fejér means are the arithmetic means of the ¢,-partial sums when ¢ = 1, oo:

1 n—1
onf(@) =~ sif(w).
k=0

The proofs of the results presented later are very different for the cases ¢ = 1,2, 00,
because the kernel functions are very different. To demonstrate this, we present a few details
about the kernels in this section. For the triangular Dirichlet kernel, we need the notion of the
divided difference, which is usually used in numerical analysis. The nth divided difference
of a function f at the (pairwise distinct) nodes z1,...,x, € R is introduced inductively as

(1, T f = [T2, .y f
1 — Ty .

[z1]f == f(21), (21, ] f = (5.3)

One can see that the difference is a symmetric function of the nodes. It is known (see
e.g. DeVore and Lorentz [26], p. 120]) that

. f(xr)

m . (5.4)
1 Hj:l,j;ék(xk — ;)

[T1,...,x,)f =
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Figure 10: The Riesz kernel K?* withd =2, ¢=00,n =4, a=1,v7=1.

Moreover, if f is (n — 1)-times continuously differentiable on [a,b] and x; € [a, b], then there

exists £ € [a, b] such that
(n—1)

To give an explicit form of the triangular Dirichlet kernel, we will need the following trigono-
metric identities.

Lemma 5.1 For alln e Nand 0 <z,y <,

Z e cos(ky) sin((n — k 4+ 1/2)x)
cos(z/2) cos((n + 1/2)x) — cos(y/2) cos((n + 1/2)y)
COS T — COSY

= sin(x/2) (5.6)

and

Z e cos(ky) cos((n — k +1/2)x)
= cos(z/2) sin(y/2) sin((n + 1/(320)33); : ilons(;/Q) sin((n + 1/2)37)’ (5.7)
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Figure 11: The Riesz kernel K* withd=2,¢=2,n=4,a=1, vy=1.

where €y :=1/2 and ¢, := 1, k > 1.

Proof. By trigonometric identities,

n

Z e cos(ky) sin((n — k +1/2)x)

k=0
= sin((n+1/2)x) Z e, cos(ky) cos(kx) — cos((n + 1/2)x) Z e cos(ky) sin(kx)
= % sin((n +1/2)x) 2 (ek cos(k(x —y)) + ex cos(k(z + y))
- % cos((n+1/2)x) 2 <ek sin(k(x — y)) + e sin(k(z + y)))

Similarly to (2.2)), we can show that

. , ~ cos(z/2) —cos((n+1/2)x)
kZ:O € sin(ke) = 2 sin(z/2) '

23
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Figure 12: The Bochner-Riesz kernel K2 withd =2,¢g=2,n=4, a=1,7=2.
Using this and (2.2]), we conclude

Z e cos(ky) sin((n — k 4+ 1/2)x)

:i lsm ) N sin((n+1/2)(x —y)) = sin((n+1/2)(x +y))
4 ((n+1/2) )< sin((z —y)/2) sin((z +v)/2) )
L eosl(a = 3)/2) — cos((n + 1/2)(z — 1)
3 eos((n1/2)2)( Sn((z — )/2)
L Leos((z +y)/2) — cos((n + 1/2)(x + y)))
4 sin((z +y)/2) '

Now after some computation, we obtain (B.6]).
Formula (5.7)) can be shown in the same way. =

Define the function G,, by
Gn(cosz) == (—D)=D/22 cos(2/2) (sin 2) 4 2s0c (n 4 1/2)x)

where the soc function is defined by

cosx, if dis even;
socx = . e
sinz, if dis odd.

24
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40

Figure 13: The Bochner-Riesz kernel K withd =2,g=2,n=4, a =1/2, v = 2.
The following representation of the triangular Dirichlet kernel was proved by Herriot [4§]
and Berens and Xu [8] 107].

Lemma 5.2 For xz € T¢,

D}(x) = [cosmy,...,cosxq)Gp (5.8)

_ (e s/ Dlsin) soc (n + 1/2))

d .
k=1 Hj:Lj;Ak(COS Ty — COS S(}j)

Proof. First, we note that the second equality follows from the definition of G, and from
the property of the divided difference described in (5.4]). We prove the lemma by induction.
Let us denote the Dirichlet kernel in this proof by Dy, (x) = D) (x). We have seen in (22)
that in the one-dimensional case

_sin((n +1/2)x)

Dy (x) = Dj ,(z) = sn(z/2) = 2cos(x/2)(sinx) sin((n + 1/2)1),

thus (5.8]) holds for d = 1. Suppose the lemma is true for integers up to d and let d be even.
It is easy to see that

Dy p(x) = 27 Z €5, c08(J121) * * * €, €COS(Jat1Tar1)
JeNd, ljlli<n
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= 2 Z € co8({xg41)Dgni(21,...,2q)
1=0

= (- 1)[d 1/242 COS(ZL'k/Q)(Sln;L'k)d—2

k= 1HJ 1,jk(COS T — cos ;)
n

ercos(lzgyr) cos((n — 1+ 1/2)xy),
1=0

where ¢y :=1/2 and ¢ := 1, [ > 1. Using (5.7)), we obtain

)d—2

(d— cos(z/2)(sin zy,
Dcll+1,n(x) = - 1/242 d+1
oy 11521 jzx(cosy, — cos )

cos(zy/2) sm(:)sk/Q) sin((n + 1/2)xy)

1)ld- 1/2]42 cos(xy,/2)(sin )42
k=1 ;Hi#k(coszk oS )

cos(wy/2) sin(zgs1/2) sin((n 4+ 1/2)xg441)
AN ED ( i cos(xx/2)(sin 2 )4 sin((n + 1/2)zy,)

P H;Hi ;Ak(cos T), — COS ;)

d .
. . 1 + cos x ) (sin z,)%2
— sin(zas1/2) sin((n +1/2)z441) Z (d+1 L) ! )
k=1 H] 1J7Ak(COS T — COS l'j)

If d is even, then the function h(t) := (1 +1)(1 — t?){@2/2 is a polynomial of degree d — 1.
Then, by (E.3),

0 = [cosxy,...,co8x41]h
B i (1 + cos ) (sin zy, )42 (14 cos qyq)(sinzgyq)? 2

ar1 ar1
pt Hj+1 ];ﬁk(cos Ty — COST;) Hj+1 ]¢d+1(cos Tgp1 — COS z])
This implies

d
cos(xy,/2)(sin 2 )4t sin((n + 1/2)xy)
Dhorale) = —(=1/2( 3

d+1
k=1 Hj+1 ]¢k(COS T — COS [L’])

i . 1+ cosx sin xg.q )42
b sinagn/2) sin((n -+ 1/2) ) oo L) G T )7y
Hg 1 g;ﬁdﬂ(COS Tqy1 — COS :cj)

Y

_ (cyp S st/ inn) D sin(ln + 1/
1 [T2, jzx(coszy, — cos ;)

which proves the result if d is even.
If d is odd, the lemma can be proved similarly. m
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We explicitly write out the result for d = 2:

D}(x) = [cosy,cos ]Gy
[cos x1]G,, — [cos x2] G,

COS T — COS Ty

COS 1 — COS Ty
The cubic Dirichlet kernels (¢ = c0) are

d d .
D) = [ Do) = [ 22220

i=1 i=1

If ¢ = 2, then the continuous version of the Dirichlet kernel (see Section [ITl)

D?(z) = / e dv
{llvll2<t}

can be expressed as .
—d/2
D} (x) = [lally "t Juja(2n|2l2t),

where

Ji(t) == ﬁr%? 72 /_lei“a — s 2ds (B> —1/2,t > 0)

are the Bessel functions (see Subsection [6.2.4)).

6 Norm convergence of the /,-summability means

We introduce the reflection and translation operators by

f@) = f(=x),  Tof(t):=f(t—u).

2005(:&/2) cos((n + 1/2)x1) — cos(xz/2) cos((n + 1/2):172).

27

A Banach space B consisting of measurable functions on T¢ is called a homogeneous

Banach space if

(i) forall f € Band z € T, T, f € B and | T.fll5 = || fll5,
(ii) the function z + T, f from T? to B is continuous for all f € B,
(iii) [[f[l < C[f[| for all f € B.

For an introduction to homogeneous Banach spaces, see Katznelson [53]. It is easy to see that
the spaces L,(T9) (1 < p < o), C(T?), the Lorentz spaces L, ,(T%) (1 < p < 00,1 < g < 00)
and the Hardy space H;(T?) are homogeneous Banach spaces. The definition of the Fejér

and Riesz means can be extended to distributions. Note first of all that

ol f = fx K" (neN),

(6.1)
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where * denotes convolution, i.e., if f,g € L;(R?), then
Frg@)i= [ fae-tdt= [ fo- v
Td Td

Obviously, the convolution is well defined for all g € Li(T9) and f € L,(T%) (1 < p < o)
or f € B, where B is a homogeneous Banach space. The convolution can be extended to
distributions as follows. It is easy to see that

s a@ma = [ s mi

for all f,g,h € S(T9). For a distribution v € &'(T¢) and g € S(T9), let us define the
convolution u * g by
ux g(h) :=u(g*h) (h € S(T)). (6.2)

It is easy to see that u * g is indeed a distribution. Moreover,

wxg(h) = u(G+h) = u(/wg(-—x)h(:c)dx)
- U(Adeg(-)h(z)dz).

The Riemann sums of the last integral are easily shown to converge in the topology of S(T4).
Since u is continuous,

uxg(h)= /]l‘d u(Tpg)h(x) dx.

Thus the distribution u * g equals the function z — u(7,g) (g9 € S(T?)). One can show that
this function is a C'**° function.
We can see easily that

/Td(f*g)(l')h(l') dz = / (f * il)(t)f](t) dt

Td

for all f,g,h € S(T9). If g € Li(T?), then we define u * g by

uxg(h):=(uxh,g) = /Td(u x h)(x)g(z) dz (h € S(T%)). (6.3)

The last integral is well defined, because ux h € Loo(T%) and g € Ly(T?%). We can show that
ux g is a distribution if u € H))(T?) (for the definition of the Hardy space H,(T?) see Section
[M). Moreover, if limg_,o, ux, = u in the Hpm—norm, then limy_,. ur * g = u * g in the sense
of distributions. For more details, see Stein [7§]. Consequently, since K% is integrable, we
obtain that 0% f is well defined in (6.)) for all distributions f € &'(T?).

It was proved in Berens, Li and Xu [7], Oswald [68] and Weisz [100] [101] for ¢ = 1, 00
and in Bochner [I] (see also Stein and Weiss [80]) for ¢ = 2 that the L;-norms of the Riesz
kernels are uniformly bounded. Moreover, this theorem was proved by Li and Xu [59] for
Jacobi polynomials.
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Theorem 6.1 Ifg= 1,00 and a > 0, then
/ K99(z)|dz < O (neN).
Td

If ¢ = 2, then the same holds for a > (d — 1) /2.
We will prove this theorem in Subsection This implies easily
Theorem 6.2 If ¢ = 1,00, o > 0 and B is a homogeneous Banach space on T%, then
lox*flls <Clifls (neN)

and
lim o?*f = f in the B-norm for all f € B.
n—o0

If ¢ = 2, then the same holds for a > (d — 1) /2.

Proof. Observe that

o4l < g [ 176 = wllakE"(0)

Since the trigonometric polynomials are dense in B (see Katznelson [53]), the theorem follows
from Theorem 6.1l =

Originally the theorem was proved in the case ¢ = 1,00 only for 1 < a < co. However,
the analogous result for Fourier transforms holds for every a. Now Theorem follows from
the transference theorem (see Grafakos [43, pp. 220-226]).

Since the L,(T¢) (1 < p < oo) spaces are homogeneous Banach spaces, Theorem
holds for these spaces, too. The situation is more complicated and not completely solved if
g=2and a < (d—1)/2. It is clear by the Banach-Steinhaus theorem that lim,,_,,, c2*f = f
in the L,-norm for all f € L,(T?) if and only if the operators c%® are uniformly bounded
from L,(T%) to L,(T%). We note that each operator ¢2® is bounded on L,(T?), because
K% e Ly(TY).

6.1 Further results for the Bochner-Riesz means

The following results are all proved in the book of Grafakos [43, Chapter 10] so we do not
prove them here. Figures [4HI8 show the regions where the operators ¢>® are uniformly
bounded or unbounded.

Theorem 6.3 Suppose that d > 2 and q=~v=2. If 0 <a < (d—1)/2 and

. L
— O —
P= 01+ 2 P o

2,

then the Bochner-Riesz operators 0> are not uniformly bounded on L,(T?) (see Figure[Id).
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0 d—1 1 d+1 1/p

Figure 14: Uniform unboundedness of o>°.

The following result about the uniform boundedness of o** was proved by Stein [80,
p. 276].

Theorem 6.4 Suppose thatd > 2 andq=~v=2. If 0 < a < % and

20d-1) _ _ 2(d-1)
d—1+2a PSqg-1 00

then the Bochner-Riesz operators o2 are uniformly bounded on L,(T?) (see Figure [I5).

Carleson and Sjolin [19] solved completely the uniform boundedness of the Bochner-Riesz
operators for d = 2. They are uniformly bounded for p’s which are excluded from Theorem
(other proofs were given by Fefferman [32] and Hérmander [50]).

Theorem 6.5 Suppose that d =2 and g =~ =2. If 0 < o < 1/2 and

<p< ,
3+20 T 1-2a
then the Bochner-Riesz operators 02 are uniformly bounded on L,(T%) (see Figure[I0).

Fefferman [28] generalized this result to higher dimensions.
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Figure 15: Uniform boundedness of 0,2;" when d > 3.

o d—1 d—1
Theorem 6.6 Suppose that d > 3 and ¢ =~v = 2. If <a< %5 and

2(d+1)
2d______ 2
d+1+20 Poa-1 20

then the Bochner-Riesz operators o> are uniformly bounded on L,(T¢) (see Figure [I7).

Combining Theorems and and using analytic interpolation (see e.g. Stein and
Weiss [80, p. 276, p. 205]), we obtain

Theorem 6.7 Suppose thatd >3 andg=v=2. f0<a< 2&111) and

2(d — 1) 2(d — 1)
d—1+4a PS> 1 a0

then the Bochner-Riesz operators 02® are uniformly bounded on L,(T%) (see Figure[I7).

«

It is still an open question as to whether the operators o2 are uniformly bounded or

unbounded in the region of Figure [I8l
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1/p

Figure 16: Uniform boundedness of ¢%® when d = 2.

6.2 Proof of Theorem

In this section, we will prove Theorem Since the kernel functions and hence the proofs
are very different for different ¢’s, we prove the theorem in four subsections. If ¢ = 1, 00,
then we suppose here that a = v = 1. For other parameters, see Subsection [[0.1l For ¢ =1,
we prove the theorem separately for d = 2 and d > 3.

6.2.1 Proof for ¢ =1 in the two-dimensional case

In this section, we write (z,y) instead of the two-dimensional vector x. Recall from (5.9)
that

2cos(m/2) cos((k + 1/2)x) — cos(y/2) cos((k + 1/2)y)
COST — COS Y

cos(x/2) cos((k + 1/2)x) — cos(y/2) cos((k + 1/2)y)
= — . . . (6.4)
sin((z —y)/2) sin((z +y)/2)
In what follows, we may suppose that 7 > x > y > 0. We denote the characteristic
function of a set H by 1y, i.e.,

() = 1, ifx e H;
HE= 0, itad H.

Dj(z,y)
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Figure 17: Uniform boundedness of 0,2;" when d > 3.

Lemma 6.8 For 0 < 3 < 1,

(K (z,9)] < Cla—y) 2y P lyanoy + (1 = 2) 721 ynnmy), (6.5)
< On Mo —y) P yensay + (1 — 2)P P ynnmy), (6.6)
< Cy_21{y§7r/2} +C(m — :E)_zl{y>7r/2}. (6.7)

Proof. In (6.4)), we use that
sinfx +y)/2~azty if y<m/2

and

sin(x —y)/2~z—y, sin(x+y)/2~2r—x—y if y>mn/2
The facts x+y>zx—y,x+y>yand 2r—x—y >x —y, 2r — o —y > © — x imply (G.5).
Using (6.4) and the formulas

kZ:Ocos(k: +1/2)t = %, kZ:Osin(k +1/2)t = %(E:EZ?, (6.8)

we conclude

Kp(z,y)| <Cn Mz —y) (z+y) 'y ' <On Mz —y) Py
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Figure 18: Open question of the uniform boundedness of ¢2* when d > 3.

if y < 7/2, which is exactly (6.6). The inequality for y > 7/2 can be proved in the same
way.
Lagrange’s mean value theorem and (6.4]) imply that there exists x > £ > y such that

Hi () —y)
sin((z —y)/2) sin((z +y)/2)’

Dy(z,y) = —

where
Hy(t) := cos(t/2) cos((k 4+ 1/2)t).

Then
Ky (z,y)| < Cn Mz —y)(n+1)(z —y) (z+y) 'y <Cy~°

shows (6.7) if y < 7/2. The case y > 7/2 is similar. =
In the next lemma, we estimate the partial derivatives of the kernel function.
Lemma 6.9 If 0 < § < 1, then for j = 1,2,

0, K}z, y)] < Clz—y) (47 Lyensay + (1 — 2)7 P Lynn)oy). (6.9)
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Proof. By Lagrange’s mean value theorem and (6.4,

O Di(z,y) = %(sin(:c/2) cos((k +1/2)x) + cos(x/2)(2k + 1) sin((k + 1/2)x))
sin((2 — y)/2)™ sin((z +y)/2)7
+ %Hé(f)(x —y)(sin((z — y)/2)7*sin((z +y)/2) ™" cos((z — y)/2)
+sin((z —y)/2)7 sin((z + y)/2) 7 cos((z +y)/2)),
where y < £ < x is a suitable number. Using the methods above,
K ()] < Cle —y) o +y) 7y + Cla+y) 2y~ < Cla—y) 7772
which proves (69) if y < 7/2. The case y > 7/2 can be shown similarly. m

Now we are ready to prove that the L;-norm of the kernel functions are uniformly
bounded.

Proof of Theorem for ¢ =1 and d = 2. It is enough to integrate the kernel function
over the set {(z,y) : 0 < y < z < m}. Let us decompose this set into the union U2, A,
where

A = {(r,y):0<z<2/n0<y<z<my<m/2},

Ay = {(r,y):2/n<zx<m0<y<l/ny<m/2},

A = {(v,y):2/n<zx<ml/n<y<z/2,y<m/2},

Ay = {(vyy):2/n<zx<mz/2<y<z—1/ny<m/2},
As = {(v,y):2/n<zx<ma—-1/n<y<uzy<m/2}

Ag = {(zv,y):y>n/2,m—=2/n<y<ml0<y<z<m}
A; = {(x,y):n/2<y<m—2/n,m—1/n<zx <7}

Ag = {(zyy):n2<y<m—=2/n,(n+y)/2<z<m—1/n},
Ay = {(v,y):m2<y<m—=2/ny+1/n<z<(m+y)/2},
A = {(z,y):7n2<y<m—=2/ny<zxz<y+1/n}.

The sets A; can be seen on Figure 19
Inequality (5.2]) implies

| Ky ()| dzdy < C.
A1UAg

By (6.5),

m 1/n
/ |Kp(z,y)| dedy < O/ / (x —1/n)=32y=Y2 dz dy
AsUA7 2/TL 0

T T—2/n

—i—/ / (m—1/n—y) 3 (r —2) Y2 dzdy
m—1/n Jxw/2

C.

IA
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Figure 19: The sets A;.

Since x —y > x/2 on the set A3 and  —y > (7 —y)/2 on the set Ag, we get from (6.0) that

™ z/2
/ K} (r,y)|dedy < C’n_l/ / e Py 2 A dy
AsUAg 2/nJ1/n

T—2/n  pr— 1/n
+Cnt / / y) P (r — x)P 2 dr dy
(m+y)/

< C.

Observe that y > z/2 on Ay and m — z > (7 — y)/2 on the set Ay, hence (6.0) implies

z— l/n
/ K} (2,y)|dedy < C’n‘l/ / P2 Ay da
A4UAg nJdzx/
m=2/n  p(r+y)/2
+C’n_1/ / (x—y) P (r —y)’2dady
w/2 y+1/n
< C.

Finally, by (6.1),

[ Kiewldedy
AsUA1o
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™ y+1/n m—1/n  px

C’/ / y_zd:zdy—l—C/ / (1 —x) 2dydx
1/nJy w/2 z—1/n

C,

which completes the proof of the theorem. m

IN

<

6.2.2 Proof for ¢ =1 in higher dimensions (d > 3)

We also need another representation of the kernel function D!. If we apply the inductive
definition of the divided difference in (53]) to D?, then in the denominator, we have to choose
the factors from the following table:

COST1 — COS Ty

COS L1 — COS Tg_1 COS T9 — COS Ty
COST] — COSTg_ ki1 COSTo — COSTg_gio ... COSXL — COSTy
COS T'1 — COS T9 COS T'9g — COS T3 - COS Tg_1 — COS Tq.

Observe that the kth row contains k£ terms and the differences of the indices in the kth row
is equal to d — k, more precisely, if cosx;, — cosx;, is in the kth row, then j, — iy = d — k.
We choose exactly one factor from each row. First, we choose cosx; — coszy and then from
the second row cosx; — cos Ty Or cos Ty — cosxy. If we have chosen the (k — 1)th factor
from the (k — 1)th row, say cos x; — cos xq_k+1, then we have to choose the next one from
the kth row as either the one below the (k — 1)th factor (it is equal to cosz; — cos z;+q—)
or its right neighbor (it is equal to cosz;+1 — COS Tjta—k+1)-

Definition 6.10 If the sequence of integer pairs ((in, j,) :n =1,...,d—1) has the following
properties, then we say that it is in Z. Let iy = 1, j; = d, (i) is non-decreasing and (j,,) is
non-increasing. If (i, jn) is given, then let i,.1 = i, and j,41 = jn — 1 O ipy1 = i, + 1 and
jn-i—l = ]n

Observe that the difference cos x;, —cos z;, is in the kth row of the table (k =1,...,d—1).
So the factors we have just chosen can be written as [/, (cosz;, — cos z;,). In other words,

D, (x)
d—2
= Z (—1)ta-1—1 H(cos z;, — cosxj,) ‘[cosx;, |, cosx;, |G
(in,51)€T =1
- >
(ilmjl)ez-
d—1
H(cos z;, — cosxj,) " (Gn(cosx, ) — Gplcoszj, ) (6.10)

=1

. 1
= > D@

(il 7.7l)€z—
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This proves

Lemma 6.11 We have

K, ()
—1)ta-1—1 a1 _ —
= %H(Cosxn —cosay) Tt Y (Gilcosmy, ) — Gi(cosj, )
(il0eT =1 =
—_ 1
- Kn,(ihjl)(x)'
(ilvjl)el—

We may suppose that 7 > 1 > 9 > -+ > x4 > 0. We will need the following sharp
estimations of the kernel functions.

Lemma 6.12 For all 0 < 8 < -2

d—1’
Od_l o
‘K}%(iml)(x” < 5 H(xu - le)_l_ﬁxgﬁ'd(ill Y 21{1‘jd71§7r/2}
l:1d—1
+ E H(xu - Ijz)_l_ﬁ(ﬂ- - xidﬂ)B(d_l)_21{mjd71>7f/2}‘ (6'11)
=1

Proof. Using the formulas in (6.8]), we conclude

1 (Sin l’id71)d_2(Sin(l’id71/2))_1 + (SiIl l’]’dfl)d_z(Sin(l’jd71/2))_1
Ko@) = 11 nsin((x, — 5,)/2)sin((zy +2,)/2)

=1

If z;, , <m/2, then (z;, + z;)/2 < 3w/4 and so

d—1

C _ _ _ _
|Krlz,(il,jl)(x>| < E H(xll - le) 1(xil + le) 1(Izc'ldi + x;‘ld,gl)'
=1

Since x;, + x;, > x;, — x; and x;, + x5, > x;, , > xj, ,, we can see that

d—1

C 11— d—3+(8—1)(d—1 d—34+(B—1)(d—1

Ko@) < — T — ) P50V e OO

=1
d—1

C _1-8 B(d—1)—2

< E (xll _le> ! ﬁxjd(,l )

=1

forallO<ﬁ<dT21.
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If z;, , > n/2, then (z;, + x;,)/2 > m/4 and

d-1
C _ _ _ -
‘Kflz (i1,41) ( )‘ < E H(xll - le) 1(27T - Ly ‘le) 1((7T - xidﬂ)d i (7T - ‘Tjdﬂ)d 3)'
I=1
Observe that 27 — 2, — 2, > 2;, —x;, and 27 — @), —xj, > T —T;, > T —Xj, , > T — T4, ,.
Thus

d—1
C 1
|K1(u]1( )| < E (ziz _zjz) =7
=1
((7‘(‘ _ Iid,l)d_g—i_(ﬁ_l)(d_l) + (71‘ _ deil)d—3+(6—1)(d—1))
C d—1
1 d—1)—
= gg(zu _Ijz) ! ﬁ(ﬂ-_xid—l)ﬁ( R

fo<pf<Z. =

Lemma 6.13 For all 0 < § < %5,

d—2
B(d—2
B (@) < T =) Pl 00, <o
=1
d—2
+ CH (24, — ;) P (m =y, )PA7D2 Ya;,  >m/2}- (6.12)
=1

Proof. Lagrange’s mean value theorem and (6.10) imply that there exists x;, , > &£ > x;, ,,
such that

d—1
Dk (4 ]l)( ) = (_1>id71_1 H(Cosxil — COS le)_lﬂlg(g)(xidﬂ - xjdﬂ)v
=1
where
Hy(t) == (—1)@=D/29 cos(t/2) (sin t)4 2soc (k + 1/2)t.
Then
- (sin €)'~2 + n(sin £~
i H nsin((z;, — xj,)/2) sin((zy, + x;,)/2) sin(§/2) iy = i)

=1

+CH (Sing)d—?» (zi, , —x;, )
N Y P (Crn Vo) R
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Beside (6.8), we have used that | 31—, soc (k 4+ 1/2)t| < n. In the case z;, , < 7/2,
‘KTIL (41,51) (SL’)| < CH Lip — x]l xll +x]l) l(xidﬂ - xjdfl)gd_g
d—2
< CH(:L,” _ Ijl)—l—ﬁgd—4+(ﬁ—l)(d—2)
1=1
- —1-8_B(d—2)—2
< CTJ(i, — )Pl ?
forallO<ﬁ<d%2.
Similarly, if z;, , > m/2, then (z;, + z;,)/2 > 7/4 and
|K71L (i1,91) ( )| < CH(ZL’H - Ijz)_l(Qﬂ- - Ly — Ijz)_l(l’idq - deq)(ﬂ- - 5)d—3
< C H(xll o le)_l_ﬁ(ﬂ- - 5)d—4+(6—1)(d—2)
< C H(xu - Ijz)_l_ﬁ(ﬂ- - xidﬂ)ﬁ(d_m_z
fo<f<2. =
In the next lemma, we estimate the partial derivatives of the kernel function.
Lemma 6.14 If0 < 8 < d 7, then for allq=1,...,d,
d—1
Bld—1
0K iy (@) < O =) Pl P, oy
1=1
d—1
+ Oy = 2) 7 P =2, )PP, anye (6.13)
1=1
Proof. Let m; = 0,1 and d,,, . = 0,+£1 be suitable numbers. (G.I0) implies that the
partial derivative of Dl’(”’ i

8qDli,(il,jl)(x) = (_1)%71_1 Z Omr,..omy

d—1

H 8;”1((008 x;, — COS le)_l)ag”d(Gk(cos z;, ) — Gi(coszj, ,)).

=1
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If we differentiate in the first (d — 1) factors, then

d—1

> I(cosas, —cosay,) ™ (= siny)™ (Gi(cos xi,_, ) — Grl(cos z;,_,))

mi1+-+mg_1=11=1

d—1
= Y TI(coswi, — cosw;) ™ (= siny)™ Hy () (i, , — 25,.,),

Myt tmg_1=1 I=1

where y; = x;, or y; = —xj,. If x;, | < /2, then |siny| < |y| < 2y, + z;, and, as in the

proof of Lemma [6.13],

I

n—1 d—1
2SS Tleosm —cosay) " (sinu)™ (Galeosii, ,) — Guleoszy, )|

k=0 mi+---4+mg_1=11=1

d—1 n—1
em |1 ,
< C Z H(xu - Ijz) ! I(Iiz + Ijz) 1‘% Z Hk‘(g)(xidfl - zjd—l)
k=0

mi+-4+mg_1=11=1

IN

d—1
C Z H(xll - le)_l(xil + le)_lgd_g
mittmg_1=1 =1
d—1

< CH(I,” _ le)—l—ﬁg(ﬁ—l)(d—l)-l-d—?,
=1
d—1
11— d—1)—2
< CH(IH _sz) ! Bzfd(,l ) )
=1

whenever 0 < § < dT21'
If my =1 and, say i4_1 = ¢, then

d—1
H(cos z;, — cosxj,) ' 0,(Gr(cosm;, ) — Gr(cosa;, )
I=1
d—1
= | |(cosz;, — cosz;,) " H}(cosx;, ,)
1=1
and
1 n—1d-1
‘— Z H(cos z;, — cosxj,) ' 0, (Gr(cosx;, ) — Gi(cos xjdfl))‘
"0 1=
d—1 1 n—1
< CTJ@y —2) (@i +2,) 7|5 Y Hilcos, )
= k=0
d—1

< C H(ZL'” - Ijz)_l(xiz + sz)_lgd_g

=1
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d—1
< O[] - wj) D
1=1
Consequently,
_ d—1
100K 1,0 ( ‘ Z (i) } < CH(% — le)_l_ﬁxfd(fll_l)_Q
k= 1=1

if z;, , <7/2and 0 < B < 2. The case z;, , > 7/2 can be proved similarly. m
Now we show that the L;-norm of the kernel functions are uniformly bounded.

Proof of Theorem for ¢ =1 and d > 3. We may suppose again that m > x; > x5 >
->x4>0. If 21 <16/n or m — x4 < 16/n, then (5.2]) implies

|K} ()] do —i—/ |K}(z)|de < C.

{m>z1>29> " >24>7—16/n}

/{16/n>x1>x2>--->xd>0}
Hence it is enough to integrate over

SZI{CEETd:ﬂ'>SL’1 > a9 > >xy> 0,21 >16/n,24 <7 —16/n}.
For a sequence (i, ji) € Z, let us define the set S, j,)x by

. reSiay, —x; >4/nl=1,.. k-1, —x;, <4/n, ifk<d,
Stk =

reS x,—x;, >4/nl=1...,d-1, ifk=d
and
s . .._lwe Stjok - Ty, >4 nxy, < m/2,  ifk<d;
(i.di lze S(ilvjl)vk F gy > 4/na Tjg oy < 7T/2’ if k= d,
S, _JreSu ez, <4/nx,  <m/2, itk <d;
Wik g€ Sy ot Ty <A nyay,  <w)2, ifk=d,
S _JxeSu kT —xy >4 /0,25, >7/2,  ifk<d;
GLa) k3 = g g Stk i T —Tiy , >4/n,x;,  >n/2, ifk=d,
S T €S kT — Ty <4 nyx,  >w/2, ik <d;
i)kt = € Sy T — Ty, <A nyay, > )2, it k=d.
Then

d 4
1
/ ‘K |1S S Z Z/ n, Zl7,7l x)‘ls(il,jl),k,m(x) dx

We estimate the right hand side in four steps.
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Step 1. First, we consider the set S, j)x,1 and let 1 <k < d — 1. Since x;, |, — x;, , <

r;, — x5, [6I2) implies

IA

d—2
—1-8_pB(d—2)-2
R R e
1=1

k—1 d—2
= ¢ /]Td H(zu - sz)_l_ﬁ H(zlz - sz)_l_ﬁ—‘rl/(d_k)
=1 1=k

1/(d—k)—1, B(d—2)-2
(xid—l - xjd—l) /(d=F) Lii 1 15(il,jl),k,1(a7) dz.

/Td K’rll,(il,jl)(x)ls(il,jl),k,l(x) dz

First, we choose the indices jg_1 (= 1)), iq—1 (= 1;_;) and then iz if ig_9 # i4-1 Or jg_o if
Ja—2 # ja—1- (Exactly one case of these two cases is satisfied.) If we repeat this process, then
we get an injective sequence (i, = 1,...,d). We integrate the term z;, — z;, in Ty, the
term x;, — xj, in y, ..., and finally the term x;, , —x;, , in ¥y and z;, , in x;. Since
i, —x;, >4/ (l=1,...k—=1), 2, —x;, <4/n(l=k,...,d—1), z;, , > xj >4/n and
we can choose [ such that 5 < 1/(d — 1), we have

1
/Td Knv(ilyjl)(x)ls(ilvjl);kvl (Zlf) dz
k—1 d

< C H(l/n)—ﬁ ]j(l/n)—ﬁ+l/(d—k)(l/n)l/(d—k)(1/n)g(d_2)_1
=k

=1 !
< C.

Step 2. For k = d, we use ([6.11) to obtain

1
R i @150, ()

d—1
_ 1-8 A(d—1)—2
s on l/Td H(le _sz> ! ﬁxjd(,l ) 1S(il,jl),d,1(x> dx
=1
1

d—
< Cn ' [/ P (1/m)Pd0
=1
< C
if g <1/(d—1).
Step 3. Now let us consider the set S, j) k2 for k=1,...,d —1. Then z;, —x;, <4/n

and so z;, , < x;, < 8/n and this holds also for k£ = d. Observe that k # 1, because i; = 1
and 1 > 16/n in S. It follows from (6.12) that

1
/’]Td Kn,(imz)(z)ls(n,jl),ka(aj) dz

d—2
—1-8_B(d—2)—2
S C/ﬂ*d H(zll - x]l) 1 Bl‘]’d(fl ) 1S(il,jl),k,2(x) dx
=1
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k-1 d—2
< C/ H(x” — le)—l—ﬁ H(% _ l.jl)—l—ﬁ-l-(l—e)/(d—k—l)
T =1 I=k
e—1 _B(d—2)—
(xid 1~ Yja- 1) ' ]d( 1 1S(il,jl),k,2(x> dz

d—2

< C H l/n 1/n)_6+(a_5)/(d_k—1)(1/n)5(1/n)5(d—2)—a
=k

SC,

whenever 0 < e <1 and 1/(d—2) < < (1—¢)/(d—3), which implies € < 1/(d — 2).
Step 4. For the set S, j,).4,2, We obtain similarly to Step 2 that

1 @15 ()

-1 -1-4,.8(d-1)-2
< Cn /’]Td H Lip = ‘Tﬂ L ls(iz»jz),dﬂ (ZL’) dz

< Cn~ 1H (1/n)~#(1/n)Pd-0-1
< C

if 3 > 1/(d —1). We can prove the corresponding inequalities for the sets S, ;,)k3 and
S(i,.j) k4 I the same way. m

6.2.3 Proof for ¢ = ©
Recall that

f[ sin((n + 1/2)x;)
sin(z;/2)

=1

Let € := (e1,...,€6q) with ¢y := 1 and ¢; :== %1, j = 2,...,d and € := (e1,...,€4-1). The
sums Y and Z mean Y. 4o gand X iy g g, Tespectively. We may suppose

that x1 > a9 > -+ > xg > 0 Applying the identities

sinasinb = %(cos(a —b) — cos(a+)), cosasinb = %(sin(a +0b) —sin(a — b)),

we obtain
f[sin((k:—l—l/Q)xi) — d+1z (soc( k+1/2) <§ejxj+xd>)

— soc ((k+ 1/2)(26]-%- —:Ed)>>.
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Thus
o — L A& sin((k + 1/2))
K@) = n k:og sin(z;/2)
— Z:I:Q‘d“H(sin(:ciﬂ))_l% y
<soc ((k+ 1/2)(2 €;x; + x4)) — soc ((k + 1/2)(i €;Tj — xd))>

= Y Kxz(x). (6.14)

It is easy to see that

d
[K(x)| < Cn?  and K (x) < C " (6.15)
i=1
For a fixed € = (ey,...,€4), we consider those x € T? for which |Z;l:1 e;x;] < 7 and

| Z?;i €;jx;| < m. If this were not the case, say if Z;.lzl €;jx; were in the interval (2km, (2k +
1)) or in ((2k + 1)m, (2k + 2)m) for a fixed k € N, then we should write in the definitions
and theorems below Z;l:l €jx; — 2km or (2k + 2)m — Z;l:l €;jx; instead of Z;l:l €jxj. The
same holds for Z?;i €jz;. So, for simplicity, we will always suppose that | Z?:l ejr;| <m

and | Y07} ey < .

Lemma 6.15 We have
d
K2, ()| < czn—l(ﬂx;l)
€d =1

Proof. Use (6.14) and the trigonometric identities (6.8). m

-1

d
E :ijj

J=1

Let us introduce the sets

S={zxcT 7>z >x> - >xq> 0,1, >32/n},

<d-16/n},

d-1
Soi={reT: ’Zejzzj
j=1

d
ZEjSL’j‘ <d- 16/n},

=1

S :={reT:Fe
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d
d
Sep ={xeT:| Zejzj| < A4z},
i=1

d—1
Svq:={r € T¢ . ‘ Zejxj‘ < dx4},
j=1
Spi={xeS:x1>x> > >4/n> x84 > > 14> 0},
k=1,...,d. Recall that ¢ =1and ¢; =%£1,j=2,...,d.

Lemma 6.16 For allx € S\ So, 2 € S\ S (k=1,...,d—1) and x € 57,

d—1

K@l <Y (TTe)| X o

1= ]:1

‘—1

Proof. By Lagrange’s mean value theorem,

d—1 d—1

soc ((/f + 1/2)(26]@’]' —l—xd)) — soc¢ ((k: + 1/2)(Zejxj — xd>)

J= 7j=1
- soc’((k: + 1/2)u) (2k + 1)zq,
where u € (Zj;i €T — X4, Z;l;i ejrj +xq). If v € S5 4, then

d-1
| Zejxj + €q4xq| > 3z4.

J=1

In the case Z?;i €;2; + x4 > 0, we have

d—1 d—1
E €jTj — Tg > T4 and so  |u| > | g €T — Zgl.
j=1 =1
d—1
If > 57, €z + 24 < 0, then
d—1 d—1
E €r; —xg <0 and |u| > | g €T + xq|.
j=1 7j=1

In both cases
d—1 d—1
ul 7 <Y gmi x| D ey —
j=1 j=1

The lemma can be proved in the same way if z € Sg \ Se or . € S\ S' (k=1,...,d—1).
]
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Lemma 6.17 Foralll=1,...,d and xz € S,

d
-1
K5 ()] < 02<Hx;1)‘26ﬂj
€d i=1 j:l
d
+CZ (H%_l)x 1UZ 1(SkNS.)U (sdmse,’d)(ﬁ)-
€4 i=1

Proof. Since

0 soc((k+1/2)x)  (k+1/2)soc’((k+1/2)x;)  soc((k+1/2)x;) cos(x1/2)

Ox;  sin(z/2) sin(x;/2) 2 sin?(z;/2) ’

we obtain by Lemmas BI5 and B.I8 that
QK (z)] < OZ (ﬁx[l)‘iejxj B
+oz(ﬁx; )i \z%
+Cz<ﬁx) lems, 7) + Loy, o(2)).
V2

Now x; > x4 finishes the proof. m

Z Isps. () + Lsps, (7))

Proof of Theorem for ¢ = co. If x; < 32/n, then (6.15) implies
/ K> (2)| dz < C.
{32/n>x1>x2>->24>0}

It is enough to estimate the integrals

/|K°° )z < Z/SNWO |dx+ZZ/ 2)| da

k=1,d ¢ k=27 kNS
+Z/ |K(x |dx+ZZ/ z)|dz.  (6.16)
k=1,d 7 SK\S' ¢ k=2 7 SK\Se

Step 1. It is easy to see in the first sum that if x € &', i.e., | ijl €jrj] < d-16/n, then
x1 must be in an interval of length d - 32/n. Since x; > 4/n > x5,1 on Sy, we have

/ | K (z)| dz < Cnd/ dz < C.
SN’ SinS’
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If k = d, then (6.I5) implies

K2 |da:<C/ :)slda:<0/ z; VY 4 < Ot
/SdﬂS’ SdﬂS H SdﬂS’ H

Step 2. Let us investigate the second sum in (6.16). First, we multiply by 1s, () in the
integrand. If z € S/ 4, then z; is in an interval of length 8z,. By (6.15)),

d

/ K2, (z)]dz < C [[zdz
Skﬂsemséad ’ Skﬂsélﬂs I.d =1

< C/Sk<ilizz_l 1/(k= 1><21;Lx )l’ddl’g"'dl’d
< C/Sk (Z]jz:zi—l—l/(k—l)>(i;li-[_lxi—l—i-l/(d—k)) dy- - day
< Cn/n.

If v & Ser g, then | Z;l:l €] > 3x4. Since | ijl €;7;] < d-20/n on S, Lemmal6.16 implies

d—1

d
Kl < 0 e S|
/Skmsé,\se,’d| el@ldr < Z/skms,\s,d Ex ;q
CZ /

1+6

IN

H —1-1/(k— 1)

SkﬁS ’ —

( H —14(1-6)/(d— k)’zd:e]x]

i=k+1
IN1=6 /1N
on(z) Q)
n n
whenever 0 < § <1 and k =2,...,d—1. This proves that the second sum in (6.16]) is finite.
Step 3. To estimate the fourth sum, let us use Lemma [6.106l

/Sk\Sa Hrelllde < CZ </sk\s )NSe1 +/sk\s N\Se1 ) <le[g: NZW;J

k=2,...,d—1. Since \Z;l:l €jxj| > d-12/n on S5, we have

d—1 d B
1 N
%: /(Sk\ssf)ﬂse,l ( E i ) ‘ ; €L dx

1+6

IN
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d — ] —
1'1 H[L’ )Z’d‘ E €;T;

k\S/ 0361 i=1

IN

CZ/

(VAN

Q
] =
o

o JSK\Ss Ny i=k+1
< X () G6)
< C,

whenever 0 < 9 < 1. Similarly,

< CZ/ x;l('
< CZ/

< C.

Step 4. In the third sum of (6.10]) the inequality

/’ K*(2)|de < ©
S1\S'

k d
—14+(6-1)/(k—-1 1 d—k)—
(Hx +HE-1)/( >>( /( )’Z%%

49

can be computed as in Step 3 with 6 = 1 . If £ = d, then instead of Lemma [6.16, we use

Lemma [6.15] to show that

| s <c
Sa\S’ ’

which finishes the proof. m

6.2.4 Proof for ¢ =2

Define

0(s) ::{fj"sma Sl eew

and

Oo(x) =0(zl2)  (z€RY).

In this section, we use another method. We will express the Riesz means in terms of the

Fourier transform of 6.
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To this end, we need the concept of Bessel functions. First, we introduce the gamma
function,

[(x) ::/ t" et dt.
0

Since I'(1) = 1, we have
MNz+1)=2al'(z) (z>0) and I'(n)=(n—-1) (6.17)
It is easy to see that
1 [o¢] [o¢]
F(—) = / t12etdt = 2/ e du = /.
2 0 0

The beta function is defined by

1 1
B(z,y) = / s H1l—s)tds = / sV7H1 — s)" 1 ds.
0 0

The relationship between the beta and gamma function reads as follows:

I'(z+y)B(z,y) =T(@)(y). (6.18)
Indeed, substituting s = u/(1 + u), we obtain

1
Nz +y)B(z,y) = x4+ y)/ sV —s)"tds
0

=T y-1 d
(:):+y)/0 u <1+u> U

= / / uv1 < ) yvxﬂ’_le_” dvdu.
0 0 1 +u

The substitution v = ¢(1 + ) in the inner integral yields

[(z+y)B(r,y) = / / w? 1Ty le 4 gt gy
0 0

= / txe_t/ (ut)Vte ™ dudt
0 0

= / t" e T (y) dt

= D['(z)'(y),
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which shows (G.I]).
For k > —1/2, the Bessel function is defined by

o (t/2)k ! its 2\k—1/2
Tu(t) = F(k+1/2)r(1/2)/_1e (1—2F12ds  (teR).

Note that the Bessel functions are real valued. We prove some basic properties of the Bessel
functions.

Lemma 6.18 We have
Jr(t) = Kt () = Jega(t) (¢ #0).
Proof. By integrating by parts,

d 4 _ 27" s 2\k—1/2
B = g [0
i2_k ! lt its 2\k+1/2
T T(k+1/2)0(1/2) /_1 Eric ()T ds
271 Yo 2\k+1/2
= G 12T+ 1/2T(1/2) /_1e (L - ds
= —t7"Ja(t).

In the last step, we used (6.17). The lemma follows immediately. =
Lemma 6.19 For k > —1/2 and t > 0,

Jo(t) < Cut*  and  J(t) < CRt Y2,
where C' is independent of t.

Proof. The first estimate trivially follows from the definition of Ji. The second one follows
from the first one if 0 < ¢ < 1. Assume that ¢t > 1 and integrate the complex valued function
(1 — 22)"=1/2 (2 € C) over the boundary of the rectangle whose lower side is [—1, 1] and
whose height is R > 0. By Cauchy’s theorem,

1

0
0 = i/ 1) (62 4 9ig)F 12 s +/ es(1 — s%)k12ds

R -1

R
+i / 0149 (52 _ 9isE=1/2 45 | ¢(R),
0
where €(R) — 0 as R — oo. Hence

1 00
/ ets(1 — 21245 = e / e (s + 2i5)F 12 ds
- 0

1
. o
— ie‘t/ e (52 — 2is)k~ 12 ds
0

=. ]1 + [2.
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Observe that
(5% + 2is)F 712 = (2is)F Y2 4 ¢(s),

where |p(s)| < Cs**1/2if 0 <s<lors>1andk < 3/2and |¢(s)| < Cs?*1if s > 1 and
k > 3/2. Indeed, by Lagrange’s mean value theorem

6(3)] = [(2is)* V2 (% + DFVE - 1] < Gt S 1,
1
where 0 < £ < 5. Thus |s? + 2is[F~1/2 < Cps*~1/2 + |¢(s)| and
nl s [T et o) ds
0

[e's) 1 o)
= C’kt_l/ e " (u/t)k1/? du+/ e_ts|¢(s)|ds+/ e |p(s)| ds.
0

0 1

The first term is C,I'(k + 1/2)t7%=/2_ the second term can be estimated by
T(k+3/2)t7F73/2 < Cpt=F1/2

and the third one can be estimated by I'(k + 3/2)t7%=3/2 if k < 3/2 or by Cre~ if k > 3/2,
both are less than Cjt~*~1/2. The integral I, can be estimated in the same way. m

Lemma 6.20 If k > —1/2, 1> —1 and t > 0, then

tl+1 ' k+1 2\1
Jk+l+1(t) = m ; Jk(tS)S (1 — S ) ds.

Proof. Observe that

2(t/2)" ' 2\k—1/2
Je(t) = Tt 1/2)F(1/2)/0 cos(ts)(1 — s2)*F12ds

= : 2(t)2)kt%

- W g e J, 0

< e
= 21 <2j>!r<k+1/2>r<1/2>/0 WA -

= (1/2)¢
- 26 )<29>'r<k+1/2> I(1/2)
t/zk = L(j+1/2) t%

)J FGG+k+1)(25)

B(j+1/2,k+1/2)
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Thus

1
/ Ju(ts)s" (1 — %) ds
0

(ts/2)" 5~ LG +1/2) ()N ki 2\
/0< r(/2) jzo L(j+k+1) (29')!)5 (1—s7)ds

& ;TG +1/2) ¥ ! 2%-+2j+1 2\1
T T(1/2) ;(_” T(j+k+1) (2j)!/0 ST e ) ds

2R & T(j+1/2) ¥ [ iy
- I(1/2) ]z::( by 2'(j+ k+1) (2])1/ (1 —wu) du
WP, L, TG+1/2)
- T ;( VoG +k+1) @)
DO NS TG 1)
S TR - T(k+1+j+2)(2))!

0
2T +1)

= TJIH—H—I (t)u

Blk+j+1,1+1)

which proves the lemma. m

If 6y is radial as above, then its Fourier transform is also radial and can be computed
with the help of the Bessel functions. Recall that the Fourier transform of f € L;(R?) is
defined by
1

a7 e “etqr  (z € RY).

fla):=

Theorem 6.21 For x € R and r = ||z,

~

bo(x) = (2m) "2 r_d/2+1/ 0(5)Jaj21(rs)s?? ds.
0

Proof. Obviously, 6y € Li(R?) because [;°|0(r)[r* " dr < oo. Let r = [z, 2 = ra/,
s = ||lu/|lz and u = su’. Then

7 1 —iz-u 1 > —irsz’-u’ N d—
90(25) = W /Rd Ho(u)e du = W/O H(S)(/; (§ du )Sd 1dS,
d—1

where ¥4 1 is the sphere. In the inner integral, we integrate first over the parallel Ps :=
{v € ¥4gq : 2 -u = cosd} orthogonal to 2’ obtaining a function of 0 < § < 7, which we
then integrate over [0, 7]. If wy_o denotes the surface area of ¥;_o, then the measure of P is

9 (d=1)/2
Wy—s(sin 6)72 = 7T—(sin )42

I((d—-1)/2)
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Hence

s
_. /. / _. . —
/ e 1rsT -u du/ — / e ITSCOS6wd_2(Sln6>d 2d6
Y1 0

1
— wd—2/ elrsf(l i £2>(d_3)/2 dg

27l (a2 - 1/2)F(1/2)J
- T((d-1)/2) (rs/2)%/21 4/2—-1(75)
= (271.)d/2(7,8)—d/2-|r1Jd/2_1(718)7

which finishes the proof of the theorem. m
Note that this theorem works for any radial function.
Corollary 6.22 If a > 0, then
o) = (2m)~ 22T (o + Dllall; " Typara(lla]l2).

Proof. By Theorem [6.21],

1
Oo(z) = (27r)_d/2||93||£d/2+1/ Japz-1(|l]l25)s™(1 = 5%)* ds.
0

Applying Lemma [6.20] with £ = d/2 — 1, | = a, we see that
Bo(x) = 2m) =2 |l2(l; " Jajara(loll2) 1]l 12°T (@ + 1),
which shows the corollary. m

Corollary [6:22] and Lemma [6.I8 imply that 50(33) as well as all of its derivatives can be

estimated by ||z[|; %>~ "/2,

Corollary 6.23 For all iy,...,iq > 0 and a > 0,
07 -+ 0o (x)| < Cllz]),*2 (z £0).
The same result holds for

0(s) ::{gl"s'”“ (ST Gem

and Oy(z) == 0(||z|2) (x € RY), whenever v € N (see Lu [61, p. 132]). From now on, we
assume that v € N. Now we are ready to express the Riesz means using the Fourier transform
of fy. Observe that 6, € L;(R?) if and only if o > (d — 1)/2.
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Theorem 6.24 Ifn € N, f € Li(T¢) and a > (d — 1)/2, then
o> f(z) =n [ f(z—t)8o(nt)dt.
Rd

Proof. If f(t) =e*! (k € Z%,t € T?), then

nd/ k- (e= t)H (nt)dt = ei“/ e_ik't/”ao(t) dt = 6, <_—k>eik'm = o2 f(x).
Rd R4 n

The theorem holds also for trigonometric polynomials. Let f be an arbitrary element from
L1(T9) and (fi.) be a sequence of trigonometric polynomials such that f, — f in the L (T9)-
norm. It follows from the form (1)) of ¢>®f and from the fact that K>* € L;(T%) that
02%fr — o> f in the Li(T¢) norm as k — oo.

On the other hand, since O € L (R%), we have

folz — )0o(nt) dt — | fz — t)bo(nt) dt
Rd R4

in the L;(T9)-norm as k — co. =

Proof of Theorem for ¢ = 2. Observe that Theorem [6.] follows from Theorem [6.241
Indeed, since f is periodic,

(k+1)m
o2 f(z) = dZ/ a:—t@(nt)dt
kezd ¥ 2k
— dZ/ Flz —w)o(n(u+ 2kr)) du.
kezd
By B.1),
K2%(u) = (27)'n® Y~ Oo(n(u + 2k)) (6.19)
kezd
and
/ |K2%(u)| du < (27)%n dZ/ |90 u+2k:7r))|du:(27r)d||§o||1.
0 kezd
[

d
7 H,)(T") Hardy spaces

To prove almost everywhere convergence of the Riesz means, we will need the concept of
Hardy spaces and their atomic decomposition. A distribution f is in the Hardy space
H(T?) and in the weak Hardy space H_' (T%) (0 < p < o) if

1 £llzzg = [Isup |f * Pl < oo
0<t
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and
1 flEs . = lsup |f % P[00 < 00,
o<t

respectively, where
f)td(l’) — Z e—t||k||geik-gc (SL’ € Td,t > O)
kezd
is the d-dimensional periodic Poisson kernel. Since P? € L;(T?), the convolution in the
definition of the norms are well defined. In the one-dimensional case, we get back the usual
Poisson kernel

S ikx 1_T2
Pi(x) = P/(x) = Z ittt = 1472 —2rcosx (zeT),

k=—o00
where 7 := e~". It is known (see e.g. Stein [78] or Weisz [94]) that
Hy(T%) ~ Ly(T%) (1 <p < o0)
and HY(T?) C Ly(T?) C H{(T%). Moreover,

£l =suppAGup |f« P > p) SCIFIL (F € Li(T?) (71)
p> <t

The atomic decomposition provides a useful characterization of Hardy spaces. A bounded
function a is an H-atom if there exists a cube I C T? such that
(i) supp a C I,
(ii) flaflee < [II7177,
(iii) [, a(z)z* dz = 0 for all multi-indices k = (ki, ..., kq) with k| < [d(1/p—1)].
In the definition, the cubes can be replaced by balls and (ii) by
(ii") [lally < [1]Y777 (1 < g < 00).

We could suppose that the integral in (iii) is zero for all multi-indices k for which |k| < N,
where N > |d(1/p—1)]. The best possible choice of such numbers N is [d(1/p—1)|. Each
Hardy space has an atomic decomposition. In other words, every function from the Hardy
space can be decomposed into the sum of atoms (see e.g. Latter [57], Lu [61], Coifman and
Weiss [24], Wilson [105, [106], Stein [78] and Weisz [94]).

Theorem 7.1 A function f is in H))(T?) (0 < p < 1) if and only if there exist a sequence
(a*,k € N) of H})-atoms and a sequence (ju, k € N) of real numbers such that

o o
Z |pel? < oo and Z,ukak = f in the sense of distributions.
k=0 k=0

Moreover,

. > 1/p
Il ~ inf (D lael?) ™
k=0
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The “only if” part of the theorem holds also for 0 < p < oo. The following result gives
a sufficient condition for an operator to be bounded from H'(T?) to L,(T?) (see e.g. Weisz
[94]). Let I" be the interval having the same center as the interval I C T and length 27|/
(r € N). For a rectangle

R=1Lx---x1Ig let R =1 x---x1Ij.

Theorem 7.2 For eachn € N% let V,, : Li(T?%) — L,(T%) be a bounded linear operator and
let
Vif = sup [V, f].

neNd

Suppose that
/ Va®dx < Gy,
Td\Ir

for all H;)—atoms a and for some fixed r € N and 0 < pg < 1, where the cube I is the support
of the atom. If V, is bounded from L,, (T%) to L,, (T?) for some 1 < p; < oo, then

Vifll, < Coll g (f € H(T?) N Ly(T7)) (7.2)

for all po < p < py. If limg_. fr = f in the HpD—norm implies that limy_,oo V., fr = V,.f In
the sense of distributions (n € N%), then (Z2) holds for all f € H(T?).

Proof. Observe that, under the conditions of Theorem [7.2] the L,,-norms of V.a are uni-
formly bounded for all H -atoms a. Indeed,

VealodA = H/;a|p0d)\+/ V.alP° dA
Td Ir Ta\I"

IN

Po/p
([ Wealrax)™ i 1 c,,
IT‘
Po/p
Ir

Po/p1
S () B i
= Cpp-
There is an atomic decomposition such that
- . O > 1/po
f= Z,ukak in the H, -norm and (Z ‘Mk|p°) < CponHHEOv

k=0 k=0

where the convergence holds also in the HP-norm and in the L;-norm if f € HZ(T¢). Then

k=0
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and

Vif | <D el [Vaa
k=0

for f € H(T%). Thus
IVafllps < Dl I Vaaellps < Collf Il (f € HY(TY). (7.3)
k=0

Obviously, the same inequality holds for the operators V,,. This and interpolation proves
the theorem if py = 1. Assume that py < 1. Since H[(T?) is dense in L;(T?) as well as
in 4} (T?), we can extend uniquely the operators V,, and V, such that (Z.3) holds for all
f € HJ(T%). Let us denote these extended operators by V and V/. Then V,f = V,f
and V,f = V/f for all f € HZ(T?). It is enough to show that these equalities hold for all
f e H, (T%) N Ly(T%). We get by interpolation from (Z.3) that the operator

V! is bounded from HJ (T%) to L, (T?) (7.4)

*

when pg < p < p;. For the basic definitions and theorems on interpolation theory, see Bergh
and Lofstrom [10], Bennett and Sharpley [6] or Weisz [94]. Since py < 1, the boundedness
in (Z.4)) holds especially for p = 1, and so ([.I]) implies that V] is of weak type (1,1):

sup pA([VIf] > p) = VI fllioo S Cllflmp. < ClfI (f € Li(RY)). (7.5)

p>0

Obviously, the same holds for V. Since V;, is bounded on L;(T¢) if f, € H{(T?) such that
limy oo fr = f in the Ly-norm, then limg_,o, V,, fr = V,,f in the Li-norm. Inequality (7.5
implies that limy_,o, V,.fy = V/f in the L; o-norm, hence V,, f = V/f for all f € L;(T%).
Similarly, for a fixed N € N, the operator

VN,*f ‘= sup ‘an|

In|<N
satisfies (Z3) for all f € H{(T?) and its extension V5, for all f € Ly(T?). The inequality

sup pA(|Vie.f = VeS| > p) < supp MIVR L = Vi fil > p/2)
p p
+ SU.%)pA(‘VN’*fk — VN7*f| > p/2) — 0
p>
as k — oo, shows that V}, . f = V. f for all f € Li(T?). Moreover, for a fixed p,

AL = Vs fl > p)

< AV = VIl > p/3) + A(Vafi — Viea il > p/3) + AV fis — Vauf| > p/3)
< MV =fr) > p/3) + A Vife = Ve fe > p/3) + AV (f — f) > p/3)
< %Hf Flh 4 AVifs = Viafe > /3)

A\

€
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if k and N are large enough. Hence limy_,o V. f = V/f in measure for all f € L;(T¢). On
the other hand, limy_,o V. f = Vi f a.e., which implies that

V.f =V!f forall fe L(T%.

Consequently, (Z8) holds also for V, and (Z3) for all f € H,) (T%) N Ly(T?).

Assume that V,, is defined also for distributions and that limy_,, fr = f in the HpD—norm
implies limy_.oo V. fx = V,.f in the sense of distributions (n € N%). Suppose that p < 1 and
fr € H)(T)NLy(T%) (k € N). Since by (Z2), V,, fi is convergent in the L,-norm as k — o,
we can identify the distribution V,, f with the L,-limit lim;_,o V,, fr. Hence the same holds
for Viv.f: Vivaf = limy_oo Vv o fi in the Ly-norm. Moreover,

VI =Vnalle < IV =Vifillp + 1IVifk = Vivafilly + Vv e — Vv fll
< Gllf = fellmg + [Vife = Vv fillp + Vs fe — Vv fllp
< €

if £ and N are large enough. Thus limy_ o Vn.f = V/f in the Ly,-norm and, on the
other hand, limy_,o Va.f = Vif a.e., which implies that V,f = V/f for all f € HJ(T?).
Consequently, ([Z2) holds for all f € HJ(T?). m

Unfortunately, for a linear operator V', the uniform boundedness of the L, ,-norms of Va
is not enough for the boundedness V' : HJ)(T?) — Ly (T?) (see [13, 64, 65, 14} [70]). The
next weak version of Theorem [T.2] can be proved similarly (see also the proof in Weisz [94]).

Theorem 7.3 For eachn € N% let V,, : L1(T%) — L,(T?) be a bounded linear operator and
let

V.S i= sup [Vofl.

neNd

Suppose that
sup A ({[Vaal > p} DT\ I'}) < €,
p>0

for all H-atoms a and for some fixed r € N and 0 < p < 1. If V, is bounded from Ly, (T*)
to Ly, (T?) (1 < p; < 00), then

Vefllpoo < Collfllg  (f € H(T) N Ly(T7)). (7.6)

If limg . fr = f in the HpD—norm implies that limy_, V,,fx = V,,f in the sense of distribu-
tions (n € N%), then (Z8) holds for all f € H,(T?).

The next result follows from inequality (Z.5)).
Corollary 7.4 If py < 1 in Theorem [Z.2, then for all f € L,(T¢),
sup p A(|Vaf| > p) < C|flr-

p>0

Theorem [7.2]and Corollary[.4]can be regarded also as an alternative tool to the Calderon-
Zygmund decomposition lemma for proving weak type (1, 1) inequalities. In many cases, this
method can be applied better and more simply than the Calderon-Zygmund decomposition
lemma.
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8 Almost everywhere convergence of the (,-summability means

We define the maximal Riesz operator by

01 f i= sup o3 |
neN
If a =1, we obtain the maximal Fejér operator and write it simply as c?f.

Using Theorems and [7.3] and some estimations of the kernel functions, we can show
that the maximal Riesz operator is bounded from H)(T?) to L,(T%). This was proved by
Stein, Taibleson and Weiss [79] and Lu [61] for ¢ = 2, by Oswald [68] for Fourier transforms
and for ¢ = oo, v = 2, by Weisz [94], 06, [100, 99, [101] for ¢ = 1,2, 00 and more general
summability methods.

Theorem 8.1 If ¢ = 1,00, « > 1 and d/(d+ 1) < p < oo, then
lo? fll, < Collfllus— (f € H,(T?)) (8.1)

and for f € Hy ;1 (T?),

d/(d+1)"

75 F a0 = Sp A > ) < € (8.2)
P

If g =2 and o > (d — 1)/2, then the same holds with the critical index d/(d/2 + a + 1/2)
instead of d/(d + 1).

This theorem will be proved in Subsection B2l Recall that H}'(T?) ~ L,(T?) for 1 < p <
oo and so (R yields

||Ug’af||p < Cp”f”p (f e Lp(Td)> 1 <p<o0).

If p is smaller than or equal to the critical index, then this theorem is not true (Oswald [68],
Stein, Taibleson and Weiss [79]).

Theorem 8.2 If ¢ = co and aw = 1 (resp. ¢ = 2 and a > (d — 1)/2), then the operator
0% is not bounded from H}(T%) to L,(T?) if p is smaller than or equal to the critical index

d/(d+1) (resp. d/(d/2+ a+1/2)).

Of course, (B.2) cannot be true for p < d/(d+1), i.e., 02* is not bounded from H(T?) to
the weak L, o,(T?) space for p < d/(d+1). If the operator was bounded, then by interpolation
(81) would hold for p = d/(d + 1), which contradicts Theorem

Marcinkiewicz [62] verified for two-dimensional Fourier series that the cubic (i.e., ¢ = 00)
Fejér means of a function f € Llog L(T?) converge almost everywhere to f as n — oo. Later
Zhizhiashvili [108, [109] extended this result to all f € Li(T?) and to Cesaro means, Oswald
[68] to Fourier transform and v = 2 and the author [I0I] to higher dimensions. The same
result for ¢ = 2 can be found in Stein and Weiss [80], Lu [61] and Weisz [96], for ¢ = 1 in
Berens, Li and Xu [7] and Weisz [100} 99].
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Corollary 8.3 Suppose that q = 1,00 anda > 1orq=2and a > (d—1)/2. If f € Li(T?),
then

sup p Ao f > p) < C||f]]x.

p>0

The density argument of Marcinkiewicz and Zygmund implies

Corollary 8.4 Suppose that q=1,0c0anda > 1orq=2anda > (d—1)/2. If f € L,(T?),
then

lim o“f = f a.e.

n—oo

Proof. Since the trigonometric polynomials are dense in L;(T?), the corollary follows from
Theorem and Corollary B3 m

8.1 Further results for the Bochner-Riesz means

The boundedness of the operator 02 is complicated and not completely solved if ¢ = 2 and
a < (d—1)/2. All results of this section can be found in Grafakos [43, Chapter 10], so we
omit the proofs. The following result is due to Tao [83].

Theorem 8.5 Suppose thatd > 2 and q=~v=2. If 0 < a < (d—1)/2 and

2d — 1 o
or _—
d+ 2 P=0"1 o

l<p<

then the maximal operator o2® is not bounded from L,(T?) to L, +(T%) (see Figure 20).

By Theorems and 6, Figure 0 shows the region where 02 is unbounded from

*

L,(T%) to L, ~(T?). Obviously, the operator o2 is unbounded from L,(T?) to L,(T%) on
the same region. Note that the exact region of the boundedness or unboundedness of o2 is
still unknown (see Figure 23)).

Stein [0} p. 276] proved that Theorem holds also for the maximal operator o2.

Theorem 8.6 Suppose thatd > 2 andq=~v=2. If 0 < a < % and
2(d—1) 2(d—1)
d—1+2a P d-1-2a
then the maximal Bochner-Riesz operator 02 is bounded on L,(T?) (see Figure[I3).

Carbery improved this theorem in [16] for d = 2.

Theorem 8.7 Suppose that d =2 and g =~ =2. If 0 < o < 1/2 and

2 ____4
1+20 PSS 100

then the maximal Bochner-Riesz operator 02 is bounded on L,(T?) (see Figure [21)).
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~
S S .

Figure 20: Unboundedness of 02 from L,(T¢) to L, o (T%).

Christ [23] generalized this result to higher dimensions.

Theorem 8.8 Suppose that d > 3 and ¢ =~y = 2. If 2&;11) <a< d;21 and
2(d—1) e 2d
d—1+20 PSd-1-2a

then the maximal Bochner-Riesz operator 02 is bounded on L,(T?%) (see Figure 22).

The following result follows from analytic interpolation and from Theorems and B8
(see e.g. Stein and Weiss [80, p. 276, p. 205]).

Theorem 8.9 Suppose thatd >3 andg=v=2. If0 < a < % and

2(d — 1) 2(d — 1)
d—1+2a PS> 1aa

then the maximal Bochner-Riesz operator 02 is bounded on L,(T?) (see Figure22).

It is still an open question as to whether 02 is bounded or unbounded in the region of

*

Figure If d = 2, then the question is open on the right hand side of the region of Figure
23 only, i.e., for 1/p > 1/2.
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N =

0 1 1 1/p

Figure 21: Boundedness of 62 from L,(T%) to L, .(T?) when d = 2.

Of course, in Theorems BBHRI, ¢ is also bounded from L,(T%) to L, .(T¢). This

implies that

lim o“f = f a.e.

n—oo
Figures 2Tl and 22 show the region where o2 is bounded from L,(T%) to L, «(T%) and almost
everywhere convergence hold.

By Theorem B.2] if 07 is of weak type (p, p), i.e., it is bounded from L,(T%) to L, - (T%),
then lim,, o, 09 f = f almost everywhere for all f € L,(T?). The converse is also true when
1 < p < 2: almost everywhere convergence implies that the corresponding maximal operator
is of weak type (p, p). More exactly, if X = L,,, 1 < p < 2 and T,, commutes with translation,
then the converse of Theorem holds (see Stein [76]). However, this result is no longer
true for p > 2. The preceding theorems concerning the almost everywhere convergence were
generalized by Carbery, Rubio de Francia and Vega [17] (see Figure 24)).

Theorem 8.10 Suppose that d > 2 and ¢g=~v=2. If0 < a < (d—1)/2 and

20-1) _
d—1+2a PSd-1 -2
then for all f € L,(T?)

lim o“f = f a.e.
n—o0
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«
d—1
2 [\ /
/
\ /
\ /
\ /
\ /
\ /
\ /
\ /
\ /
\ /
\ /
/
d—1 \ p
2(d+ 1) Ne ,
| NS /
RN /
| \ /
A /
| \ N 7
| \ \ Y
| \ N\ /
N\
: \ N
0 d—1  d-1 1 1p
2(d+1) 2d 2

Figure 22: Boundedness of 02 from L,(T%) to Ly .(T¢) when d > 3.

(see Figure[24).

8.2 Proof of Theorem [8.1]

In this section, we will prove Theorem [B.Il in four subsections. If ¢ = 1, 0o, then we suppose
here that & = v = 1. For other parameters, see Subsection [0}

8.2.1 Proof for ¢ =1 in the two-dimensional case

Proof of Theorem 8.1l for ¢ =1 and d = 2. First, we will show that

/Iaia(:v,y)l”dxdyzf sup
T2 T2 n>1

for every HpD-atom a, where 2/3 < p < 1 and [ is the support of the atom. By Theorems
and [7.2] this will imply (81). Without loss of generality, we can suppose that a is a
H-atom with support I = I; x I and

/a(u, VKN — v,y —v)dudy "z dy <, (8.3)
I

[27 R 227K c[—27f 2R (j=1,2)
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d—1

2(d+1)

Figure 23: Open question of the boundedness of 02 when d > 3.

d 1/p

65

for some K € N. By symmetry, we can assume that 7 > x —u >y — v > 0, and so, instead
of (B3), it is enough to show that

/ sup
T2 n>1

forall e =1,...,10, where

A = {(=,y)
Ay = {(z,y)
Az = {(z,y)
Ay = {(z,y)
A5 = {(z,y)
As = {(z,y)
Ar = {(z,y)
As = {(z,y)
Ay = {(,9)
A = {(7,y)

/a(u,v)Kﬁ(m —u,y —v)ly,(r —u,y —v)dudv pdxdy <,
I

0<2<27 P o0<y<z<my<n/2},
2R <0<y <2782y < /2,
2B cp < 27K oy < 2/2,y < w/2),
2R <ma/2 <y <a—27KT y < 71/2},
27 sy <275 <y <oy < 7w/2)
cy>T/2, -2 8P <y <n0<y<a<ml,

w2 <y <m—2785 g 27K < < 1},
r2<y<m—2"KP (r+y)/2 <z <7275}
m/2<y<m—2"5 gy 27Kt o < (w4 y)/2),
/2 <y <m =275y <a <y 27K

These sets are similar to those in Theorem [6.1] (see Figure [19]).



Ferenc Weisz: Summation of multi-dimensional Fourier series 66

0 a-1 = 1/p

Figure 24: Almost everywhere convergence of o2 f, f € L,(T?).

First of all, if 0 < 2 — u < 275%% then —27K-1 < 2 < 27546 and the same holds for y.
If 7 — 275+ <y —v <, then 7 — 2756 < ¢y < 7 4+ 27K~ and the same is true for z. By
the definition of the atom and by Theorem 6.1

/ sup
T2 n>1

Considering the set Ay, we have 2755 < 2 —u < 71 and 0 < y — v < 2752 thus
27K < p <+ 278 and —27K1 <y <2783, Using (6.1), we conclude

p
/a(u, VK Nz —u,y —v)1a,0a,(z — u,y —v) du dv‘ dzdy < C,2* 272K,
I

’/a(u,v)K}L(:ﬁ—u,y—v)lAz(m—u,y—v)dudv‘

I

< Cp22K/”/(m—u—y+v)_3/2(y—v)_1/21A2(x—u,y—v)dudv
I

< Cp22K/p1{27K+4<x<7r+271(71} 1{_271(71 <y<2-K+3}

/(QE . 2—K+3)—3/2(y . ’U)_l/2 du dw
1
Cp22K/p—3K/2

IA

1{27K+4<x<7r+271<71}1{_27K71<y§271<+3}(,’L’ - 2_K+3)_3/2. (84)

Similarly, on A7, 7/2 <y—v <7 =275 and 7 — 2752 < g —u < 7, thus 7/2 — 27571 <
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y<m—2"FKand r — 27K <o < 1+ 27571 By (635),
’/a(u,v)K,ll(x—u,y—v)lm(x—u,y—v) du dv
I

< Cp22K/p/(a: —u—y4+0) (1 — x4 u) V1 (r—uy —v)dudy
I

2K/p
< Cp2 1#/2—2*K*1<y<7r—2*K+4 Lro-K4scpcmio—K-1

/(7‘(‘ — 2B )32 (r — x4 w) V2 dudo
I

IN

2K /p—3K/2 -K+3 —3/2
Cp2 / / ]_7r/2_2—K—1<y<7r_2—K+4]_7r_2—K+3<x<7r+2—K—1 (7‘(‘ -2 - y) / .

If p > 2/3, then

/ sup‘/a(u,v)K}L(x—u,y—v)1A2uA7(x—u,y—v)dudvpdxdy
T I

2 n>1
2 KL np— K43
< Cp22K—3Kp/2 (LU . 2—K+3)—3p/2 dr dy
2—K+4 _27K71
T2 K+4

+ Cp22K—3Kp/2 /

a2 K1
— / (71' . 2—K+3 _ y)—3p/2 dy dx

_27K+3

< G,

We may suppose that the center of I is zero, in other words I := (—v,v) x (—v,v). Let

(2

A () = /_ua(t,v)dt and  Ap(u,v) = / A (u, 1) dt.

Observe that
A, v)] < C, 2K,

Integrating by parts, we can see that

/ a(u, v) K} (2 — u,y — v) 1 a0, (7 — u,y — v) du
I

= Al(u,v)K}L(z—u,y—v)1A3uA8(a7—l/,y—v)
T / A, )KL (2 — 1, — 0)Lagung (& =,y — v) du

v

because A;(—v,v) =0. As Ay(v,v) = [

;a =0, integrating the first term again by parts, we
obtain

//a(u,v)K,ll(:)s—u,y—v)lAguAs(:B—u,y—v)dudv
nJi

= / As(v,0) 0K} (2 — v,y — v)1a,uas(z — v,y — ) do

bt 2

+//Al(u,v)ﬁlKrll(x—u,y—v)lAguAs(:B—u,y—v)dudv.
nJr

2
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Since t —u—y+v > (r —u)/2 on the set A3 and x —u—y+v > (7 —y+v)/2 on the set
Ag, we get from (6.9) that

‘/ a(u, V) K, (x —u,y —v)la,(x —u,y —v)dudv

€, 22K Iv-2K / (=) P (y = 0)P 2Ly (0 — v,y — v) do

I
5 e P e
1
Cp22K/p_3K1{2*K+4<x<7r+2’K71} 1{27K+1<y§x/2+27K}
(ZL’ . 2_K_1)_1_5(y . 2—K—1)B—2 (85)

IA

and
’ /a(u, VK Nz —u,y —v)1ag (7 —u,y — v) dudv
I

< Cp22K/p_2K/ (T—y+o) P (r—2+v) (v — v,y —v)do
I

+ C,22K/p=K /(7‘(‘ —y+u) " (=2 uw) P (2 — u,y —v)dudv
I

IA

2K /p—3K
Cp2 / 17r/2—2*K*1<y<7T—27K+41(7r+y)/2—27K<:E<7T—27K+1

(r—y — 27K )10 (r — g — 27 K12,

Choosing 8 = 1/2, we conclude

[ o
T2 n>1

a2 K-1 agp/242-K
< C 22K 3Kp / / . 2—K—1)—3p/2(y o 2—K—1)—3p/2 dr dy
2 2

- K44 K+1
T—2—K+4 T—2—K+1

+/ / (m—y —2_K_1)_3p/2(7r—3: — 2_K_1)_3p/2 dxdy)
m/2—2-K-1 J(n4y)/2—2-K

(22K —3Kpg=K(1=3p/2) 9= K(1=3p/2)
Cp.
Since y —v > (r —wu)/2 on Ay and 7 —z +u > (7 —y +v)/2 on the set Ay, (6.9) implies

Jatw o)~y = Lo = wy o) due] dedy

IA A

‘/a(u,v)K}L(z —u,y —v)la,(r —u,y —v)dudv
I

< Cp22K/p_2K/ (z—v—y+v) " Pl —u)f 1@ —v,y—v)dv
Ip)

+ C,22K/p=K /(m —u—y+v) P —u) Py, (r —u,y —v)dudv
I
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< CP22K/p_3K1{2*K+4<:c<7r+2*K*1}1{x/2—2*K<y§x—2*K+1}
(¢ —y—275) 1P (e — 2787172 (8.6)
and
’ /a(u, VK z —u,y —v) g, (2 —u,y — v) dudv
I

< C’p22K/p_2K/(x—1/—y+v)_1_ﬁ(ﬂ—y+v)ﬁ_21A8(x—I/,y—v)dv
I

+ C,22K/r=K /(:c —u—y+v) P —y+0) 2 (r — u,y — v)dudoe
I

IA

Cp22K/p_3K17r/2_2—K—1<y<7T_27K+4 1y+27K+1 <x<(7r+y)/2+2*K
(0 =y =279 Py -2

as before. Choosing again § = 1/2, we obtain

/ sup
T2 n>1

/a(u,v)K}L(x —u,y — V)1 a,04,(x — u,y —v) dudv pdxdy
I

42— K-1 z—2-K+1
< Cp22K—3Kp</ / (z—y— 2—K)—3p/2(x _ 2—K—l)—3p/2 dz dy
9—K+4 x/2—-2-K
o2 /242t K 2 K—1 2
4—//221(1/2K+1 (2 —y—278) 302 —y — 27 K=1)=3p/ dxdy)
T)2=27" T Yy+27

Cp22K—3Kp2—K(1—3p/2)2—K(1—3p/2)

c,.

IA A

Finally, inequality (€.7]) implies

‘/a(u,v)K}L(x —u,y — )1y (r —u,y —v)dudo
I

< Cp22K/p/(y—Q_K_l)_zlAs(:E—u,y—v)dudv
I

< Cp22K/p—2K1{27K+4<x<7r+271(71}l{x—2*K+3<y§x+2*K}(y — 2_K—1)—2

and
‘/a(u,v)Krll(:B—u,y—v)lAm(x—u,y—v)dudv
I
< Cp22K/p/(7r—x—2_K_1)_21A10(3:—u,y—v)dudv
I

2K /p—2K —K—-1\-2
< sz / 17T/2—2*K*1<y<7r—2*K+41y—2*K<x<y+2*K+3 (7T —xz—2 ) y
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hence

/a(u,v)KTIL(m —u,y — V)l aua,0 (2 — u,y —v) dudo pdxdy

/sup
T2 n>1 I

w2 K1 z+2-K
S Cp22K—2Kp/ / (y o 2—K—1)—2p dz dy

2—K+4 _27K+3
71__27K+4

y+2 K+3
+ Cp22K_2Kp/ / ) (r— 2 — 275 drdy
y—2~

/2 2—K-1
T4+2~ K+5 y+2 K+3
S C 22K 2Kp/ / 2_K_1)_2pdl’dy
2 K+3 y—
m—2-K+3 z—2 K+3
+ Cp22K_2Kp/ / (r—2—275"H)2Pdyda
m/2—2-K+1 Jp4o-K
< G,

which finishes the proof of (8.1]).
Next, we will verify the weak inequality (82). To this end, we use Theorem [.3]and prove
that

sup p?*ANola > p) < C
p>0

for all HQD/3 atom a. Since

(gl > p) < / 9>,

taking into account the above inequalities, we have to show that

2/3)\ sup’/ a(u,v)K}(z u,y—v)lAi(x—u,y—v)dudv’>p> <C

n>1

fori=2,3,4,7,8,9 and p > 0. We will prove the inequality for the first three sets. For the
last three, the proof is similar.
If the expression in (84]) with p = 2/3 is greater than p, then

Lo-wtscaansa-r1) (@ = 2759 < Cpm 2Py ey i)

and

A(sup

n>1

/a(u,v)K}L(x —u,y —v)lg(x —u,y —v) dudv) > p)
I

< Cp_2/32K/1{_2K1<yS2K+3} dy
Cp2/3.

If (B3] is greater than p, then

™

1 CK_1\—
1{2*K+1<y§x/2+2*K}(y - 2_K_1) <Cp 2*’31{2*1‘<+4<m<7r+24<*1}(I —-27K 1) =
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Choosing 3 such that _M +1<0,ie.,1/2 < <1, we obtain

sup‘/ a(u,v) —u,y—v)1A3(z—u,y—v)dudv‘>p)
n>1
p 1342 [ 145
< / :zda?+C’p_ﬂ/ (x—27 KN =5 dx
9—K+4 p—1/319-K—1

1+l3

<Cp P4 Cp = ﬁp T (zpth)
Cp~23.
For Ay, we get from (8.0) that

Lizjo—2-K cy<a—o-K+13(T — Y — 275)

_ 1 o1\ B=2
< Cp lJrB1{2*K+4<ac<7r-i-2*K*1}(x_2 K 1)1+B'

Hence
A(sup /a(u, VK z —u,y —v)la,(x —u,y —v)dudo| > p)
n>1 I

p71/3+27K71 . 2 5o

< / :zdx—l—C'p_W/ (x — 275155 da
29— K+4 p—1/3+27K71

< Cp—2/3 + Cp 1+,3p 3 ([13+§+1)

= Cp 23,

Here, we have chosen [ such that
complete. m

1+ﬁ+1<0 i.e., 0 < B < 1. The proof of the theorem is

8.2.2 Proof for ¢ =1 in higher dimensions (d > 3)
Proof of Theorem [l for ¢ =1 and d > 3. To prove (81]), we will show that

/ lota(z)|P dx :/ sup
T4 Td n>1

for every Hpm-atom a, where #‘ll < p < 1 and I is the support of the atom. We may suppose
that a is a HpD-atom with support I = I; x --- x I; and

/a(u)K;(x ~wdu| dr <, (8.7)

1

[—27 K2 o7 K2 c [ c[-27 K 2R (=1,...,d) (8.8)
for some K € N. By symmetry, we can assume that

T>X1 — UL > Tg— Uy > -+ > Tg — Ug > 0.



Ferenc Weisz: Summation of multi-dimensional Fourier series 72

IfO0<x —u <275+ then —27F1 <2y <27 and if 1 — 275+ <2y — ug < 7, then
7 — 27K < gy < w4+ 27K-1 By the definition of the atom and by Theorem 2.3

/ sup
Td n>1

We get the same inequality if we integrate over the set

p
/a(u)Krll(a: — U)o Kt130, —uy saa—up > >ag—ug>0} du| dr < C, 2K dg=Kd
I

{7T>LL’1—U1>SL’2—U2>"'>5L’d—ud2ﬂ'—2_K+4}.

Hence, instead of (8.1, it is enough to prove that

/sup‘/ K}z —u)ls(z —u)du dx<C’p,
T

d n>1
where
S = {:EETdZﬂ'>£E1 >x9 > > x> 0,2 >2_K+4,xd<7r—2_K+4}.
Let
S - xESZIil—l’jl>2_K+2,l:].,...,k’-].,l’ik—!lfjk§2_K+2, if k < d,;
ik =\ eS8 ay —axj, >27K2 1 =1,...,d—1, if k=d
and
S, JxeSu kx> 278, <w/2, ifk<d,
(g dod == RS S(iz,jl)Jf P Zjay > 2—K+2’de71 < 71'/2, if k= d’
S L S S(ilvjl)vk 1 X5, < 2_K+2,l’jd71 < 7T/2, if k< d,;
(Zlvjl)7k72 - €T E S(il7jl)7k : xjd—l S 2_K+27l’]’d71 S 7T/2, lf k: — d,
St s = € Sgi )kt T — Ty, > 2_K+2,xjd71 > /2, %f k < d;
(i,41) = S(izvjl),k Ty, > o-K+2 Tj, > /2, if k=d,
S, _JreSu e T =1 < 2_K+2,SL’jd71 > /2, if k <d,;
G Tl zeSuk T —x, , <2752 g >w/2, ifk=d
Then

/ sup
Td n>1

S

d p>1
(Zl

/ uw) Kz —u)ls(z — u) du’ dz

P
/ Ki (11 ]l)( u)ls(il,jl),k,m (. —u) du‘ dz. (8.9)

Step 1. In this step, we estimate the first d — 1 summands in (89) on the set S, j,)x1 by

p
€2t 3 Z / sup ( /I ) g = W)l (= ) )l

d
(Zlu]l EZ k=1 nzl
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Since Lig_qy — Uig_y — (xjdfl - ujdﬂ) < Lip — Wiy — (le o ujl)’ (m) implies

1
/IKm(il’jl)(x - u)ls(izvjz),k,l (z — u)du

d—2
= ¢ I H(% Tl G ujl))_l_ﬁ(ajjdq - ujd—l)B(d_2)_215(ilvjl),k,1(x —u)du
=1
k—1 s
< C ; H(l’il — g, — (x5, —uy)) 7P H(% — oy, — (@, — uy,)) "L AHY/ER)
=1 "
(xid,l — Uiy | — (xjdﬂ _ ujd,l))l/(d_k)_l
d—2)—
(xjdfl - Ujdfl)ﬁ( 2) 213(%”)’“(3; — ) du.

In the first product, we estimate the factors and in the second one, we integrate. More
exactly,
— gy — (x5, —uj) >x, —x; — 275, I=1,... k-1,

l’il

and

Tjgy = Wjgy > Tjy_y
For the integration, we first choose the index is—; (= i/,_;) and then iy_o if 449 # @41 or
Ja—2 if ja—o # ja—1. Repeating this process, we get a sequence (i}, = k,...,d — 1). Note
that i) # 4 if l#m,l,m=Fk,...,d— 1. We integrate the term

(zik - Ui, — (xjk - ujk))_1_5+l/(d_k) in Wi

the term

. _ o — (. o —1-B+1/(d—k) )
(xlk+1 Uiy, 1y (x]k+1 u]k+1)) I ul§€+17

..., and finally the term

(xidﬂ — Uiy y — (xjdﬂ - ujd—l))_l_ﬁ+1/(d_k) n Uy -

Since m;, — u;, — (x5, —uj,) < 27572 (I = k,...,d — 1) and we can choose 3 such that
p<1/(d—1), we have

/I(xil - Uy — (le - ujz))_l_ﬁ—‘rl/(d_k)1S(izvjl),k,1(x - u) duil (Ol" dujl) < C2—K(1/(d—k)—ﬂ)7
1

(l = ]{Z, . ,d - 1) Ifx—uc S(il,jl),k,lu then

zy, —wj, > 275 oy, — oy, > 2782 97K 5 o KL I=1,...,k—1,

and
wj, > 27 KA gy > 9TKA2 _goKl 5 oKL
Moreover,
zi, — x5, <275 oy, — oy, < 2753 l=k,...,d—1,
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and
xil_le>uil_ujl>_2_K7 l=Fk,....,d—1.
Hence
1
/IKn,(iujz)(x — u)ls(il,jl),k,l(x —u)du
k—1
S OQ—Kk‘2—K(l/(d—k‘)—B)(d—k—l)2—K/(d—k‘) H(l,” _ le _ 2_K)_1_Bl{xil—le>2*K+1}
=1
d—1
H 1{—27K<£Eil—fﬂjl<27K+3}(:'Ujdfl - 2_K_1)ﬁ(d_2)_21{mjd71>2*K+1}
1=k
and

Kd 1 P
2 Z Z /d /IKn7(il7jl)(x - u)ls(il,jl),k,l (:L’ — u) du) dx

(Zlu]l GIk 1

< CpQKd2—Kkp2 (1-B(d—k—1))p Z Z

(i1,j1)€T k=1

k—1
/Td H(x” —xj — 2—K)—(1+6)p1{%_le>24<+1}
I=1

H 1{—2*K<ril—wjl<2*K+3}(xjdﬂ - 2—K—1)(B(d—2) )pl{ S>27 K+ dzx
=k
< Cp2Kd2—Kkp2—K(1—B(d—k—1))p
d—1
Z Z2—K(1—(1+5)P)(k—1)2—K(d—k)Q—K(l—@—ﬁ(d—?))p)
(i1,51) €T k=1
< Gy,

whenever 1 — (1+8)p < 0,1 —(2—5(d—2))p<0and f < 1/(d—1). Since § can be
arbitrarily near to 1/(d — 1), we obtain p > 2.

Step 2. For k = d, we have z;, —x;, > 2 5™ foralll=1,...,d — 1 and z;, , > 275
Suppose again that the center of I is zero, in other words [ := H?Zl(—u, v). If we introduce

Al(u) = / a(t17u27"'7ud) dtl

and
Ak(u) = / Ak_l(ul,...,uk_l,tk,uk+1,...,ud) dtk (2 S k S d), (810)

then
|Ap(u)] < C,25@/P=F)
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Integrating by parts, we can see that

[ KL e = s o = ) e
1
= Al(ya U2y - - ,Ud)(Kl

nv(ilyjl)]_s(il;jl);dyl)(zl — U, Ty — Uy ..., Tq — Ug)
v
+ / A (u)o K, (” ]l)(:)s — u)lg(im)yd)l(x — u) duy,

—V

because Aj(—v, us,...,uqs) = 0. Integrating the first term again by parts, we obtain

/1 /1 a(u)Krlh(im)(:B —u)ls, a0 (@ = u)durdus
1 2

= As(v,v,us,. .. >ud)(Krlz,(z'l,jl)lsal,jl),d,l)(1'1 — VU, Xy — U, T3 — Us, ..

v
+ / As(vyug,y . .. ug) (02K (Zl,]L)ls(il,jl),d,l)(xl — VU, Xy — Us, ..
—v

+ /1 /1 Al(u)(81K,1L,(il7jl)15%”)@'1)(:)3 — u) duy dus.
Since Aq4(v,...,v) =

'7$d_ud)

S Tq — ug) dug

f ;a =0, repeating this process, we get that

/I ( )Krlz (i1,51) ( u)ls(il,jl),d,l (.Z’ - U) du

(8.11)
d
Z/ /Ak 'Vvukv"'vud)
k=1
KK (Wl S(iz)jl))dvl)(zl — Vo T = VB = U, -, T — Ug) dug - - dug.
Inequality (6.13) implies
’ / K, ) U)ls(il,jl)yd’l(x —u) du‘
d
< Cp ZQK(d/P k) / / H l,” l,]l V))—l—ﬁ
la =1
d—1
H(fﬂil — Uy — (le — ujl))—l—ﬁ(xj&1 _ ujdﬂ)ﬁ(d—l)—z
I=k
100 (2 =) dug - g (5.12)
d—1
<

C 2K (d/p—k) 2 K(d—k+1) H Ty, zj, — 2—K>—1—61{mil_wjl>271{+1}
(,’,Ujd71 _2 K— 1)5(6[ 1) {Z‘jd71>27K+1}
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and
p
Z /d ilill) / Ki7(il,jl)(x —u)ls, ;. (@—u)du| dz
(i1,51) €T T
< 2Ry Rr Y / H miy — g, — 2 ) TP ke
(i1,J1)ET
(l’jd71 — 27 K= 1)(B(d D- )pl{xjd71>27K+1}dl'
< CPQKdQ—de—Kp Z 9—K(1-(1+8)p)(d=1)9— K (1-(2—5(d—1))p)
(i,J1) €T
< G,
whenever 1 — (1+8)p<0,1—-(2—-p(d—1))p<0and g <2/(d—1). In other words
L4
P=a+T

Step 3. Now we investigate the first d — 1 summands and the set S, ;)2 in (89). In
this case,

Liy, — Wiy, — (xjk - ujk) < 2K
and x;, | < x; < 275t Note that z;, , < 27%%2 for k = d. Observe that k = 1 can be

excluded, because i; = 1, j; = d and this contradicts the definition of S, where z; > 2754,
Using the method of Step 1, we get that

1
/IKm(il’jl)(x N u)ls(izvjz),k,z (ZL’ - u) du

< /IH Lip — Ui, I]L ujl))_l_ﬁ(l’]’dfl - ujdq)B(d_2)_215(il,jl)»k,1(x o u) du

VAN
»\
amni)
E)

11— —1—B+(1—€)/(d—k—1
Ui, x]z u]z BH Iu — U x]z ujz)) 1=/ )

(xidfl = Uiy — (xjdﬂ o ujdfl))e l(xjdﬂ o ujdfl)ﬁ(d 2)_218(il,jl),k,2 (LL’ - u) du

< 02 KU=1)9=K((1=0/(d=k=1)=p)(d—k=1)g~Ke
k-1
H(xiz — X — 2_K)_1_51{xil—mjl>2’}<+l}
=1
H 1{—2*K<xn—xn<2*K+3}2_K(5(d_2)_1)1{%71 <2 KA}
1=k
and so

d—1

/ sup
Td n>1

P
/I ()KL (5 — w)ls, oo — ) duf do

(i1,51)€T k=1
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< G, QKdQ—K(k—1)p2—K(1—B(d—k—1))102—K(B(d—2)—1)p

-1
Z Z/ H(x” —xj — 2—K)—(1+6)p1{%_le>24<+1}
(Zl,]l GI k=2 =1

d—1

H L oK cyy o <2-m+33 1, <o-rray do

I=k

CpngQ—K(k—1)p2—K(1—B(d—k—1))p2—K(6(d—2)—1)p

d—1
Z Z2—K(1—(1+ﬁ)P)(k—1)2—K(d—k+1)

(i1,j1)€T k=2

< G,

IN

We have used that 0 <e < 1,1/(d—2) << (1—¢€)/(d—3)and 1 — (1 + 3)p < 0. (Since
the term for k = 1 is zero, we can suppose here that d > 3.) This implies that ¢ < 1/(d —2).
Since [ can be chosen arbitrarily near to (1 — €)/(d — 3) and € to 0, we obtain

- d—3
P=a=2
Step 4. Here, we consider the dth summand and the set S, ;.42 in (89). Similarly to

B.12),

1
‘ / Knv(il Jl )18(” J1),d,2 (:I; ) du‘
d
< oy 2 [ ] T, —v — (o =)
k=1 Iy, Idl 1
d—1
(ZL’” u (Ijz u]z))_l_ﬁ
1=k
(x]d 1 Ujy 1)B(d Y S(izvjl),d,Q (:L’ - U) duk e dud
d—1
< CRRUPR KR T (@, — = 275) Py, Ly someny
=1
2_K(6(d_1)_1)1{$jd71S27K+4}? (813)

thus

p
5 [ s [t~ e
(1,51 €T Té n2l

< C2Kd2 Kdp Z / H Ti — —2 K) (1+B)p 1{$il_le>27K+1}

(i,51)€T
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2_K(ﬁ(d_1)_l)p1{xjd71 <2-K+4} dz

< CPQKdQ_de Z 9—K(1-(1+8)p)(d—1) 9—K(B(d-1)-1)po—K
(ilvjl)ez
< Cp,
whenever p > d+1 The corresponding inequalities for the sets S, j) k3 and S, j,),k4 can be
proved similarly. This proves (87) and (81).
By Theorem [7.3] to prove the weak inequality (8.2), it is enough to show that

sup p¥ D \(ola > p) < C
p>0

for all HE/(dH)-atoms a. Observe that

PN g| > ) < [ lgptas (8.14)
implies that we have to show only that
/(d+1) ilill) ’/ K}L (g (@ —wls, o (T —u) du‘ > p) <C (8.15)

fork=d,l=10ork=d, | =2andall p>0.
Step 5. Suppose that £ = d and [ = 1. We can see as in Lemma that

—1-p,, d=3+ 215 (Bi-1)
|a (117]1) :L’)| < CH(IH _Ijl) ! lejd,l = 1{Cde71S7T/2}
d—1
_'_CH(xil - le>_1_ﬁl
=1
d—1
(7‘(‘ _ xid,l)d_3+zl:1 (Bl_l)l{fﬁjd71>ﬂ-/2}7 (816)

whenever ¢ = 1,...,d, 0 < B < 1, d =3+ Y7 (B—1) < 0 and § + 2L < 1 for all
l=1,...,d—2. We get similarly to (812) in Step 2 with p = d/(d + 1) that

)[wwKame—wmwmwm—umd

< C 2K(d+l k) / H i, — :L,]l V))—l—ﬁz
k 1 T Ta =1
d—1 ,
—1- d—-3+> B
(zil - Uy — (sz - ujz)) g (defl - ujdq) iz (Ai=1)
=k
13(il’jl)’d71(flf — u) duk s dud
d—1
S CQK(d—I—l—k:)Q—K(d—k‘-i-l) H(le _ le _ 2_K)_1_Bl1{mil—le>2*K+1}
l

1
9= K_l)d_3+zgtf (Bi—1)

(l’jd71 — 1{xjd71>27K+1}'
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If this is greater than p, then

—-K
(xil R 2 )1{.’211 —:Ej1>2*K+1}
d—1

_ i
< Cpﬁ H(x” —Zj — 2_K)T’flll{xil—mjl>2*1<+l}
1=2
d-3+1 15 -1)
(wj,, —27070) T Ly, ok,

79

We know that either i1 > i or j; < jo. Suppose that the first inequality is satisfied and let

/.
T = (xlw"axil—laxi1+1a"'7$d)‘ Let

Ry — x’:xil—le—Q_K>p%1,l:2,...,k—1;
¥ ixy, —xy, =27 <pi =k ... d—1
and
Rea = {7 €Rpiay, , —27 5> pﬁll},

-1
Rk72 = {ZL’, € Ry : Tj, 1 — oK+l < pm}

for some k = 2,...,d — 1. We may assume that 2’ € Ry or 2’ € Ry In both cases, let

Bo=fP3="-+-= Brp_1 and B = Bp41 = -+ = Ba—1. Then

A(sup / a(u) KL (@ =), 4o (2 — u) du| g, , (') > p)
I

n>1

1 [T “1-pp
< Cpta /H(I” -z — 2—K) 1+61 1{xil_le>271<+1}
=2
d—1

K il
H(xil — Xy — 2 ) T+51 l{xil_le>271<+1}
=k

d—3+(B1 —1)+(Ba—1)(k—2)+(Br—1)(d—k)

(xjdq - 2_K_1) HA 1{:de71 >2*K+1}1Rk,1 (ZE,) da’

7Bk+1)(d—k) =1 (224814 By (k=D + By (d—k) | 4

—1 —1 (—1-B9 -1 -1
Cpmpd_ﬂ(m"'l)(k_mpm( +81 parl 1+81

Cpirt,

VARVAN

whenever

L4+ 6 <148y, 1481 >14 B, 1+ 51 <2—=51 — fa(k —2) — Br(d — k).

Substituting 5; = 1/d 4 p; with small g; in these inequalities, we obtain

< o, pa > g, 0 < =2p1 — po(k = 2) — px(d — k).

)

(8.17)

If iy < 0, o > 0 and py < 0 are small enough, then these inequalities are satisfied for a

fixed k.



Ferenc Weisz: Summation of multi-dimensional Fourier series 80

For the set Ry o, we get the same inequality as in (817) if
1+ﬁ1 <1—|—ﬁ2, 1—|—ﬁ1 >1—|—ﬁk, O<2—ﬁl—ﬁg(l{i—2)—ﬁk(d—]€) <1—|—51,

or, after the substitution,

1
p < o, py > g, —= — 11— < =2p1 — po(k —2) — p(d — k) < 0.

d

These inequalities are again satisfied if iy > 0, ps > 0 and pi < 0 are small enough, which
shows (813 for k =d, [ = 1.

Step 6. Let k =d and [ = 2. Setting 51 =1/d+¢€,e>0and 5,=05,l=2,...,d—11in
(BId), we obtain

|8 K’}L Zl,jl)( )|

_dt1_, B(d—2)+L+e—2
< C(IZI _le) ¢ H(Ill _le> . Bx]d 1 1{9ﬂjd,1§7f/2}

i, oyl
+C($i1 _Ij1) ¢ (ziz _sz) - B(ﬂ-_l’idﬂ)ﬁ(d Drat 21{‘rjd—1>ﬂ/2}

A
2
=

_d+1 —1-B—-5.  B(d— 2)+ +e—2
_le) E H(xil_le) -2 L 1{50jd,1S7T/2}

_dt1 o)L e
_'_C(Iil - le) E (xil - x]l) e 2(7T _xidq)B(d Arat 21{90jd71>7r/2}7

if 3(d—2)+1+e—2<0. Similarly to (8I3),

’ / Kl NCIN D) u>18(il,jl),d,2 (z —u) du‘

S C 2K (d+1-k) / / Ti, — Ui, 55]1 Ujl))_dgl
k 1 Iy, Iq
k-1 i1
(i, — v = (g, = )77 [ [ = gy — (2, — ) 7777
1=2 I=k
_ 1, .
(xjdfl — ujd71>5(d 2)+d+€ 21$(il,jl),d72 (,’L‘ — ) duk Ce dUd
< OoR@H-R9-K(-k)(p 4 g-K)- d+11{x”_%>2 K1y

d—
—-K\-1-B-3% —K(B(d—2)+1+e—1
(xiz - L5 — 2 ) ? dizl{Iiz_sz>2’K+1}2 (Bla=2)+ate )1{5’33371327[(“}'
=

1

2
Here 5(d —2) + é +e—1>0and w;, =u;, =vif k> 2. If the last expression is greater
than p, then

(@i, — 5, — 2_K>1{"Ei1—$j1>2*K+1} < Cp_#‘ll2_%(ﬁ(d_2)+é+5_2)
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-1

_ R TR S '
e, - g0
1=2
oy —aj,>2- w413 L, <oty

and
)\(ilg) /Ia(u)Krlh(il,jl)(x —u)ls, ., (T—u) du’ > ,0)
< Cp Ty EEGE-D e /
d—1
H(% -z — 2_K)(_1_5_ﬁ)#1 Lig, oy >o-kt1y e, <o-Koay da’
< é’_; d+12 R (B(d—2)+ L +e— 2)2—K((—1—ﬁ—ﬁ)#“1+1)(d—2)2—f<
< de+1
whenever (=1 — 3 — =< 2)m + 1 < 0. Recall that 2/ := (x1, ..., %41, Tij41,---,Tq). 1t is

easy to see that we can choose a [ that satisfies all conditions mentioned above. This implies

inequality (8I%) for k = d, | = 2. The cases k = d, [ = 3 and k = d, | = 4 can be handled
similarly. The proof of the theorem is complete. m

8.2.3 Proof for ¢ =0

Proof of Theorem 8.1 for ¢ = co. We will show again that

/ losCa(x)|P de = / sup ‘ / (x —u)du "z <, (8.18)
Td\27 ] Td\271 neN

for every Hpm—atom a, where d—+1 < p < 1. Assume again that I, the support of a, satisfies
BI).

Here, we modify slightly the definition of the sets S, So, &’ and S;.. Let

S={reT 2 >a9> - >z7>0,z, >2 K"}

d—
Sef::{xETd:‘Z €;T;

< d2~ K+4}

S ={zcT: Je, < d27 5

1
E :ijj

Jj=1

Sp={recS oz >r> - >a,>27 5> >0 > a5 > 0},

k=1,...,d. The sets S.; and Sy 4 are defined as before in Subsection [(6.2.3]

61 —{ZIJ’GTCI ‘Z€]$]|<4LE1}
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< 4£L’d}

d-1
Sog:={reT: ‘ Z €T,

J=1

We may suppose again that | Z?Zl ejr;] < mand | Z?;i ejx;| < m. It is easy to see that the
Lemmas [6.15] [6.16] and [6.17] also hold for these sets.
Instead of (8.I8) it is enough to prove by symmetry that

P
/ sup’/ (r—u)ls(zr —u)du| dz
Td\271 neEN
< / sup‘/ u) K2 (x — u)ls,ns (@ — ) du|” dz
k=1,d” TN\27I neN
P
+ Z / sup ‘ /a(u)KfL"E, (z —u)lsns, (z —u)du| dz
e k=2 Td\271 neN ’
p
+ / sup } / u) K2 (x —u)lgns(x —u)du| dzx
k=1d Td\271 neN
P
+ Z / sup ‘ /a(u)KSOE,(x —u)ls\s, (z —u)du| dv
o i /127 neN LT ’
< G, (8.19)

Step 1. Let us consider the first sum of (819). Sincew € [,z —u € So orz —u € &'
implies that z; must be in an interval of length C2=%. If + —u € S, and u € I, then
x; —u; > 2752 and so x; > 27K (4 = 1,...,k). Moreover, r; — u; < 275%2 and so
r; <2783 ({=k+1,...,d). By Theorem [6.1] the integral of K° can be estimated by a
constant, thus

/ sup ‘ /Q(U>K1?Lo(x - u>13103’($ _ U) du‘P de S Cp2Kd2_Kd.
T

d\27] neN

If k = d, then (6.15]) implies
sup ‘ /a(u)Kﬁf’e,(az —u)ls,ns (. — ) du‘
I

neN

d
< CQKd/”/H(:Ei — ui)_llsdmgl (x —u)du
S CQKd/p/H — 27 K-l 1_1/(d_1)13d03/(flf - U) du

d
< CoRa iy ) (T — 27 0 D1 gy,

1=2
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where the length of I} is ¢27%. Then

p
/ sup ‘ /a(u)KfL"E, (x —u)lgns (v —u)du| dz
Td\277 neN | J1 ’

d
< CpQKd—deQ—K/ (H _9-K- 1 dp/(d—l)l{erfKH}) dzs - -+ dzy
Td-1

i=2

S Cp7

when p > (d —1)/d.
Step 2. In the second sum let us investigate first the term multiplied by ls,, J(x —u)in
the integrand for all k = 2,...,d — 1. If v —u € So 4, then u; is in an interval of length

8(z4 — ug). By (613),

sup ‘ / a(u) Ky (z —u)lsnsns, (o —u) dU’
I

neN

d
< CQKd/p/H(Ii —u;) snsns, (T — ) du
Ii=1 ’

k
< C2Kd/p1]{ (:ﬁ)/ (H —1-1/(k— 1))
Iox--x1g i—
d
( H (x; — ui)_1> (g — ua)ls, (x —u) dug - - - dug
i=k+1
k
< CQKd/p]_Ii(xl)/ H(IZ _2—K—1)—1—1/(k—1)>
Iox-x1g4 i=2
d
( H (x; — ui)_lﬂ/(d_k)) ls,(x —w)dug - - - dug
i=k+1
< CQKd/p_K(k_l)_Klji(l'l)
k d
(H(SL’Z — Q_K_l)_k/(k_l)1{%2271{“}) ( H 1{-'Ei<27K+3}>7
=2 i=k+1

where the length of I is ¢c27%. Hence

d—1
p
Z/ sup ’ /a(u)KVOL?e’(x - u)lsmsemsez’d(x - U) du
T I

—9 d\27] neEN

Cp2Kd—Kkp2—K2—K(—kp/(k—1)+1)(k—1)2—K(d—k)

Cy,

IAINA

whenever p > (d —1)/d.
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If © —u & Se g, then | Z;l:l €j(x; — ;)| > 3(xqg — uq). Applying this and Lemma [6.16]
we can see that

sup ‘ /a(u)K,if’E,(x —u)lsns s, , (T — u) du‘

neN
d—1

s ozw/ <1_1< )
St

146
Lsyns, (#—u) du

k d
< CZ2Kd/p/<H _ 9K 1—1/(k_1)>< H (zi_ui)—lﬁ-(l—é)/(d—k))
cd I iz2 i=k+1
d —140
} Z €j(z; — uy) Lsyns, (#—u)du
=1
< ORI KO KO0 K151 ()

d
_9g—K-1 k/(k—l)l{xi2271(+1}) ( H 1{xi<27K+3}>
222 i=k+1

z»

(1T

d—

p
/ sup } / U)lskﬂSE/\Se,,d (:L’ — u) du‘ dax < Cp,
k= T

d\27] neN

and

as before, whenever 0 < § <1 and p > (d—1)/d. This proves that the second sum in (819
can be estimated by a constant.
Step 3. Now let us consider the fourth sum of (8.19):

sup ’ /Ia(u)Kzf’e,(x —u)lsp\s, (T —u) du’

neN
d—1
< CZQKd/p/(H(Ii—Ui)_l)
€4 I i=1

—1
(Isp\s.)nser (@ — u) + Ispnsns., (z — u)) du,

d
’ E :6] Tj — uj)
Jj=1

k=2,...,d— 1. For the first sum, we get that

Z2Kd/p/I<H(:ci—ui)_l) i%‘(%‘—%)

€d =1 7=1

—1
1(3k\351)ﬂ35,1 (x - u) du

d

ZQKd/p/I <H(x2 _ Ui)_l)(ib’d — ug)

i=1
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—1-646
’ Z €75 —uy Lispnsons. (@ —u) du
j=1
k d
< ¢y ok / (H ~1(6-1)/ (k~ 1))( I (=i - ui)l/(d—k)—1>
cd I i=a i=k+1
d —1-5
’ Z € (rj — uy) Lsps, (z —u)du
j=1
k
< CZ 2Kd/P—Kk—K(H( _ 9 K1) (k_‘s)/(k_l)l{xizﬂﬂ})
€d =2
d N
( H 1{1‘ <2~ K+3}> ‘ ZGJ( Lj— 2 )‘ 1{\2;_1:1 ej(;—2-K-1)|>2-K+3};
i=k+1 j=1
because
d d d
1D e =275 2 glay —uy)l = Y ey =275 2 d 27K
j=1 j=1 j=1
and so
d d d
Y =)l = 1Y -2 = |36l - 27
J=1 j=1 j=1
T
> 5l e -2
j=1
Hence,
d p
2Kd/ / a uZ ) ‘ Z 63 1(Sk\8 )nse,l(x - u) du| dx
o Td\27 ] =
< 2Kd Kkp— Kp2 K(—(k—=0)p/(k—1)+1)(k— 1)2 (d—k)Q—K((—l—é)p-i-l)
< Op (8.20)
whenever 6 = 1/k and p > k/(k+ 1), thus p > (d — 1)/d.
Similarly,
d—1 d .
> 2 /I (H ) ) €z = uy)|  Lsnsonsa (@ —u)du
€d =1 j=1

ZQKd/p/ i — Uj) 1<ﬁ ) )xd—ud)lgk(aj—u)du

=1



Ferenc Weisz: Summation of multi-dimensional Fourier series 86

k

< CZ 2Kd/p/1 (H(:EZ — ui)_l_l/k> ( ﬁ (x; — ui)l/(d_k)_l>15k (x —u)du

1=1 i=k+1

k d
< CZ 2Kd/P—Kk—K(H($i _ 2—K—1)—(k+1)/k1{%227[(“}) ( H 1{x¢<2*K+3})

€d ) Z:k‘-‘rl

/(I

i=1 Jj=1

Il
,_.

and

p

dx

Z QKd/ Lisnsons. (. — u) du
- TA\27]

2Kd—Kk‘p—Kp2—K(—(k+1)p/k+1)k‘2—K(d—k‘)

: (8.21)

A IA
“@Q 'EQ

if p > (d—1)/d. This yields that
d—

/ Sup ‘ / - U)lsk\se, (x — u) du‘p dz < C,.
T

oy J TA\271 neN

Step 4. The inequality

/ sup } /a(u)KSO(x —u)lsp\s(x —u) du‘p de < C,
T I

d\27] neN

can be proved in the same way. Now let 6 = 1. If k¥ = d, then using the notation in (8I0),
we get by integrations by parts, that

/a(u)K,‘fE, (x —u)ls)s(z —u)du
I

d
= > / / (W) (0K s 08 (@ = ul) dug - - dug
I

=1 d

as in (8I)), where u® := (v,...,v,uy, ..., ug). We remark that

Ad(l/,...,l/):/a:().
I

By Lemma [6.17,

sup ’ /a(u)Kf:’E, (z —u)lsps (v —u) du’

neN

< CZZQKWP Kl/ /Id —u))

Edll =1
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d —1
!
‘ E :Ej(f’fj - uﬁ-))‘ Lsps(x —u(l))dul... dug
j=1
d

d
cessamn [ [ (-
lZ:; I Id<gx “ )

(xd - ug))_ll(sd\sl)mselyd(x _ u(l)) dUl N dUd
= Ale)+ B, (8.22)

For the first sum, we obtain

Alx) = szd:QKd/p—Kz/I,../l (ﬁ(xi—uﬁ”)‘l))

d
€q =1 =

—1
l
Ej(l’j — UE )))
1

i=1 j
(Lsinsnnse (r = u) + Lspsms., (@ —u)) dur - dug
= Ai(x) + Ay(z).

Then
d
Al(gj) = CZ2Kd/P—Kl/ / (H(xi_ugl))—l)
€d I la * =1
d e
’ > eilay; —uf)| sasons. (@ —u®) du--- dug
j=1
d
< C 2Kd/P—Kl/ / ( (xi_ugz))—u(a—l)/(d_l))
%: I Iq g
- N )
’Zej(%’ —uy) Asps(r —ul)dug - dug. (8.23)
j=1
On the other hand,
d
Ay(x) = CZ2Kd/P—Kl/ / (H(%—ugl))_l)
€ L Ia * =1
d
ON )
‘ > e — uj )‘ Lispsnse, (@ —u) dug - - - dug (8.24)
j=1
d
S CZ 2Kd/p—Kl/ . / (H(J;Z . Ugl))_l_l/d> 1Sd(x . u(l)) dUl . dUd
€4 Il Id i=1

and the inequality
/ |A(x)|Pdz < C,
Td\27 ]
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can be seen as in ([820) and (82I) for p > d/(d + 1).
Next, we investigate the second sum of ([822). Since v € I, x —u € S§; N S 4 implies

that z; > 275+ (i =1,...,d) and x; is in an interval I with length 4z, + C275-1 < Cxz,.
Then

B(z) = Zde/p Kl/ /I ﬁ(mi—ugl))_l)

i=1

(l’d—ufj)) 13d\51)ng,d(x—u )duz'~-dud

d
< 2Kd/p—Kl/ / _ 2—K—1)—1)
; I Ia =
(:L’d — Q_K_l)_llsdmse,’d(l' — U l)) duy -+ - duy
d—1
< CQKd/p—Kd—K<H(:L,i B 2—K—1)—1—1/d1{wi227}(+1}>
i=2
(Id — Q_K_l)_2_2/d1{md2271<+1}1]{ (l’l), (825)
consequently, integrating first in xq,
d—1
/T o |B(z)|Pdz < C, /T . 2Kd—KdP—KP<H(g:,~ — 2—K—1)—<d+1>p/d1{xi227m})
i=2

(l’d — 2—K—1)—(2d+2)p/d+11{%227[(“} dzy ... dzg

Cp2Kd—de—Kp2—K(—(d+1)p/d+1)(d—2)2—K(—(2d+2)p/d+2)
Cyp,
7%= This finishes the proof of (8I8) as well as (B.I]).
Step 5. For the weak inequality (8.2]), it is enough to show that
sup p?/ @+ )\ A({oa > p}tn (Td\27[)) <C

p>0

IAINA

whenever p >

for all HdD/( 4+1)-atoms a. Observe that (8.14) implies that we have to show only that

p3/(@+D) A<Sup | [ a(u) K2 (x — u)lsps(x —u) du| > p, T\ 27I> <C.

n
neN I

Similarly to (824)) with p = d/(d + 1),

A2(x) S CZ 2K(d+1)—Kl/ / 2 ul H(xz o U/El)>_1)
€d I I, -
Lspsns., (@ —uP)du - dug

d
< Clar =275 gy ([Tl = 2757 M masen ).
=2
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If this is greater than C'p, then by translation, we may suppose that

d—1
zg < plag? ( H ZEZ-_1> (8.26)
i=2

and each z; is positive. We assume that
0< g < - <xpyr < p VD <pp <o <y (8.27)

for some k = 0,1,...,d. The case k = d contradicts (8.2€). For another k and for some
0<e<1,

d—1 d—1
1—e¢
va =iy < ((IT o) (e o)
i=k+1 i=2
Then
/1{%2 Lyortzp 40
k

S/ H e/(d—k—1)+e— 1)(1—[ 11/k) € day -+ dzgq

i=k+1 =1

< a1k g (- Dk

__d_
= p d+1’

whenever we choose € such that =22 (1—€)+1 < 0. If k =0, then let e = 1 and if k = d—1,
then € = 0.
On the other hand, by (823),

D\
1(z) < CZQK(d-i—l KI/I,../I L — U H(x’ UE)) 1)
l d i=1
d 1-6 o
’ Z ej(zj — u; )‘ Lspsnns. (@ —u')duy - - - dug

s
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and that (827) holds. Then

<ﬁ${1+(6_1)/(k_1))< ﬁ x;l)‘zd:ejxj

i=2 i=k+1 Jj=1

~1-§
> p.

By a transformation,

/1{m1”( 2T ey -1-02p) AT

s /1{<Hz il I IS

Assume that p~'/(¢*1) < |t;|. The case k = d is again impossible. In other cases,

/1{(1_[?_ SO/ (=1 d pr t Y1752 p) dt

K
< / Hte/dk 1)te-1 Htll—i-él (=Y 1€, 1= g, . dy

i=k+1 =2
)(d—1-k) =7k (

,0 — (== te T (=2 (1—e)+1)(k—1)+(=1-8)(1—€)+1)

P
d
poT,

90

if we choose € and § such that —£=2(1—€)+1 <0 and (—1 —6)(1 —€) + 1 < 0. The cases

k=0(=1),k=1(0=1)and k =d—1 (¢ =0) are included again.
If g < |t;| < p~ V@D then k < d and

/1{<Hz IO/ 1) O
k

(2
i=k+1 1=2

d—1
< /pg_l( H t;/(d—k)+e—1)|t1|5/(d—k)—(1+6)(1—e)(H tf1+(6—1)/(k—1))1—6 dty - - -

(148)(1—e)+1)  — A= (= 5= (1—e)+1) (k1)

1 ((dik'i'ﬁ)(d_l_k) d—k p d+1

pe_lp_m
__d_
pT,

—(140)(1—€e+1>0and —22(1-¢)+1<0.
If |t1] < 24 and [t;]| < p~ @D then

/ Lm0y a2y 3

—e d _e__1-¢ —148=1 e
< /ﬂ‘i—ﬂs( 1" “‘U(Hti TN Aty - dty
i=k+1 =2

P Y O = R == REM(S)

_1l=e _L(L_ﬁ_i_l)
S p 1+5p d+1\d—k  1+46 p d+1\" k—1146

d

pr,
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. € 1—¢ d1—¢
1fﬂ—1+6—|—1>0and k11+6+1<0'

Finally, we have to investigate B(x). Similarly to (828, if

<H.§L’Z >Id 1[/ LE‘l) >p’

then i o
g\ 1/2 — 1/2
Tq Sp_l/zllg(ifl)(Hxil e 1)) ( H Ii_l> :
=2 i=k+1
Then
/ Ny o1y eoze 40 S / Tal(s) a7 ag2zp) A22 -+ A
< /p e/(d k—1)+e/2— 1/2)

i= k+1
. —1/2—-1/2(k—1) 2(1-¢)
(HSL’ ) dl’g...dl’d_l

=1 — g1 (g3 +)(d—1—-k)+(— 725 (1—e)+1) (k—1)

whenever we choose € such that —*1(1 — €) + 1 < 0. This finishes the proof of (82). m

8.2.4 Proof for ¢ =2

Proof of Theorem [8.1] for ¢ = 2. Assume that a > (d —1)/2, v € N and let us choose
N € N such that N < a—(d—1)/2 < N + 1. As we mentioned in Section [7l we may
suppose that the support of an atom a is a ball B with radius 3, 2757t < 3 <27% (K € N).
Moreover, we may suppose that the center of B is zero, i.e., B = B(0, ). Obviously,

/ 02%a(x)|? da
Td\(sB)

Ldl/zszJ 1

< / sup |o2%a(x) P da
i=4d/2)—1 B(0,(i+2)2=K)\B(0,(i4+1)2=K)NTd pn>dl/22K+1
|d'/22K | -1
+ Z sup  |o2%a(x)|P dx
i—ald?| -1 B(0,(i+2)2=K)\ B(0,(i+1)2= K )NT n<dl/22K+1
= (4)+(B),

where s = 8d/2. Note that if & < 3, then the integral is equal to 0.
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Using Theorem [6.24] the definition of the atom and Taylor’s formulae, we obtain

o>%(z) = / n(x —t))dt
B+2k7r

kezd

= >.nt ) (—1)N/ a(t)
kezd i1+-+ig=N B+2km
d

(811 &9 By (n(x — 2k7) — no(t — 2k7)) )nN H
7=1
where 0 < v < 1. Then, by Corollary [6.23]
|0.721,o¢a’(1,)| < Cp Z n(d—l)/2+N—a2Kd/p2—KN
kezd
/ |z — 2km — v(t — 2km)||; 2 dt. (8.28)
B+2km
Moreover,
sup |0'72L’QCL(I)‘ < Cp Z 2K((d—1)/2—a)2Kd/p
n2d1/22K+1

kezd
/ |z — 2k — o(t — 2km)||3 722 at
B+2km
= Ai(x) + Ay(x),

where A; denotes the term & = 0 and Ay the remaining sum. If £ = 0, u € B and
x € B(0, (i +2)27 )\ B(0, (i +1)27%)NT? for some i = 4|d"/?| —1,...,[d"/?2%7| —1, then

lz = wllz > [lll2 — [Julls > 27"

In the case k # 0, u € B+ 2k and x € B(0, (i +2)27%)\ B(0, (i + 1)27%) N4, one can see
that || — ul|s > ||k||2/4. Then

A(z) < CpQK((d—l)/2—a)2Kd/p/ ’|Z»2—K||2—d/2—a—1/2 dt < szKd/pZ»_d/2_a_1/2
B

and

Ag(l’) < Cp Z 2K((d—1)/2—a)2Kd/p/ ||k’||_d/2 a—1/2 dt

kezZd k#£0 B+2km
< Cp Z QK(_d/2_1/2_a)2Kd/p||k||2_d/2—1/2—a
keZ4 k#0

< G, Z 2K(—d/2—1/2—a)2Kd/pj(—d/2—l/2—a)jd—l
j=1

Cy,

IA



9. Conjugate functions 93

whenever z € B(0, (i+2)27 %)\ B(0, (i+1)2=%)NT¢, p > d/(d/2+a+1/2) and o > (d—1)/2.
Hence,
|dY/22K 7] -1

(A) <O, Z 9-Kdjd—19Kd;p(~d/2—a=1/2) 4 C, < C,,
i=4|d1/2]-1

ifp>d/(d/2+a+1/2).
Similarly to (8.28), we obtain

|0,2;O‘a(z)| < Cp Z n(d—l)/Q-i—(N-l—l)—a2Kd/p2—K(N+l)
kezd

/ |z — 2km — v(t — 2knm)||; 22 dt.
B+2km

It is easy to see that sup,,g/20x41 [02%a(x)| can be estimated in the same way as
SUP,,>g1/205+1 |02%a(x)| above, which proves

[, Jea@pra<c,
T4\ (sB)

as well as (8J]).

Let us introduce the set
E,:={i>4|d"V?| —1:i72 0712 5 o pp=Kdle)

where p = d/(d/2 4+ a + 1/2). To prove (8.2), observe that

P A({Al > p} N {T9\ (sB)}) <Cp Y iR

i€E,

If k is the largest integer for which k=%2=2=1/2 > C=1p2=Kd/P then
P A({Al > p} N {T%\ (SB)}) < 2 Kdd < ¢,

The same inequality for (Ag) is trivial. We can estimate sup,,.gi/29x41 |[02%a(x)| similarly,
which shows (82)). =

9 Conjugate functions

For a distribution o
fr ) Fm)e™,
nezd
the conjugate distributions or Riesz transforms are defined by

FO ST M Py (i=1,...,d)

—1
2 s




Ferenc Weisz: Summation of multi-dimensional Fourier series 94

(see e.g. Stein [78] or Weisz [94]). In the one-dimensional case,
fo=fO~ 37 (—isign n)f(n)e™
is called the Hilbert transform. As is well known, if f is an integrable function, then
~ 1 —t 1 —t
f(z) =pwv. — St dt := lim / St
7 Jr 2tan(t/2) =0T Jecjpy<r 2 tan(t/2)
Note that p.v. is the abbreviation of the principal value. More generally, in the higher
dimensional case, if f € L1(T%), then there also exist a principal value form of the conjugate
functions f@. They do exist almost everywhere, but they are not integrable in general (see
e.g. Shapiro [75], Stein and Weiss [77, [78, 80] or Weisz [94]). The following inequalities can
be found in Stein [78] or Weisz [94].

Theorem 9.1 For all f € HpD(Td),

a.c.

1Ny < Collflug (0<p<oo,i=0,....d) (9.1)
and
d ~ .
1flle ~ > IfD,  (d=1)/d < p < o). (9.2)
i=0

Since H(T?) ~ L,(T?%) for 1 < p < oo, Theorem holds also for L,(T?) spaces
(1 <p<o0).

The conjugate Fejér and Riesz means and conjugate maximal operators of a
distribution f are introduced by

G f(a) = FO KDY (i=1,....d)

and
50 f = sup |59 ).
n>1

respectively. We use the notations
fO=f aPeef=opf and G0 f =olof.
By (@) and (@.2), Theorem [B1] can be generalized for the conjugate means.
Theorem 9.2 If g = 1,00, « > 1 and d/(d+ 1) < p < oo, then for alli =0,1,...,d,
o7 fll, < Coll fllmg — (f € H(TY)). (9.3)

If g=2 and a > (d — 1) /2, then the same holds with p > d/(d/2+ o + 1/2). In particular,
if f € Ly(T?), then '
sup p MG f > p) < O| flh. (9-4)

p>0
If, in addition to the conditions just mentioned, we assume that p > (d — 1)/d, then

6575 fllag < Collfllmg — (F € H,(T%).
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Proof. Theorem B and (@) imply
I fll, = o2 FOp < Coll FPllmg < Coll fllug— (F € Hy(T),
which is exactly (9.3). Inequality (9.4)) follows by interpolation as above. Since
(o f)~ = ghae,
we have by (0.3)) that
1oz )"y < Coll fllmg — (f € H(T).
Inequality ([©.2)) implies that
l6579 fllmy < Coll fllmg (21, f € HJ(T?)
ifp>(d-1)/d. =

The following result, which is a consequence of the density theorem (Theorem [3.2)) due to
Marcinkiewicz and Zygmund, is really a generalization of Corollary B.4lbecause the conjugate
function f@ is not necessarily integrable.

Corollary 9.3 Suppose that ¢ = 1,00 and o > 1 or ¢ = 2 and o > (d — 1)/2. Ifi =
0,1,...,d and f € Ly(T%), then

lim 5,(1i)5q’°‘f = fO e

n—o0
Moreover, if f € HJ(T?) with d/(d+ 1) < p < oo, then this convergence also holds in the

H)(T%)-norm. If ¢ = 2 and a > (d — 1)/2, then the same holds with p > d/(d/2+ a +1/2)
andp > (d—1)/d.

10 {,-summation defined by 6

10.1 Summation generated by a function

Now, we introduce a general summability method, the so-called #-summability generated by
a single function. A natural question arises, under which conditions on # can we prove the
preceding results for the #-means. 0-summation was considered in many papers and books,
such as Butzer and Nessel [15], Trigub and Belinsky [86], Natanson and Zuk [66], Bokor,
Schipp, Szili and Vértesi [73, 12| [74] 82] 81], and Feichtinger and Weisz [36), 37, 94}, 100, 99,
101].

We suppose that 6 : R — R and

the support of 0 is [—¢, ¢] (0 < ¢ < 00),
6 is even and continuous, 0(0) = 1,

o k| A0(k)] < oo,
limy_, o t%0(t) = 0,

(10.1)
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where

20() =o(3) -o(5)

is the first difference. For ¢ = 2, we suppose furthermore that 6 is non-increasing on (0, co)
or it has compact support. For ¢ = 1,00, Abel rearrangement implies that

j;zj(’(”ﬁq)FCde o= )\<czkd}Al (8] <o

The same holds for ¢ = 2 when € is non-increasing on (0,00). If 6 has compact support,
(”il'q) ‘ < 00. The /,~0-means of f € L;(T¢) are given by

then obviously >, ;4

Ze(”ﬂ”q) 77 = [ Fla — u) K99 () du,

d
jeza T

where T
illa s
Ki'(w = 30 6(2 )
jezd
Let
o' f :=sup|of’f|
n>1

be the maximal f-operator. If ¢ = 1, 00, we have

- 3 au(B)er =Y st o

JE€ZA k=|1jllq

and
oo f () ZA e( )sif (@)

If 0(t) = max((1 — [t|")*,0), then we get back the Riesz (or in special case o« = v = 1, the
Fejér) means.
Let first ¢ = 1 or oo and suppose in addition that

0 is twice continuously differentiable on (0, ¢),

0" # 0 except at finitely many points and finitely many intervals,

lim; 040 t€'(t) is finite, (10.2)
lim; . t0'(t) is finite,

lim; o, t0'(t) = 0.

Let X and Y be two complete quasi-normed spaces of measurable functions, L., (T?) be
continuously embedded into X, and L. (T¢) be dense in X. Suppose that if 0 < f < g,
frg €Y, then ||flly < lglly- f fu,f €Y, fu >0(neN)and f, / f ae. asn — oo, then
assume that || f — fu|ly — 0. Note that the spaces L,(T?) and L, o(T%) (0 < p < co) satisfy
these properties. Recall that ¢ denotes the maximal Fejér operator.
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Theorem 10.1 Assume that ¢ = 1,00 and (I01) and (I0.2) are satistied. If 0¢ : X — Y is
bounded, i.e.,
loffly < Clifllx  (f € XN Loo(TY),

then 099 is also bounded,
lo’flly < CllflIx — (f € X).

Proof. By Abel rearrangement,

;Ale( )Dq :;Aze( )k:Kq () + A 9( )qu()

where

soft) - au(t) -2

n

is the second difference. Observe that, for a fixed x, we have that K2 (x) is uniformly
bounded in m. By Lagrange’s mean value theorem, there exists m < {(m) < m + 1, such

that - m Em)
ma0 () = =20 (57)

and this converges to zero if m — oco. Thus,

K29 (z Zm2 ( ) ().

Now we prove that

sup ’Agé’( )‘ <C < . (10.3)

n>1

If 0”7 > 0 on the interval (i/n, (j + 2) /n), then 6 is convex on this interval and this yields
that .

A29(—

)zo for i<k<j.
n

rfaa(R)] = peaa())
o se(l) o2 o),

Applying again Lagrange’s mean value theorem, we have

(-l - D) - R G =

n
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where i < £(i) < i+ 1. Here, we used the fact that the function x — |z6'(z)| is bounded,
which follows from (I0.2). If 8”7 = 0 at an isolated point u or if #” is not twice continuously

differentiable at u, u € (k/n, (k+1)/n), then the boundedness of k ‘Aﬁ(%) ‘ can be seen in

the same way. Since there are only finitely many intervals and isolated points satisfying the
above properties, we have shown (I0.3).
Hence

o? f(z) = N fOKP (2 —t)dt = Z /Td l{;Aﬁ(%)f(t)Kg(x —t)dt

for all f € Loo(T¢). Thus
ol'f < Colf  (f € Loo(TY)

and so
o2’ flly < Cllfllx  (f € XN Loo(T?)).

By a usual density argument, we finish the proof of the theorem. m

This theorem implies that the analogues of Theorems [6.1], [6.2], Bl 0.2l and Corollary R.3]

B4 and 0.3 hold.
Now we give some examples for the #-summation. It is easy to see that all the next

examples satisfy (I0.1) and (10.2).

Example 10.2 (Fejér and Riesz summation) Let

A= iff <1
9(t>—{o if [t > 1

for some 1 < o,y < oco.

Example 10.3 (de La Vallée-Poussin summation) Let

1 if [t] < 1/2
0(t) =< —2t|]+2 if1/2<|t|<1
0 if |t] > 1.

Example 10.4 (Jackson-de La Vallée-Poussin summation) Let

1—3t2/2+3Jt]*/4 if |t <1

0(t) =< (2—[t]))3/4 if1< |t <2
0 if |t] > 2.
Example 10.5 Let 0 = ap < a1 < -+ < oy, and Py, ..., Bn (m € N) be real numbers,

Bo =1, By = 0. Suppose that 0 is even, O(a;) = 5; (7 =0,1,...,m), 8(t) =0 for t > oy, 0
is a polynomial on the interval [o;_1, 5] (j =1,...,m).
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Example 10.6 (Rogosinski summation) Let

for some j € N.

o(t) cosmt/2 if [t| <1+25
o if [t > 1+ 2;

Example 10.7 (Weierstrass summation) Let
O(t) =e " forsome 1<y < oo.
Note that if v = 1, then we obtain the Abel means.
Example 10.8 Let
O(t) = e D" for some 1< ¢ < 00,0< 7y < oo.
Example 10.9 (Picard and Bessel summations) Let
O(t) = (1+[t|")™* forsome 0<a<oo,1<vy<o0,ay>d.

If ¢ = 2, then we have to assume other additional conditions instead of (I0.2]). Let
Oo(x) := 0(]|z|]2) satisfy

0o € Li(RY)  and 6y € L (RY). (10.4)

Assume that 50 is N + 1-times differentiable (N > 0) and there exists d+ N —1 < f < d+ N
such that

0090 (x)] < Cllz,°7 (z #£0), (10.5)

whenever i1 +---+i3 = Nori,+---+ig =N+ 1. If B =d+ N, then it is enough to
suppose ([I0.5]) for iy + - -+ +1ig = N + 1. Under the conditions (I0.]), (I0.4) and (I0.5]), the
analogues of Theorems [6.1], [6.2], BT, and Corollary B3] 84 and 0.3 hold with the critical
index d/(8 + 1). One can show ([96, 88]) that Example with « > (d —1)/2, v € N
and f = (d — 1)/2 + «, Example [[0.7 with 0 < v < oo and = d + N, Example [0.8 with
0<7,¢g<ooand f=d+ N and Example 0.9 with 8 = d + N satisfy (I0.1), (I0.4) and
(@.3).

10.2 Cesaro summability

The well known Cesdro summation is not generated by a function. For k € Nja #
—1,-2,..., let

o [(k+a) (a+1)(a+2)---(a+k)
Ak“( k )_ k! '

It is known (see Zygmund [I10, p. 77]) that

k
o a—1 a [} _ pqa—1
Ak - § :Ak—i’ Ak - Ak—l - Ak
=0
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and

AZ = O(k%) (k € N). (10.6)
Here, we assume that ¢ = 1 or ¢ = oco. For n > 1, the Cesaro (or (C,«))-means of a
function f € L;(T?) are defined by

1 ~ .
op O f(a) = o D Ay f(R)e

=1 pezd, k|l <n

F l( Cc,&x
- ﬁl . (flf - U) 1q17( ’ )(U> du,
where the Cesaro kernel is given by

"‘1k62dnmm<n

:A ZZAnlj.

n- 1nmu<na|mm

Hence

O‘q(ca)f(x) = Ao ZAQ 1- kskf( )

and if a = 1, we get back the Fejér means.

The conjugate Cesaro means and conjugate maximal operators of a distribution
f are introduced by

&,(f)5q’(c’°‘)f(:c) — J?(i) * ng(cva)’ 5£i);q7(cva)f ‘= sup ‘57(12');117(6«1)]0‘7
n>1

where i = 0, 1,...,d. We proved in [102, T0T] that Theorems 6.1} [6.2] BTl 0.2 and Corollary
B3, B4 and @3 hold for the Cesaro summability with the critical index - + - We use the
notations

aVb:=max{a,b} and aAb:=min{a,b}

for two real numbers a and b. Here, we give only some hints for the proofs.
Instead of the inequalities (6.8]), we will use the inequality

C N Cno™!
(sin(u/2))* = sin(u/2)

IZE: ~1soc ((k+1/2)u)| < (10.7)

for 0 < a < 1. Indeed,

Aa:l i(k+1/2)u 1n 1/2)u ZAa 1 —1ku
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Since .
Y AT =1 (] <,
k=0
we have .
‘Z Az:%_kei(k+1/2)u| _ |(1 . e—iu)—a - ZAg—le—ikuL
k=0 k=n

As (A Y)ren decreases monotonically to 0, the last series converges and the absolute value
of its sum can be estimated by 2A271(1 — e7™)~!. Thus

137 AL SN < O(1 - e )0 CAST (L — o),

which together with (I0.6]) proves (I0.7).
For ¢ = 1, we get similarly to Lemma [6.11] that

(~D)ie1 =
Ko@) = 3, e[ (cosai —cosa;)™

gyer T i=1
n—1
> ATl L (Gr(cosm, ) — Gi(cosz;, ,))
k=0
. 1,(c,c)
T Z Knv(zlvjl)(x)
(ilujl)ez-

Then the following three lemmas can be proved as are Lemmas (.12, and (for
details, see Weisz [103]).

Lemma 10.10 Forall 0 < a<1land0< < %,

d—1
1,(c,a) C —1-8_B(d-1)—a-1
|Kn7(ll7]l)(z)| S E (I” - x]l) ijd*l 1{‘rjd71 S7T/2}
=1
d—1
—1-p, Bld-1)-24
+ 5 (xil - x]l) xjd—l {xjd,1 <m/2}
=1
d—1
+ o H(I” le) =7 (7T - xidfl)g(d_l)_a_l {2541 >7/2}
=1
d—1
g . . _1_5 _ . B(d—l)—21
+ n (le z]z) (ﬂ- xld71) {=j,_,>m/2}-
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Lemma 10.11 Forall0 <a <1 and0 < § < 9%,

d—2
1,(c,a —a —1-83 pBd—2)—a—1
Ko@) < Ont ™ [ = o) a7 <oy
=1
d—2
—1-8_B(d—2)—2
+CH(xiz _le) ! Bl’jd(q : 1{de,lﬁ7f/2}
=1
d—2
—« —1- d—2)—a—
+Cn' H(xu — ) ! B(ﬂ- - zidﬂ)ﬁ( ? ll{xjd71>7r/2}
=1
d—2
+C H(xll - le)_l_ﬁ(ﬂ- - xidfl)B(d_2)_21{%’d71>7r/2}'
=1
Lemma 10.12 If 0 <a <1l and 0 < < g atl /\3 1, then for allq =1,...,d,
d—1
—a —1-8_p{d-1)—a-1
‘a K (Zl J1) ( >| < Cnl H(le - le) ! ﬁxjd,l 1{:(:jd71§7r/2}
=1
d—1
—1-B_p(d—1)—2
+ CH(IH - Ijz) ! Bde(ﬂ ) 1{9ﬂjd,1S7T/2}
=1
d—1
+ O [ [ (@, — 25) P (r = 20, )P gy
=1
d—1
+C H(Ill - le>_1_ﬁ(7r - $id71)ﬁ(d_1)_21{1’jd71>7T/2}'
=1
For ¢ = 0o, we obtain as in (6.14)
n—1 d .
1 sin((k +1/2)x;)
Koo,(c,oa) _ Ao~ 1 v
" (z) A% kZ:O nol=k -1 sin(2/2)
n—1
Zj:Q d+1 H (sin(z;/2))~ Aa ZAz:i—k
n=1 k=o
d—1 d—1
(soc ((k+ 1/2)(2 €jx; + xq)) — soc ((k + 1/2)(2 €;Tj — xd)))
j=1 j=1
00,(c,a)
Z Kn,e’ (SL’)
Then
d

K@) <ond and K5OV (@)| < O]

n
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Similarly to Lemmas [6.15] [6.16 and 617, we can show the next three lemmas (see Weisz
[1o1]).

Lemma 10.13 If 0 < a < 1, then

d
K@) <oy n (T
€4 =1

Lemma 10.14 If 0 < o < 1, then for all x € S \ Sv, x € S\ S (k=1,...,d—1) and
LUESEC/d,

-1

zd:ejxj _a—l—C'Zn (Hm‘l) Zd:e]x]

Jj=1 €d Jj=1

d—1

KA (@) SCEan‘a(szl) Z:c _ +CZ(H@”‘1) >

i=1 7=1 €d =1 7j=1

-1

Lemma 10.15 If0 < a < 1, then for alll =1,...,d and x € S,
d d B
K (@) < Cznl_‘X(HIZl)‘ij%
€a i=1 j=1
d d .
—I-C'Z(Ha:i_l)‘Zejxj
w i j=1

|0,

=1
d
-1 -1
_I_ C Z ( H zi )xd le;i(SkﬂSE/)U(SdﬂSE/yd) (l’)
€4 =1

11 /{,-summability of Fourier transforms

The above results hold also for summability means of Fourier transforms. First suppose that
f € L,(R?) for some 1 < p < 2. Tt is known that if f € L;(R?), then

fx) = » fo)e™ dv  (x € RY)

(see e.g. Butzer and Nessel [15]). This motivates the definition of the Dirichlet integral
sif
o 1
st8@) = [ Leafo)d do= o [ fe— D (¢>0),
R4 (2m)? Jpa

where the Dirichlet kernel is defined by

Di(u) := /R ol <ne™” dv.
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Carleson’s theorem also holds in this case. More exactly, replacing T by R, Theorems 2.1
2.3 12, A3, £4 and (.6 remain true (see Grafakos [43]).

Let 62(u) := 6(||u||,) and suppose that 68 € Li(R?)NCy(R?). For T > 0, the {,-f-means
of a function f € L,(R?) (1 < p < 2) are defined by

o4 f(2) = /R (IIvllq)A( e .

20 () = L 7 — ) K% (u) du
UT () (27T)d ]Rdf( )KT()d

It is easy to see that

where the /,-0-kernel is given by

K#%(u) = / 9(—“””q)eiu'v dv = (27)*T*94(Tw). (11.1)
Rd T
On the other hand, by the first equality of (I1.1]),
—1 t
Kq9 _ / iu-v - _ s D )
/Rd/w” 9 dte =7 | 9(T) 9(u) dt

Hence Lo
o0 () — 7/0 0(%)st () a
Note that, for the Fejér means (i.e., for 8(t) = max((1 — |¢|),0)), we get the usual definition

T
rhiw) =3 [ sttt

On R, we will consider tempered distributions rather than distributions. In this case
the Schwartz class S(R?) consists of all f € C°°(R?) for which

| flla.s := sup |220° f(x)| < oo, (11.2)
zeR4
where for the multiindices o = (au,...,aq), 3 = (B1, ..., B4) € N4 we use the conventional
notations
e =gt gt 0P =000

A tempered distribution u (briefly v € S&'(R?)) is a linear functional on S(R?) that is
continuous in the topology on S(R?) induced by the family of seminorms (I1.2)). Namely,
fn — [ in S(RY) if

lim sup [290°(f,, — f)(x)| =0 for all multiindices «, 3.

n—o0 :(:E]Rd

Moreover, if u is a tempered distribution, then it is linear and wu(f,) — u(f) if f, — f in
S(R?). The functions from L,(R?) (1 < p < c0) can be identified with tempered distributions
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u € §'(RY) as in Section 2l We say that the distributions u; tend to the distribution u in
the sense of tempered distributions or in &'(R?) if u;(f) — u(f) for all f € S(R?) as
j — oo. For more about tempered distributions, see e.g. Stein and Weiss [80] or Grafakos
[43].

Now the definition of the ¢,-0-means can be extended to tempered distributions by

ol f = fx K%’ (T >0).

Indeed, the convolution f * g is again well defined for all ¢ € Li(R?) and f € L,(R?)
(1 < p < o0)or f € B, where B is a homogeneous Banach space on R?. For a tempered
distribution v € §'(T¢) and g € S(T¢), we define the tempered distribution u * g by ([6.2) as
in Section [l We can show again that u * g is equal to the function z +— w(7,g), which is a
C* function. We say that a tempered distribution u is L,-bounded if ux g € L,(R?) for all
g € S(R?). Then we can define u x g as in (6.3)) for all L,-bounded tempered distributions u
and g € L,/(RY), where 1/r + 1/r' = 1.

Since 67 € L1(R%) N Lo (R%), we have 67 € L,(R%) (2 <1’ < 00) and the same holds for

K%° by ([I1I). Since all tempered distributions f € HJ(R?) (0 < p < 00) are L,-bounded
for all p <r < oo, 0%’9 [ is well defined as a tempered distribution for all f € H)(R?).
In the definition of the homogeneous Banach space B containing Lebesgue measurable

functions on R, we have to replace (iii) at the beginning of Section [G] by

(iii’) for every compact set K C R? there exists a constant C such that
[ia<edsls  (reB)
K

The Hardy space HpD (R%), which is defined with the help of the non-periodic Poisson

kernel
Cdt

(12 + |z[2)(@+D/2
has the same properties as the periodic space HPD("JI‘d). We get the same Hardy space with
equivalent norms if we use the kernel ¢; instead of the Poisson kernel, where ¢ € S(R?),

Jga @dX # 0 and

Pi(x) = (t>0,2 € RY),

bi(z) == t74(2/t) (t >0,z € RY).

Starting from this definition, we can verify that a tempered distribution from H(R?) is
L,-bounded for all p <r < oo (see Stein [78, p. 100]).
For a tempered distribution f, the conjugate distributions or Riesz transforms are

defined by
(FOY(8) = —i ﬁf(t) (teRi=1,. .. .d).
2

One can show that for an integrable function f,

FO(z) :=p.v. /Tf(x —1)®;(t) dt := lim flx—1t)P;(t)dt a.e.,

=0 S <)t
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where ; y
=~ . i Cqlg d
i) = -1 ——,  B(t) = (t € RY).
1£]]2 [Je]4+E

Here, ¢4 is the constant appearing in the definition of the Poisson kernel. In the one-
dimensional case the transform is called again the Hilbert transform and

~ 1
O(t) = —i sign t, O(t) = — (t € R).
T
We have proved in [104], 96|, 99| 101] that the same results hold for the operator a%’g and

for the maximal operator

ot f == sup |07 f]
TeR

as in Sections E]—{ﬂ] with the difference that we can allow 0 < o < oo for ¢ = 1, 00 with the
critical index - +a —- 1t is easy to see that the operators UTG are uniformly bounded on L,(R?)
if and only if o?? is bounded on L,(R?). We point out that the space C\,(R?) of uniformly
continuous bounded functions endowed with the supremum norm is also a homogeneous
Banach space:

Corollary 11.1 Assume that (I0.1)-(10.3) are satisfied. If f is a uniformly continuous and
bounded function, then
hm o P f uniformly.

12 Rectangular summability

We now investigate the other type of summability method, the rectangular summability. The
rectangular Fejér and Riesz means of f € L;(T¢) are defined by

onf@) = > - ZH( ) (ke

|k1]|<n1 |kq|<ng i=1

1

= @ o flz —u)K,(u)du

and

otflz) = Y - ZH(l—(

[k1|<n1 [kal<ng i=1

= (271r)d N flz —u) Ky (u) du,

) ) A(k)eim

respectively, where the rectangular Fejér and Riesz kernels are given by
ni—1 ng—1

- e S (- e S S

|k1]<ni |kgq|<ng i=1 ? 1nl k1=1 kq=1
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and
K%(u) := Z Z H (1_ (%)'Y)aeik.u’

respectively (see Figure 25)).

14
12
10

6
4

Figure 25: The rectangular Fejér kernel K,, withd =2, ny =3, no =5, =1, y=1.

We could choose also different exponents «; and ; in the product. Again, the Fejér
means are the arithmetic means of the partial sums:

TLd—l

1A
onf(x) = T SN k().

i=1 TV =1 k=1

13 Norm convergence of rectangular summability means
We extend the definition of the Fejér and Riesz means to distributions by
onf(x):=f+ K7  (neN).

This is well defined for all f € H,(T?) (0 < p < o00) (see Section [IH)), for all f € L,(T¢)
(1 <p<o0)and for all f € B, where B is a homogeneous Banach space.
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The norm convergence of the rectangular means follows immediately from the one-
dimensional result by iteration. Since the d-dimensional Riesz kernel is the Kronecker prod-
uct of the one-dimensional kernels,

Ko(u) = (K3, @@ K3,)(u) == K3, () - K, (us) - (n € N,
we obtain easily

Theorem 13.1 If o > 0, then
/ |Ky(z)|de < C (n € N%).
Td

Theorem 13.2 Ifa > 0 and B is a homogeneous Banach space on T?, then
lonflle < Cllfllz (ne N

and
lim o, f=f in the B-norm for all f € B.
n—oo

Here, the convergence is understood in Pringsheim’s sense as in Theorem [£.1l For the
almost everywhere convergence, we investigate two types of convergence, the restricted con-
vergence (or the convergence taken in a cone) and the unrestricted convergence (or the
convergence taken in Pringsheim’s sense).

14 Restricted summability

14.1 Summability over a cone

For a given 7 > 1, we define a cone by
R={reRL:7 " <ua/o; <7i,j=1,...,d}.

The choice 7 = 1 obviously yields the diagonal. The restricted maximal operator is
defined by

oaf = sup [oy f].
neR?
As we can see on Figure 26 in the restricted maximal operator the supremum is taken on a
cone only.
Marcinkiewicz and Zygmund [63] were the first who considered the restricted convergence.
Similarly to Theorem 8], the restricted maximal operator is bounded from H)(T?) to L,(T%)
(Weisz [90], 94]).

Theorem 14.1 If « > 0 and max{d/(d+1),1/(a A1+ 1)} < p < oo, then

log flly < Coll fllmg  (f € H(T).
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Figure 26: The cone for d = 2.

Proof. Let

0(s) = {(()1 ~ L Ij =1 (sem).

By the one-dimensional version of Corollary [6.23]

~
/

0(2)],16) (x)] < Cla| " (x #0).

Taking into account (6.19), we conclude that

C
Ky (2)] < oot (z #0) (14.1)

and o
(K3 (z)] < Tl (z #0). (14.2)

We will prove the result for d = 2, only. For d > 2, the verification is very similar. Instead
of ny,no and Iy, Iy we will write n, m and I, J, respectively. Let a be an arbitrary HpD—atom
with support I x J and

27K < |I|/r=|J|/r<27K (K eN).
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We can suppose again that the center of I x J is zero. In this case,
[—m27 52 r27 K2 C I, C [-m27 K r27 K,

Choose s € N such that 257! < 7 < 2%, It is easy to see that if n > k or m > k, then we
have n,m > k27°. Indeed, since (n,m) is in a cone, n > k implies m > 77'n > k27°. By
Theorem [.2] it is enough to prove that

/T sy B P2y <O, (14.3)
X

First suppose that a < 1 and let us integrate over (T \ 47) x 4J. Obviously,

2K _1

w(i+1)27 K
[ [iesepraas < S [0 [ sw o ate Py
T\4I J4J . mi2— K 4J n,m>2K-s

li]=1

251 n(i+1)2—K
T Z/ / sup oy a(z, y)|P dedy

lij=1 i2— K 4J n,m<2K
= (A)+(B).
We can suppose that ¢ > 0. Using that
[iKziarse e,
T
(I4.1) and the definition of the atom, we conclude

oy ma(z, y)| = \// (t,u) K2 (x — ) K2 (y — u) dt du

< ¢ / N —
- na|x _ t‘a—l—l
For z € [mi2 X w(i +1)27%) (i > 1) and ¢ € I, we have

1 < 1 C2KY
|z —t|y = (mi2=K —qg2-KE-1)v = 4

(v > 0). (14.4)

From this, it follows that

1
2K /p+ K
‘Us,ma(xv y)‘ < Cp2 r anaioﬁ-l ’
Since n > 2527% we obtain

2K _1

—2Ko2K+Kao
(A) = Cp Z 2 2 pQKapz at+l)p — C Z Z(a—i—l

=1 i=1



14. Restricted summability 111

which is a convergent series if p > 1/(a+ 1).
To consider (B), let I = J = (—u, p) and
y

Ay (2,v) = /_ ato)dt and  Ag(w,y) = / Ay (2, 1) dt. (14.5)

Then
Axla,y)| < 250, (14.6)

Integrating by parts, we get that
/a(t, WKz —t)dt = Ay (p, u) K (x — p) — /Al(t, w)(K2) (z —t)dt. (14.7)
I

I
Recall that the one-dimensional kernel K satisfies

|IKe|<Cm  (me€N).
For x € [mi27% m(i + 1)27F), the inequalities (IZ1]), (I44) and (IZ8) imply

1
‘/Al p, w) K (x — p) Ko (y — u) du‘ < I KoK~y
na|x_ |a+1

1

< 022K/p+K0c K l1-a
Za—l—l

Moreover, by (I4.2), (IZ4) and (I4.0),
1

N af, 2K /p—K
[ [y omne -] < oo [ oo

< C 22K/p+Ka Knl o4 1
= ,La—l—l
Consequently,
2K -1 1 2K 1 1
—2Ko2K+Kap—KpoK(1—a)p -
(B) < Op Z 2 2 2 jlat+1)p = Op Z g(at1)p < 00,

i=1 =1

because p > 1/(av+ 1). Hence, we have proved that in this case

[ [ et yrasa <c,
m4r Jag
Next, we integrate over (T \ 47) x (T \ 4.J),

/ / loga(z,y)P dz dy
4T T\4J

m(i+1)2 m(j+1)2~
S / / sup ol )P dedy
li|= 1| = mi2— K mj2—K n,m>2K-s
(i+1)2=K  pr(j+1)2—K
ST et apary
li|=1 |j]= T2~ mj2— K n,m<2K

= (C)+ (D)
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We may suppose again that ¢, 7 > 0.

112

Forx € [mi2 X w(i+ 1)27 %) and y € [7j27 5, 7(j + 1)27F), we have by (I41)) and (T4.4)

that
0% a(z,y)| < cz?K/p/;dt/;
el S G | e 4 ey e
22K/p+Ka+Ka
< D - - .
- namaza—i-l]a—i-l
This implies that
2K—12K-1 - 22K+Kap+Kap
(C) < C 2; Z; 2 2Kap+Ko¢pZ(a+1)p](a+1)
i J

= C ZZ (a+1 p‘7 (a+1)p < 0.

i=1 j=1

Using (I4.7) and integrating by parts in both variables, we get that
// a(t,u) Ko (x —t) K2 (y — u) dt du
1JJ
- [ Aslp ) Ko = 05 = ) da
J
+ [ At (03 @~ Ky - )
I

- /I/fAz(t’ w)(K3) (& — (K5 (y — u) dt du
= Dyll,m(if, y) + Divm(;p’ y) + Di,m(za y).

du

(14.8)

Note that A(p, —u) = A(u, ) = 0. Since |[K2| < Cn and (I4.J) holds as well, we obtain

o nﬂ"ra(ﬁ—l)
K ()] < CW
for all 0 <7 < 1. It is easy to see that

(K2)| < Cm? (m € N).

Then
mX+(e=1)(-1) miH1Ha-1)

o \/ —
()Wl = O mmmamg = Oy emao
follows from (I4.2) for all 0 < ¢ < 1. Inequalities (I4.4)) and (I4.6) imply

n+a(n—1) C+H1l+a(¢-1)
DL (ey)| < ek T / | =
Yy

|ZI§'—,U| (a+1)(1—n)
2K> (a+1)(1—n)

1
oK ) (a+1)(1=¢)

J

< Cp22K/p—3Knn+a(n 1)(

mStHiHa-1) <

)

du

(14.9)

(14.10)
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whenever z € 275 7(i +1)275), y € [mj27 K 7(j +1)27F) and 0 <, < 1. If
n+an—1)+¢+14+a((-1)>0,
then

1

2K /p
sup | Dy, . (z,y)] < Cp2 (@D =) jlar (-

n,m<2K

because (n,m) is in a cone. Choosing
20 — 1
— (=27 vy,
=0 2(a+1)

we can see that

[ sw 1 pdedy
T\41 ’]I‘\4Jnm<2K

1 1
2K 92K
< C Z Z 2772 33p/2A(a+1)p j3p/2/\(a+1)

=1 j5=1

which is a convergent series. The analogous estimate for | D, (x,y)| can be similarly proved.
For z € [mi2™ % w(i +1)27%) and y € [7j27 5 7(j + 1)27F), we conclude that

1 1
D < 22K/ / dt d
‘ nm(x y)| — p Ino‘_l‘x—t‘a""l Jma_l\y—u|0‘+1 u
22K/p—2K+Ka+Kanl—am1—a

<

p Z'a+1ja+1

So

/ / sup |D2, (e, )P ddy
4T JT\4J n,m<2K

2K _12K_1
22K 2Kp+Kap+Kap2K(2 a—a)p
2K
<G DY it @t
i=1 j=1
<C, 00

g(at)p j(a—l—l)p

by the hypothesis. The integration over 41 x (T \ 4.J) can be done as above. This finishes

the proof of (I4.3)).
Now let @ > 1. Since |f| < C and [(#)(z)| < C trivially and since |z|7*7! < |z|72 if
|z| > 1, we conclude that

8()),(0) (@) < Cla| ™ (z#£0).
|Ksj<x>|sﬁ, |<Ksj>'<x>|s% (x #0)

and (I43)) can be proved as above. The theorem follows from Theorem [[2. =

Hence
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Remark 14.2 In the d-dimensional case, the constant d/(d + 1) appears if we investigate
the corresponding term to D}L,m. More exactly, if we integrate the term

[ A K2 o= 0 K2 (s = )2 (= ) du

over (T\ 47;) x -+ x (T \ 41,) similarly to (IZI0), then we get that p > d/(d + 1).
Since H)(T%) ~ L,(T?) for 1 < p < oo, we have
loaflly < Gl I (f € Lp(Td)> 1 <p<o0).

As we have seen in Theorem [R.2] in the one-dimensional case, the operator ¢2 is not bounded
from H(T) to L,(T) if 0 < p < 1/(a+ 1) and o = 1. Using interpolation and Theorem
[[4.1], we obtain the weak type (1, 1) inequality.

Corollary 14.3 If o > 0 and f € L(T?), then

sup pA(og f > p) < C||f]-

p>0

The density argument of Marcinkiewicz and Zygmund (Theorem [B.2)) implies
Corollary 14.4 If o > 0 and f € L(T%), then

lim orf=Ff a.e.
n—oo, n€ERZ

This result was proved by Marcinkiewicz and Zygmund [63] for the two-dimensional Fejér
means. The general version of Corollary [4.4]is due to the author [90, [94].
Similarly to Theorem 0.2] and Corollary @3] we can prove for the conjugate operators

g f(x) = fO %« K (i=0,1,....d)

and . '
50 = sup [0

neRY
the following results.
Theorem 14.5 If o > 0 and max{d/(d + 1),1/(a A1+ 1)} < p < oo, then for all i =
0,1,....d,
1657 fll, < Collfllmy  (f € H(T)

and '
165 fllus < Collfllaz - (n e N4 f e HJ(T?).

In particular, if f € L1(T%), then

sup p (G f > p) < C| f|h.

p>0
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The proof of this result is similar to that of Theorem [9.2]
Corollary 14.6 Ifa > 0,i=0,1,...,d and f € L,(T%), then

lim g f = fo a.e.
n—o00,n€RY

Moreover, if f € H(T?) with max{d/(d+1),1/(a A1+1)} < p < oo, then this convergence
also holds in the H}(T%)-norm.

14.2 Summability over a cone-like set

Gat [41] generalized Corollary [I4.4] to so called cone-like sets. Suppose that for all j =

2,...,d,v; : Ry — R, are strictly increasing and continuous functions such that lim;_, vy, =
oo and lim;_,o7y; = 0. Moreover, suppose that there exist ¢;1,c;2,§ > 1 such that
¢j17(@) < 7;(8x) < ¢jpy(e) (x> 0). (14.11)

Note that this is satisfied if 7, is a power function. Let us define the numbers w;; and w;»
via the formula
cjp =& and cjo = E£¥? (j=2,...,d). (14.12)

For convenience, we extend the notations for j = 1 by v1 :=Z, 113 = 12 = £ Here Z
denotes the identity function Z(x) = z. Let v = (71,...,7q) and 7 = (71, ..., 74) with 73 =1
and fixed 7;, > 1 (j = 2,...,d). We define the cone-like set (with respect to the first
dimension) by

Riﬁ/ = {LU S Ri : Tj_l’}/j(nl) < n; < ijj(nl),j = 2, cey d} (1413)

Figure 27 shows a cone-like set for d = 2.

The condition on +; seems to be natural, because Gat [41] proved in the two-dimensional
case that to each cone-like set with respect to the first dimension there exists a larger cone-
like set with respect to the second dimension and conversely, if and only if (TZ.1T]) holds.

For given ~, 7 satisfying the above conditions, the restricted maximal operator is
defined by

oo f = sup |o2f].

nerd

If v =7 forall j =2,...,d, then we get a cone investigated above. Replacing the definition
of the Hardy space H'(T%) by

£l = I sup1f % (P © Progy @~ & Pryo)lly

we can prove all the theorems of Subsection 4.1 for H(T?) and o (see Weisz [97]). Here

Rt(x> — Ze—ﬂk\eikx _

keZ

1—172

cT,t>0r=c¢e"
1+72—2rcosx (@ r=e’)
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Figure 27: Cone-like set for d = 2.

is the one-dimensional Poisson kernel. If each v, = Z, we get back the Hardy spaces
HpD(']I‘d). We have to modify slightly the definition of atoms. A bounded function a is an
H-atom if there exists a rectangle I := I X - - - x I; C T% with |I;| = ~;(|[1]~")~" such that

(i) supp a C I,

(1) [lallo < 11717,

(iii) [, a(z)z* dz = 0 for all multi-indices k with |k < [d(1/p —1)].
Theorems [Z.1] and are valid in this case as well.

Let H be an arbitrary subset of {1,...,d}, H# 0, H #{1,...,d} and H®:={1,...,d}\

H. Define
ZjeH Wj2 + z:jeHC W1

Y
HC{1,...,d} ZjeH wj2 + 2 ZjeHc Wij.1

where the numbers w;; and w; o are defined in (14.12)).

Theorem 14.7 If o > 0 and max{p;,1/(a¢ A1+ 1)} < p < oo, then

oS flly < Coll flley — (f € HY(T)).

Proof. We will again prove the result only for d = 2. For d > 2, the verification is very
similar. To simplify notation, instead of ny, ng, c,1, c2,2 and wo 1, w2 2, we will write n, m, ¢, co
and wy, ws, respectively. Let a be an arbitrary H)-atom with support I x J, [J|7" = y(|]I|7")
and

7T < I/ <278, AT < |/ < (25) 7
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for some K € N. We can suppose that the center of R is zero. In this case
[—m27 K72 727572 c [ ¢ [-m27 5 p27 R,
[y (2572, my (25 2] € T € [y (25) 2,y (25) 7 /2).
Assume that o < 1. To prove (IZ43), first we integrate over T? \ 4(1 x J),

/ / jofa(z,y)[Pdedy < / / sup oy a(z, )P dedy
T\47 T\AT J4J n>2K (nm)eRd

/ / sup |op ma(z, y)|P dv dy
T\4I 4] n<2K (nm)eRd

Ifn>28 and z € [mi27 5 7(i + 1)2_K) (z > 1), then by (14.4),

rtpalw) = | [ [ et - oK w i
1JJ
1
< oK /pn (9K 1/p/—dt
— Cp 7( ) Ina|x_t‘a+1
1

< CpQK/p+Ka7(2K>1/PW

< CPQK/P (28—

Za-‘,—l
Then
21 (412K
T [ s lotate) ey
7 iz K 4] n>2K
2K 1 1
“K_ (oK\—10K . (oK
< G Y 272K T2y (2 )Z.(aﬂ)p

i=1
2K 1

- Cp Z g(at1)p’
i=1

which is a convergent series if p > 1/(1 + «).
We estimate (B) by

B) < / /
k‘OT\4I Jiii<

su
2K d
< <T m)ERT

< e )
;; A\[—g%,g—%}/u ek xeky Jy

sup oy pa(z, y)IP da dy
oK

hil <n<? o ,(n,m)E]Rﬂ,,Y

= (Bl) (BQ)

oy ma(z, y) P de dy

IN

117
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If (n,m) € R
(I41)) imply

1
«a < C 2K/p 2K 1/p—1 /—dt
|0n,ma(x7y)| — p 7( ) m I na\x o t‘a_,_l

and % < n < Z, then m < 7'7(27) The inequality |K%| < C'm and

é‘k’

K/p—K K\1/p—1 2K 2K —« —K-1]—a-1
< Gp2 v(2%) 7(57)(@) o — 72777
Hence
- —p—a — 2K « —K-1|—(«
(Bi) < GX 2@ e |, e m2 e e
k=0 TR gk
2K

< Gy Yy 2KUpman)y (28 7y T
k=0

Since v(r) < ¢;'y(€x) by (IZII), we conclude

)pgkap(£k2—K)—(a+l)p+1.

(B1) < Cp Y A(25) Py (25 e reh0n) = ¢, 3 ghliop-en),

k=0

which is convergent if p > 1/(1 + wy). Note that 1/(1 +wy) < (1 4+wq)/(1 + 2wy) < py.
For (Bs;), we obtain similarly that

_ _ _ 2K 9K
o ma(, y)| SCPQK/” Ky (25)p 1nm§C’p2K/p Ky (25)p 1g7(g) (14.14)
and
sz (29) 2R y(25) P ’% <G, Zg (P,

which was just considered. Hence, we have proved that

[ [ oeeprasay<c,  m<p<y.
T\4I

The integral over 41 x (T \ 4J) can be handled with a similar idea. Indeed, let us
denote the terms corresponding to (A), (B), (B1), (Bz2) by (4'), (B’),(By), (B). If we take
the integrals in (A4’) over 41 x [rjy(25)~L w(j + D)v(25)7Y ( = 1,...,7(2%)/2 — 1), then
we get in the same way that (A’) is bounded if p > 1/(1 4 «). For (B]), we can see that

By =S [ [ swp o ale )l drdy
k=0 Y4 T\[—W“/(g—k)fl:ﬂ“f(?)fl] 5k+1 <n<Z- ok (n,m)GRﬁw
K _(oK\o—Ko—Kp
< Gy 2My(2M)272 / N

k=0 T\[—W’Y(y)flﬂﬁ(?)fl}
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d
ng <n<Zp k ;(n,m)eRY

p
_ d
SU.p / ma|y _ u‘a—i—l ) Y
K

IA

2
Cp Z f_kp7(2K)1_p7(@)_ap
k=0

/ [y = w(25) 7 /2 gy
T\[-my(25)~ iy () ]

- —kp Ky\1-p g
Cp Y Ehry(2) 7Py

k
i ¢

_ k(1—
Op Zg kpc2( P)
k=0
_ Cp Z gk(wz—wﬂ)—p)
k=0

and this converges if p > wy/(1 + wy), which is less than (1 + ws)/(2 + ws) < p;. Using
(I4.14)), we establish that

(BY) = / / sup 0% a(e,y)P de dy
’ ,; an J =y (Z0) (2 2K 2K ’

ehrI ST ?v("vm)Eng

IN

)

IN

K

, Zz ()2 T

IN

)P
< Cp Z é——kpcg(l—ll’)'
k=0

Hence

/ / 0%, y)Pdedy < Cy (g <p<1).
41 JT\4J

Integrating over (T \ 47) x (T \ 4.J), we decompose the integral as

[ [ iesaworasay < [ [ o atwldedy
T4 JT\4J T\4I JT\4J n>2K (n,m)eRd ’

Y

/ / sup oy ma(z, y) P do dy
T\4I 11‘\4J n<2K (nm)eRd .,

and
2K —19(25)/2-1  r(ig1)2 /W(JH) ~(2K)-1

oy % |

sup |oy, a(z,y)[” dz dy.

i2— K Jy(2K)-1 n>2K
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For z € [mi27 %, 7(i+1)27%) and y € [7jy(25)~!, 7(j + 1)7(2K)~1), we have by (I41]) and
(IZ4) that

1 1
iy < CL2K/Py (2K 1/1’/ dt d
|O-n,ma(x7y>| —= P 7( ) Ina‘x_t‘a-i—l Jma‘y_u‘a—l—l u
- 2K/p+Ka,y(2K)l/p+o¢

p namaia—}—lja-‘rl
2K /pry (2K /P
p jotljatl (14’15)

Then
2K _1~(2K)/2-1

S C Z Z g(at1) p](oz-I—l) <@

ifp>1/(1+a).
To consider (D) let us define Ay(z,y), As(x,y), D, ,.(z,y), D}, (z,y) and D} (z,y) as
in (I4.5) and (I4.8), respectively, and let I = [—u, p], J = [—v,v]. Then

| Av(z,u)| < 2807 Ey(25) VP [ Ag(a,y)| < 28Ry (25) V0 (14.16)

Obviously,

/ / sup DL, ()P drdy
T\4] ’]1‘\4J n<2K (n,m)eRd

< / / sup DL, (2,9 dedy
k=0 T\4I JT\4J iK <n <€ J(n, m)ERd

0 “/(2K)/2—1

m(j+1)y(25) 1 m(j+1)y(25) 7!
. Z Z </ ngh ek / K +/wsk ws / K )
j T\[- Sk 5]/ miv(2F) — Tk ok Jmiv(2K) Tt

oK

sup D, (2, y)|P dz dy

n<2X (n,m)eR¢

= (Dl) + (Dg)
It follows from (I4.4]), (I£9) and (I4.IG) that

B B 1 mC+l+o¢(C—1)
D) ()| < G2 /PRy (25 e

nole — plot! |y — |-
K K
()™ A(Fe)erietery

K/p—K . (oK\1/p—2+(a+1)(1—C)
< Cp2 7(2%) |z — ot a0

where 0 < ¢ < 1. This leads to

0o 7(2K)/2—-1

D1<CZZ/
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( ) (—2+(a41)(1-0)) V()P
K(1—p—ap K\p(—24(a+1)(1—C)) ckap (a+1)p
2 (%) &P —ul™ o T

oo 7(25)/2-1 —kp(2+(a+1)(¢-1))

K(1—p—ap) ¢ka K\—(a+1)p+1€1
< G Z Z A I I ey

©)/2-1 gh(1—p—wip(2+(a+1)(¢-1))

= G Z Z a0 )

which is convergent if p > 1/(1 +wi(2+ (a+1)((—1))) and p > 1/(av + 1)(1 — (). After
some computation, we can see that the optimal bound is reached if

o — Wy + awq

¢= 1+a+w +aw’

which means that p > (1 + wy)/(1 + 2w).
Considering (Ds), we estimate as follows:

métitald-1)
|y — ]/‘ (a+1)(1-0¢)

(25_1:)4+1+a(<—1)
K/p~ (9K\1/p—2+(a+1)(1-() ¢—k
s G2 (2T &m0

Dz, y)l < GNP (25) 02

and
s 7(2K)/2-1
(D2) < CPZ
k=0  j=1
K (oK \p(~2+(a+1)(1-C)) .~k 7 (e e
p(—2+(a+1)(1— —kp
/[_«s; %2 (2% ¢ e
2K 79
2L ck(1—pwip@+(at1) (1))
5 Y4 1p
< G kz - jplarD)(1-0)
]:
< G
as above.

The term D7, can be handled similarly. We obtain

/ / sip D2, (e )P dedy < G,
T\4I JT\4J n<2K (n,m)eRd

if p> (14 ws)/(24 wa).
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Using (I4.2), we estimate D3 in the same way as (C') in (IZI5). Now the exponents

n,m

of n and m are non-negative and so they can be estimated by 25 and (2%) as in (I£I5).

This proves that
[ [ ieeyraay <,
T\4I JT\4.

This completes the proof for 0 < a < 1. For o > 1, the proof can be finished as in Theorem
41 m

Remark 14.8 In the d-dimensional case, the constant p; appears if we investigate the terms
corresponding to D}  and Dfl,m. Indeed, let H;l:1 I; be centered at 0 and the support of

the atom a, A be the integral of a, I; =: [—pj, pj] and
%. — 1223 ] € H7
T t;, j€H",

Hc{l,...,d}, H#0, H#{1,...,d}. If we integrate the term
/ Aty ) T ES (g — ) [T (K8 (i — ) dt
[ene 1 jEH icHe
over H?:1(T \ 41;), then we get that

ZjeH Wiz + ZjeHC Wj,1

p > .
djenWi2 + 23 e win

Moreover, considering the integral

Ji

[ lee@pds
(T\4L5) JTTjepre 495

JjEH JjEH

we obtain
Zj eH Wj,2

p> .
ZjeH wj2 + ZjeHC Wj1

However, this bound is less than p;.

Remark 14.9 If w;; = w;2 = 1 for all j = 1,...,d, then we obtain in Theorem [I4.7] the
bound
max{d/(d+1),1/(a+1)}.

In particular, this holds if v; =Z for all j = 1,...,d, i.e., if we consider a cone. This bound
was obtained for cones in Theorem [14.1]

Corollary 14.10 Ifa > 0 and f € Ly(T¢), then

sup pA(ay f > p) < C||f]]x.
p>0
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Corollary 14.11 Ifa > 0 and f € Ly(T¢), then
lim oo f=f a.e.

n—o00,n€RY .,

In the two-dimensional case, Corollaries [I4.10/and [[4.11] were proved by Gét [41] for Fejér
summability. In this case, he verified also that if the cone-like set R? _ is defined by 7;(n1)
instead of 7; and if 7;(n;) is not bounded, then Corollary I4.11 does not hold and the largest
space for the elements of which we have a.e. convergence is Llog L. This means that under
these conditions Theorem [I4.7] cannot be true for any p < 1.

15 H,(TY) Hardy spaces

For the investigation of the unrestricted almost everywhere convergence, we need a new type
of Hardy space, the so called product Hardy spaces. A function f is in the product Hardy
space H,(T%), in the product weak Hardy space H, . (T?) and in the hybrid Hardy
space H)(T?) if

[flle, =11  sup  |f = (P, @ @ P, < oo,
tp>0,k=1,....d
[l =11 sup  |f (P @ ® Pp,)|[[poo <00
tp>0,k=1,....d
and
||f|H;,:|| sup |f*(Pt1®.'.®Pti71®Pti+1®'.'®Ptd)|||P<oo7

tr>0,k=1,...,d;ki

respectively, where 0 < p < oo and P, is the one-dimensional Poisson kernel. It is known
(see Chang and Fefferman [22] 20] 21], Gundy and Stein [47] or Weisz [94]) that

Hy(T%) ~ H,(T) ~ Ly(T%) (1 <p<o0)
and H,(T?%) C Hi(T%) C Hy o (T%) N Ly(T¢). Moreover,
1fline < Clfly (f € Hi(TY),i=1,....4d). (15.1)
Let the set L(log L) *(T?) contain all measurable functions for which
I f1Qog™ [F)™ 1 < oo.
Then Hi(T?) > L(log L)*1(T?) for alli = 1,...,d and
£l < C+CllIfIQog™ [F) M (f € Llog L)*H(T7)). (15.2)

Considering the product Hardy spaces, we have to introduce new conjugate distribu-
tions defined by

d

flin o 7 (H(—i sign ni)jl) fn)e™ (i =0,1).

nezd =1
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In the case f is an integrable function,

f~(]1 ..... ‘]d)x = pv. / /f 1_t17-.-, t]d)dtjldt]d
[T, (27 tan(t;/2))7

= lim / f(I1—t1,...,a:d—tfld)
=0 Ja <l |<n eq<|tq|<m Hf:1(27r tan(t;/2))7

deit ... dtd a.e.,

where d#/i means the ordinary integral if j; = 1 while the integral with respect to the ith
variable is omitted if j; = 0. .

If ;=0foralli=1,...,d, let f@1=ia) = f The following result can be found in Gundy
and Stein [47, 146], Chang and Fefferman [22] and Weisz [93], 94].

Theorem 15.1 For f € H,(T?),

| f9r 9 g = Cyll fllm,  (ji =0,1)
and

1 1
1F L, ~ D= D F ], (0 < p < o0).

J1=0 Ja=0

We note again that this theorem holds also for L,(T¢) spaces when 1 < p < oco.

The atomic decomposition for H,(T?) is much more complicated than for H}'(T?). One
reason for this is that the support of an atom is not a rectangle but an open set. Moreover,
here we have to choose the atoms from Lo (T¢) instead of L, (T?). This atomic decomposition
was proved by Chang and Fefferman [22] 33] and Weisz [92, 04]. For an open set ' C (T?),
denote by M(F') the set of the maximal dyadic subrectangles of F'.

A function a € Ly(T?) is a H,-atom if

(i) supp a C F for some open set F' C T¢,
(i) flall, < [F[/21,
(iii) @ can be further decomposed into the sum of “elementary particles” ar € Ly(T?),
a =3 peper) Or in La(T?), satisfying
(a) supp ag C 2R C F,
(b) fori=1,...,d, k< |2/p—3/2] and R € M(F), we have

/aR(z)xf dz; =0,
T

(c) for every disjoint partition P, (I =1,2,...) of M(F),

1/2
(X217 anll) ™ < |Fprr,

l ReP,
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The basic result about the atomic decomposition was proved by Chang and Fefferman [20),
211, 22)] (see also Weisz [94]).

Theorem 15.2 A function f is in H,(T%) (0 < p < 1) if and only if there exist a sequence
(a*, k € N) of H,-atoms and a sequence (ux, k € N) of real numbers such that

o0 o0
Z |pelP < oo and Z,ukak = f in the sense of distributions.
k=0 k=0

Moreover,

71, ~int (3 )"
k=0

The result corresponding to Theorem [T2 for the H,(T%) space is much more complicated.
Since the definition of the Hy-atom is very complex, to obtain a usable condition about the
boundedness of the operators, we have to introduce simpler atoms.

If d = 2, a function a is a simple H,-atom if

(i) supp a C R for some rectangle R C T2,
(ii) [lall, < [R[V*71P,
(iii) [pa(z)afde; =0foralli=1,2and k < [2/p—3/2].

Note that not every f € H,(T?) can be decomposed into simple H,-atoms. A counterex-
ample can be found in Weisz [89]. However, the following result says that for an operator
V' to be bounded from H,(T?) to L,(T?) (0 < p < 1), it is enough to check V on simple
H,-atoms and the boundedness of V on Ly(T?). It can be proved with the help of an idea
due to Fefferman [33] (see the proof of Theorem [[.2 and [94]).

Theorem 15.3 For each n € N?, let V,, : L1(T?) — L;(T?) be a bounded linear operator
and
Vif := sup [V, fl.

neN2

Let d = 2 and 0 < py < 1. Suppose that there exists 7 > 0 such that for every simple
H,,-atom a and for every r > 1

/ VealPo dA < C,27,
T2\R"

where R is the support of a. If V, is bounded from Lo(T?) to Lo(T?), then
IVafllp < Coollfllm, — (F € Hy(T?) N H{(T?)) (15.3)

2and i = 1,...,d. If limjo fr = f in the H,-norm implies that

for all pp < p <
= V,f in the sense of distributions (n € N¢), then (I5.3) holds for all f €

H,(T?).
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Unfortunately, the preceding theorem is not true for higher dimensions (Journé [52]).
So, there are fundamental differences between the theory in the two-parameter and three-
or multi-parameter cases. Fefferman asked in [34] whether one can find sufficient conditions
for an operator to be bounded from H,(T?) to L,(T¢) in higher dimensions. The following
theorem answers this problem.

If d > 3, ais called a simple H,-atom if there exist intervals I; C T, =1,...,7 for
some 1 < j < d—1, such that

(i) supp a C I x - -+ x I; x A for some measurable set A C T4,
(i) flally < (Hal -~ L[| A2,
(iii) [pa(z)afde; = [jadh=0foralli=1,....jand k < [2/p—3/2].

If j = d— 1, we may suppose that A = I, is also an interval. Of course if a € Ly(T?)
satisfies these conditions for another subset of {1,...,d} than {1,...,j}, then it is also
called a simple H,-atom. As for the HpD(']I‘d) spaces, we could suppose that the integrals in
(iii) of all definitions of atoms or simple atoms are zero for all k for which & < N, where
N> |2/p—3/2].

As in the two-parameter case, not every f € H,(T?) can be decomposed into simple
H,-atoms. The next theorem is due to the author [92] 94]. Let H¢ denote the complement
of the set H.

Theorem 15.4 For each n € N¢, let V,, : L1(T%) — L,(T%) be a bounded linear operator
and

Vif = sup [V, f].

neNd

Let d > 3 and 0 < pg < 1. Suppose that there exist 1y, ...,nq > 0 such that for every simple
H,,-atom a and for every ry...,rq > 1

(I )ex-x(1;7)e J A

where Iy x --- x I; x A is the support of a. If j =d — 1 and A = I; is an interval, then we
also assume that

/ / |VialPo dX < Cp, 27 ... 27 a1,
(IIl)CX"'X(ITd71 (Id)c

a1 )

If V, is bounded from Ly(T?) to Ly(T%), then
IVafll < Collfllm, — (f € Hy(T) N Hi(TY) (15.4)

and 1 = 1,...,d. If limy_,o fr = [ in the H,-norm implies that

for all pp < p < 2
= V,.f in the sense of distributions (n € N¢), then (I5.4) holds for all f €

limy 00 Vi f
Hp(Td).
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Inequalities (I5.3) or (I5.4) imply by interpolation that the operator
V, is bounded from H,(T%) to L,q(T) (15.5)

when py < p < 2. If py < 1 in Theorems or [5.4] then (I5.5]) holds also for p = 1. Thus
V. is of weak type (Hi, L) by (I5J):

SUp pA(V. S| > p) = [IVafllico < Cllfllmc < €l
p

Hj
for all f € Hi(TY),i=1,...,d.
Corollary 15.5 Ifpy < 1 in Theorems[I5.3 or[I5.4, then for all f € H{(T?) andi=1,...,d

sup p A(|Vif| > p) < C||f]

p>0

Hi-

16 Unrestricted summability

Let us define the unrestricted maximal operator by

ol f = sup |oy, f|.
neNd

We will first prove that the operator o2 is bounded from L,(T?) to L,(T?) (1 < p < o0)
and then that it is bounded from H,(T?) to L,(T%) (1/(a+ 1) < p < 1). To this end, we
introduce the one-dimensional operators

(@)= 5 [ Fle = wlK@ldu = £+ |

and

T f =sup |7, fl.
neN

Obviously,
o fl <mlfl (neN)  and ol f <77|f] (16.1)

The next result can be proved as was Theorem [T4.1l

Theorem 16.1 Ifa >0 and 1/(a A1+ 1) < p < oo, then

172 fllp < Coll Fllm, — (F € Hy(T)).

Proof. It is easy to see that

[T flloe S Cllflle (f € Loo(T)).
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Let a <1 and a be an arbitrary HpD—atom with support I C T and
[-m27 K72 72752 c [ ¢ [-m27 5 m27 .
Then

2K-1 r(it1)2K
/ rra@Pdr < Y / sup |7oa(x)|? da
T\4I -

92— K K

251 r(iv1)2-K
+ Z / sup |7oa(z)|P dz

i9—K K
li|=1 i2 n<2

=: (A)+ (B).
Using (I4.1)), (I4.2) and (I4.4)), we can see that
rea@)| = | [ a0l - njad < o2 [
I I

na|x _ t|a+1

and
2K 1

~ 1
KoK
(A) <C, E 2772 FEEEyp <G,

1=1

as in Theorem [I4.1]
To estimate (B), observe that by (iii) of the definition of the atom,

rale) = [a@lKa - olde= [ ek - 0] - K3 de.

1 I

Thus,
[mha(z)] < /I\a(t)HKS‘(fU — 1) — K (z)|dt.

Using Lagrange’s mean value theorem and (I4.2)), we conclude

[ K (= 1) = K ()] = |(K) (w = O[] <

dt < C,25/P

C,27K - C,2K

where € € [ and x € [mi27% (i + 1)27%). Consequently,

2K
@ K/p—K
riae)] < G =

and
2K _1

(B)<C, > 27%K

i=1

1
<G,

jlat)p —

If a > 1, then the theorem can be proved in the same way. =

na—1|x_§|a+1 — gat+l ’

128
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We get by interpolation that

sup p A(r'f > p) < C[[f[la - (f € La(T)).

p>0
This, (I6.0) and Theorem I6.1] yield
lo2 flly < Gllfll,  (f € Ly(T), 1 < p < o0 (16.2)
and

supp Aol f > p) <Clflln (f € La(T)).

p>0

Note that the last inequality is exactly Theorem [3.1l
Now, we return to the higher dimensional case and verify the L,(T¢) boundedness of o%.

Theorem 16.2 If o > 0 and 1 < p < 0o, then

o2 flly < Cull £l (f € Lp(Td))-
Proof. We may suppose that d = 2. Applying Theorem [I6.1] and (I6.2)), we have

// sup //f(t,u)K,‘j(x—t)Kﬁ‘@(y—u)dtdu‘pdxdy

T JT n,meN

//sup / sup‘/ftuKo‘(x—t dt‘)\KO‘ —u)\du) dy dzx
T meN neN

Cp//sup /f(t,y)Kfj(x—t)dt‘ dz dy
TJT neN | JT

< 6 [ [Iprasd

which proves the theorem. m

IA

IN

The next result is due to the author ([92] 94]).
Theorem 16.3 If « >0 and 1/(a+ 1) < p < oo, then

o2 fllp < Coll flle, — (f € Hy(T?).
Proof. We sketch the proof by giving only the main ideas. Similarly to (IZ1)) and (I4.2]),

we have for the Riesz kernels that

(K2 ) O (@)] < ——2

_— x#0,keN). 16.3
< 07 ) (163
We will prove the theorem only for d = 3, because the proof is similar for larger d or for
d = 2. Choose a simple H,-atom a with support R = I; x I, x A where I; and I, are intervals
with

o~ | /r <278 (K;eNi=1,2)
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and
[—r2 572 g2~ K72 c [, ¢ [t o7

We assume that r; > 2 are arbitrary integers. Theorem [I6.2] implies that the operator o is
bounded from Ly(T¢) to Ly(T¢). By Theorem [I5.4] it is enough to show that

/ / / 0% (2)|P da < €212, (16.4)
(Iyhe J (132 J A

and, if A = I5 is also an interval,

/ / / 0%(@)|P dz < - (16.5)
(It)e J(152)e J(I2)°

forall 1/(a+1) <p <1
First, we decompose the supremum as

ola < sup loral + sup lo%al
nq <281 ny<2K2 nq>2K1 ny <22
n3z €N n3z €N
+ sup lotal + sup loal. (16.6)
nq <281 ny>2K2 ny >2K1 ny>2K2
n3z €N n3z €N

We will investigate only the second term. Obviously,

a p
/T /T / sup loda(x)|P do
(IyHe J(132)e JA ny>2K1 ny <22

nz €N

2K11 2K2 m(i1+1)27 K1 pr(ig41)2- K2
< Y ¥ T Y A

—271-2 |jy|=r2—2 mi 2~ K1 mig2 K2 A ny>2K1 ny<oK2
nz €N

where we may suppose that i, > 0. Let Ago(x) := a(z) and

1

Ak1+17k2’k3(l’) = / Akl’k%k?)(t,l’g, S(Zg) dt (]{7@ € N)
In the other indices, we use the same definition. By (iii) of the definition of the simple H,-
atom, we can show that supp Ay, x, 0 C R and Ay, x,0(x) is zero if z; is at the boundary of I
or x9 is at the boundary of I, for k; =0,...,N(p)+1 (i =1,2), where N(p) > |2/p—3/2].
Moreover, using (ii), we can compute that

1Ak ko olls < [P L (LI LAY (ki =0,...,N(p) +1). (16.7)
We may suppose that N(p) > a + 1 and choose N € N such that N < a« < N + 1. For
x € [ 275 w(ip + 1)275) ) ) € [—w27 K7t r27 K1) (1 = 1, 2) inequality (I6.3) implies
CnN—QQKl(a—I—l) oK1 (N+1)

(K5 )M (@1 — )] < e < —m
21 (3]
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and
CnNJ,-l a9Ka(atl) C2K2(N+2)

(K2 )N (g — 15)] <

ca+1 — ca+1
(2 (2

Recall that in the first case n; > 2% and in the second one n, < 252,
Integrating by parts, we can see that

lova(x

. / [ Ao = )05 2 = ), 1)
I JIs

C'2K1(N+1)9 K> (N+2)
a+1 a+1 /I /I / AN nt10( (Ig — t3) dt3| dty dty
1 2

whenever z; € [14;275 7(i; + 1)2751). Hence, by Holder’s inequality,

/ / / sup lota(z)|P dz
(I{ll)c (I;z)c A 7L122K1,7L2<2K2

n3z €N

K K
2711 2721 9K 1(N+1)pyK2(N+2)p

—Ki9—K
S Cp Z Z 2 2 i i(a‘f‘l)Pi(a"‘l)P
1 2

i1=2"1"2 j5=2m2"2

p
/ / / sup ‘ AN,N—{—I,O(t)KgS (LU3 — t3) dt3| dtl dt2> d.ﬁlfg
I; JI; n3eN
2511 2K2 L 9K (N+1)p-1) 9 Ka((N+2)p—1)

GlA > {@F P+ TP

i1= —9r1— 222 oro— 2 2

p
/ / / sup | AN,N—l-l,O(t)Kf:g (1’3 — t3) dt3| dtl dtg d.ﬁ(]g) .
I, J Iy n3eN

Using again Holder’s inequality and the fact that o is bounded on Ly(T?) for all d > 1, we

conclude
/ / . / sup lota(z)|P de
(IIl)c (152)‘: A ny>2K1 ny<oK2

n3z €N

IA

2K1-1  2K2-1 9K1((N+1)p—1) 9Ka2((N+2)p—1)

1-p/2
S C|A| - Z Z (a—l—l) Z(a+1)

21 —9r1— 222 oro— 2 2

1/2 D
/ / / sup | AN7N+170(t)K33 (1’3 — tg) dt3|2 dl’g) dtl dtg)
I JIo T n3€eN
211 2K2 L 9Ki((N+1)p=1)9Ka((N+2)p-1)

1-p/2
< C|A| - Z Z (a—i—l) z(oe-i-l)

21 —92r1— 222 oro— 2 2

(/1/1 (/T|AN,N+1,0(t1,t2,ZL’3)|2d:L'3)1 2dt1 dt2>p.
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Then (I6.7) implies

a P
/T. /T. / sup lota(z)|P dz
(Ill)‘: (122)‘: A nqy>2K1 ny<2K2

nz €N

2K1-1  2Ka_j K1((N+1)p—1)9Ka((N+2)p—1)

< C’p|A|1_p/2 Z Z 2—K1p/22—K2p/22

i1=2"172 jp=272 2

5 p/2
( |AN,N+1,O(t1a ty, x3)|”* dws dty dtz)
Iy

2K1 1 2K2 1

S C Z Z Cp2—7’1((a+1)p—1)2—r2((a+1)p—1).

a-‘,—l D - (a—i—l

(at+1)p - (a+1)p
(3 (D)

—9r1— 222 oroa—2

The other terms of (IG.6) can be handled in the same way, which shows (I6.4]). Obviously,
the same ideas show (IG.H). =

Corollary [I5.5] implies

Corollary 16.4 If a > 0 and f € Hi(T?) for some i = 1,...,d, then

sup pA(of' f > p) <
p>0

By the density argument, we get here almost everywhere convergence for functions from
the spaces Hi(T?) instead of L;(T¢). In some sense, the Hardy space Hi(T%) plays the role
of L;(T¢) in higher dimensions.

Corollary 16.5 If a > 0 and f € Hi(T?) for some i = 1,...,d, then
lim o, f = f a.e.
n—oo

The almost everywhere convergence is not true for all f € Li(T?).

A counterexample, which shows that the almost everywhere convergence is not true for
all integrable functions, is due to Gét [41]. Recall that

Ly(T% > HI(TY) > Llog L)™™(T%) > L,(T%) (1 <p < o).

Let the conjugate Riesz means and conjugate maximal operators of a distribution
f be defined by .
G () = fOriD K8 (o= 0,1)
and

5—£j17~~~7jd)?af ‘= sup ‘57(Lj1’m’jd);af"
neNd

Then the following results hold.
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Theorem 16.6 If « > 0 and 1/(a+ 1) < p < oo, then for all j; = 0,1,

g £, < Cyllfllm, — (f € Hy(TY)

and
155090 g, < Coll flla, — (n € N f € Hy(T?)).

In particular, if f € Hi(T?) for some i =1,...,d, then

Sup)\(5-£j1 ----- jd);af > p) <
p>0

Corollary 16.7 If a >0, j; = 0,1 and f € H{(T¢), then

Moreover, if f € H,(T?%) with 1/(a+ 1) < p < oo, then this convergence also holds in the
H,(T%)-norm.

The proofs of the last two results are similar to those of Theorem and Corollary [0.3l

17 Rectangular #-summability

Given the d-dimensional function 6, the rectangular §-means of f € L;(T?) are defined
by

- Y Y ( _n—]?)A(k)eik'x
= (271r)d Tdf(g:—u)Kz(u)du (17.1)

(z € T¢ n € N%), where the 6-kernels K! are given by
_/{; .
=) ZH( . d) ku (e T),
ki€ kel Nd

Define the restricted and unrestricted maximal operators by

obf = sup |opfl.  olf := sup|o,fl.

neR? neNd

If d = 1, then, instead of the third condition of (I0.I]), we may suppose that 6 €
W(C,¢,)(R) (see the definition below). A measurable function f belongs to the Wiener
amalgam space W (L, (;)(R?) if

1 Iw (e =Y sup |f(z+ k)| < oo.

kezd z€[0,1)4
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It is easy to see that
W(Leo, £1)(RY) € L,(RY) forall 1<p< oo.

The smallest closed subspace of W (L, £1)(R?) containing continuous functions is denoted by
W(C,¢1)(R?%) and is called the Wiener algebra. It is used quite often in Gabor analysis,
because it provides a convenient and general class of windows (see e.g. Walnut [87] and
Grochenig [45]).

If 6 is continuous and |f| can be estimated by an integrable function 1 which is non-
decreasing on (—o0, ¢) and non-increasing on (¢, 00), then § € W(C, ¢1)(R). Since

S (B < S (TTm) s e )

ki=—c0  kg=—00 d lezd =1 z€0,1)d
d
= (T Wellwiesn < oo (17.2)
j=1

the 6-kernels K and the f-means o? f are well defined.
We introduce Feichtinger’s algebra Sy(R?), which is a subspace of the Wiener algebra.

The short-time Fourier transform of f € Ly(R?) with respect to a window function
g € Ly(RY) is defined by

1

Syf(z,w) == @) /[Rd f(t)g(t — x)e ™ dt (z,w € RY).

Using the short-time Fourier transform with respect to the Gauss function go(z) := el

we define Sy(R?) by
So(RY) == {f € L*(R?) : || flls := ||Sgo | L1 (r2a) < 00}

Any other non-zero Schwartz function defines the same space and an equivalent norm.
It is known that So(R?) is isometrically invariant under translation, modulation and Fourier
transform (see Feichtinger [35]). Actually, Sg is the minimal Banach space having this
property (see Feichtinger [35]). Furthermore, the embedding So(RY) — W(C,¢;)(R?) is
dense and continuous and

So(R?) € W(C, 6)(RY) N F(W(C, &1)(RY)),

where F denotes the Fourier transform and F (W (C, ¢;)(R%)) the set of Fourier transforms
of the functions from W (C, ¢1)(R?) (see Feichtinger and Zimmermann [38], Losert [60] and
Grochenig [44]).

17.1 Norm convergence

First, we investigate the Ly-norm convergence of o f as n — oo.
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Theorem 17.1 If§ € W(C,¢;)(R?) and 6(0) = 1, then
lim 0% f = f in the Ly(T%)-norm for all f € Lo(T).
n—oo

Proof. It is easy to see that the norm of the operator o? : Ly(T?) — Ly(T?) is

sup  [[fxKqlle = sup || K2
feLy(T9), || fll2<1 feL2(T9), || fll2<1
= sup_ [fEG:
fela(24), || f]l2<1
= Kl
—ky —kq
= sup 6’( ey ) ‘
kezd ny+1 ng+1
< C.

Thus the norms of 0% (n € N¢) are uniformly bounded. Since 6 is continuous, the convergence
holds for all trigonometric polynomials. The set of the trigonometric polynomials are dense
in Ly(T?), so the usual density theorem proves Theorem I7.1l m

The 6-means can be written as a singular integral of f and of the Fourier transform of 6
in the following way (Feichtinger and Weisz [36]).

Theorem 17.2 If§ € W(C,¢,)(RY) and 8 € L, (R%), then

<Hn]) Flz—1)0(nit, ..., naty) dt

for a.e. x € T and for alln € N% and f € L;(T?).

Proof. If f(t) = e*! (k € Z%,t € T?), then

: d
(En]> /Rd eik.(x—t)é\(nltb R ,ndtd) dt = eilmc /Rd (jl;[e_ikjtj/nj>é\(t) dt
_kf —kf -
= ()

thus the theorem holds also for trigonometric polynomials. The proof can be finished as in
Theorem [6.24. m

Now, we give a sufficient and necessary condition for the uniform and L; convergence
ol f — f (see Feichtinger and Weisz [36]). Note that the statement (i) < (i) in the next
theorem was shown in the one-dimensional case by Natanson and Zuk [66] for 6 having
compact support. The situation in our general case is much more complicated.
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Theorem 17.3 If § € W(C, (1)(R?) and 6(0) = 1, then the following conditions are equiv-
alent:

(i) § € Li(RY),
(ii) 0% f — f uniformly for all f € C(T?) as n — oo,
(iii) of f(x) — f(z) for all x € T¢ and f € C(T?) as n — oo,
(iv) o’ f — f in the Ly(T%)-norm for all f € L,(T?) as n — oo,
(v) o°f — f uniformly for all f € C(T¢) as n — oo and n € RY,
(vi) 0% f(x) — f(z) for all x € T¢ and f € C(T?) asn — oo and n € RY,
(vii) o f — f in the Li(T%)-norm for all f € L,(T%) asn — oo and n € R<,

Recall the definition of R? from (TZ4.I3).

Proof. First, we verify the equivalence between (i), (i), (iii) and (iv). We may suppose
that d = 1, since the multi-dimensional case is similar. If (i) holds, then by Theorem [I7.2]

1% flloo < [Ifllscllflli  (f € C(T),n € N)

and so o, : C(T) — C(T) are uniformly bounded. Since (i) holds for all trigonometric
polynomials and the set of the trigonometric polynomials are dense in C(T), (i) follows
easily. (7i) implies (74i) trivially.

Suppose that (7i1) is satisfied. We are going to prove (i). For a fixed x € T, the operators

U, : C(T) = R, Uf =0cf(x) (neN)
are uniformly bounded by the Banach-Steinhaus theorem. We get by (I7.1]) that

Ul I/T\Kﬁ(x—t)\dt: I (neN).

Hence
sup ||Kz||1 < C.
neN

Since K? is 2m-periodic, we have for a < (n +1)/2 that
2am e
1 —k N\ &
()
/_2aﬂn+1}k;w n+1/°
(n+1)m 0 o )
S ORI Ce s
—(n+1)x +1 k= — o0 n+1
s o —k )
- / 2. 9( 1)em
o A\nt

_ /|Kg(x)\ dr < C. (17.3)

dt

dt

dx
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For a fixed t € R, let

and

onltiu) = Y 9<_—k1>eitnil1[ e s (1),

n
k=—o00 +

It is easy to see that
itu

lim @, (t,u) = 0(—u)e

n—oo
Moreover,
on(t,u)] < > sup (0w — 1= 1)[1p41)(u)
= oo Z€[0,1)
and

/ > sup [0z —1— D[l du= Y sup |0z —1—1)] = [0llwc.e)

00 = _ oo ®€[0,1) 1= oo TE[0,1)

Lebesgue’s dominated convergence theorem implies that

li_)rn on(t,u)du = / O(—u)e™ du = a(t)
Obviously,
/ on(t,u) du = hy(t)
and so

~

lim h,(t) = 6(¢).
n—oo
Of course, this holds for all £ € R. We have by (I7.2) that |h,(t)| < [|0|lwc,e,)- Thus

2am 2am
lim i (1)] dt = / 0(t)| dt.
n=0 J_oqn —2am

Inequality (I7.3]) yields that

2o
/ 0(t)|dt <C  for all a>0

2am

and so

/ B()| dt < C,

—00

which shows (3).

137
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If 6 € L;(R), then Theorem implies

lo?flle < IF10l8ll - (f € Lu(T),n € N).

Hence (iv) follows from (i) because the set of the trigonometric polynomials are dense in
Ly(T). The fact that (iv) implies (i) can be proved similarly as (ii7) = (i), since, by duality,
the norm of the operator of : Li(T) — L(T) is again [|o?|| = || KY||;.

It is easy to see that the equivalence between (i), (v), (vi) and (vii) can be proved in the
same way. W

One part of the preceding result is generalized for homogeneous Banach spaces.

Theorem 17.4 Assume that B is a homogeneous Banach space on T¢. If §(0) = 1, 6 €
W(C,¢,)(RY) and § € Ly(R?), then

lonfle <Cliflz - (neN)

and
lim o2 f = f in the B-norm for all f € B.
n—o0

Proof. For simplicity, we show the theorem for d = 1. Using Theorem [I7.2] we conclude

~

(@)~ f@) = n / (Flx— 1) — f(2))B(nt) dt
¢ ~

= [ (fa= 1 =1

and
ot = flle = [ |ras = 7] o1

The theorem follows from the definition of the homogeneous Banach spaces and from the
Lebesgue dominated convergence theorem. m

Since 6 € So(R?) implies 6 € W (C, £,)(R?) and 6 € So(R?) C L1 (R?), the next corollary
follows from Theorems and [I7.4]

Corollary 17.5 If§ € So(R?) and 6(0) = 1, then
(i) o2 f — f uniformly for all f € C(T%) as n — oo,
(ii) 0% f — f in the Ly(T?)-norm for all f € L,(T?) as n — oo,
(iii) o f — f in the B-norm for all f € B as n — oo if B is a homogeneous Banach

space.

The next corollary follows from the fact that 6 € So(R?) is equivalent to 6 € Li(R%),
provided that 6 has compact support (see e.g. Feichtinger and Zimmermann [3§]).



17. Rectangular 6-summability 139

Corollary 17.6 If§ € C(R?) has compact support and §(0) = 1, then the following condi-
tions are equivalent:

(i) 6 € So(RY),
(ii) 0% f — f uniformly for all f € C(T?) as n — oo,
(iii) of f(x) — f(z) for all x € T¢ and f € C(T?) as n — oo,
(iv) o’ f — f in the Ly(T%)-norm for all f € L,(T?) as n — oo,
(v) o f — f uniformly for all f € C(T?) asn — oo and n € RY,
(vi) o® f(x) — f(x) for all x € T¢ and f € C(T?) as n — oo and n € RY,
(vii) 0% f — f in the L,(T?)-norm for all f € L,(T?) as n — oo and n € RY,

In the rest of this subsection, we give some sufficient conditions for a function 6 to satisfy
0 c Li(R?), resp. 6 € Sp(RY). Several such conditions are already known. For example, if
0 € Lo(RY) and 6 > 0, then 0 € Li(RY) (see Bachman, Narici and Beckenstein [4]). As
mentioned before, § € So(R?) implies also that § € Li(R%). Recall that So(R?) contains all
Schwartz functions. If § € L;(R?) and # has compact support or if 6 € Li(R%) has compact
support and 6 € L1 (R%), then @ € Sy(R?). If § € Li(R) has compact support and 6 € Lip(«)
for some o > 1/2, then 0 e Li(R) (see Natanson and Zuk [66], p. 176]) and so 6 € So(R). If
Ov,, Bv, € Ly(RY) for some s > d or if Ou,, Ov, € Loo(RY) for some s > 3d/2, then 6§ € Sy(R?).
The weight function v, is given by v,(w) := (1 + |w|)* (w € R%, s € R).

Sufficient conditions can also be given with the help of Sobolev, fractional Sobolev and
Besov spaces. For a detailed description of these spaces, see Triebel [85], Runst and Sickel
[72], Stein [77] and Grafakos [43]. The Sobolev space WF(R?) (1 < p < oo,k € N) is
defined by

WER?) := {0 € L,(RY) : D*0 € L,(RY),|a| < k}

and endowed with the norm

16llwg = > 1D,

|| <k

where D denotes the distributional derivative.

This definition can be extended to every real s in the following way. The fractional
Sobolev space L5(R?) (1 < p < co,s € R) consists of all tempered distributions 6 for
which R

1615 = IF 1L+ P)?0)]], < oo,

where F denotes the Fourier transform. It is known that
smdy _ 1k mdy _
Lo(RY) =WJ(R?Y) if s=keN and 1<p<oo

with equivalent norms.
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In order to define the Besov spaces, take a non-negative Schwartz function 1) € S(R)
with support [1/2,2] that satisfies

[e.9]

> w(@s)=1 forall seR\{0}.

k=—o00

For z € R?, let
or(x) =92 z]) for k>1 and do(z) =1—Y  dp(2).
k=1

The Besov space B; . (R?) (0 < p,r < 00,5 € R) is the space of all tempered distributions
f for which

If1

5= (2 IF 6+ £1) < oo

k=0
The Sobolev, fractional Sobolev and Besov spaces are all quasi-Banach spaces, and if 1 <

p,r < 00, then they are Banach spaces. All these spaces contain the Schwartz functions.
The following facts are known: in the case 1 < p,r < oo one has

WM RY, B (RY) < L,(RY)  if s>0,meN,

m d s d m d .
W (RY) — B (RY) — W(RY) if m<s<m+1, (17.4)
B, (RY) < B (RY),BiE(RY) — BS (RY)  if €>0, (17.5)
BYPH(RY) = BIR(RY) < C(RY) if 1< pi < py < 0. (17.6)

For two quasi-Banach spaces X and Y, the embedding X — Y means that X C Y and
1fllv < Cll fllx-

The connection between Besov spaces and Feichtinger’s algebra is summarized in the
next theorem.

Theorem 17.7 We have
(i) If1 < p<2andf € BYF(RY, then § € L(R?) and
1911 < ClI1 parp-

(ii) If s > d, then L£(R?) — Sy(R?).

(iii) If d’ denotes the smallest even integer which is larger than d and s > d', then

B; (R — W (RY) — So(RY).
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Proof. (i) was proved in Girardi and Weis [42] and (ii) in Okoudjou [67]. The first embedding
of (iii) follows from (I7.4) and ([I7.5). If k is even, then WF(RY) — L¥(R?) (see Stein [77,
p. 160]). Then (ii) proves (iii). m

It follows from (i) and (IZ4) that 6 € W/(R?) (j > d/p,j € N) implies 0 € Li(RY). If
§ > d', then even W/ (R%) — So(R?) (see (iii)). Moreover, if s > d’ as in (iii), then

B; (RY) « B (RY) < BIF(RY) (1< p< o)

by (I75) and ([I76). Theorem 7.7 says that B (R?) C So(RY) (s > d') and if we choose

6 from the larger space Bg{f(Rd) (1 < p < 2), then @ is still integrable.
The embedding WZ(R) < So(R) follows from (iii). With the help of the usual derivative,
we give another useful sufficient condition for a function to be in Sy(R?).

Definition 17.8 A function 0 is in V{*(R) if there are numbers —00 = ag < a; < -+ < a,, <
any1 = 00, where n = n(0) depends on 6 and

0cC*R), 0eCasair), 09 eLi(R)

for alli = 0,...,n and j = 0,...,k. Here, C* denotes the set of k times continuously
differentiable functions. The norm of this space is defined by

k n
1611 == > 16901+ D 16% 7 (a; 4 0) — %D (a; — 0)],
j=0 i=1

where 0%~V (a; £ 0) denotes the right and left limits of 61,

These limits do exist and are finite because 0%) € C(a;, a;41) N Ly (R) implies
o=V (z) = o~V (a) 4 / o) (1) dt

for some a € (a;, a;11). Since §*~Y € L;(R) we establish that

lim 6%~Y(z) = lim %Y (z) = 0.
Similarly, 89) € Cy(R) for j =0,...,k — 2.
Of course, W(R) and V(R) are not identical. For § € V*(R), we have ¢’ = D6, however,
0" = D%§ only if lim, 4,400 (z) = lim, 4, 00 (z) (i=1,...,n).

Theorem 17.9 We have V2(R) < So(R).
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Proof. Integrating by parts, we have
1 - .
S,f(rw) = — / 0(t)golt — 2)e— ! dt
2 R

1 n /ai+1 5 )
= — Z H(t)e_”(t_m) e @t dt
2w — Ja,

—iwt 4 g,
= 1 [G(t)e_“(t—r)Qe ] i
2T — —iw

a;

—iwt

1 u Git1 2 2 (S
- = 0 (t)e ™" — 276 (t)e ™ (1 — ) dt.
w2 (e oty ™ (1))

Observe that the first sum is 0. In the second sum, we integrate by parts again to obtain

—iwt

1 e rm

— ¢ (t)e ™ — 270(t)e " (t — 1)

2 P [( )

L f : / o (07()e ™ — am0/ (e ™t — )
2% i=0 v %

Sgofl(z,w) =

w2

ajg

e—iwt
dt.

- 27r9(t)< — 2me " (¢ — )2 4 e_“(t_x)2>> 5
w

The first sum is equal to

n

(9’(ai +0)— 6 (a; — O))e_ﬂ(ai_m

—iwa;

1

2
1=1

e

w?

Hence
/ / |Sgo0 (2, w)| dz dw < Cil|0]]y2.
R J{|w|>1}

On the other hand,

// \Sgoﬁ(:c,w)\dxdwg(?s// /|9(t)\go(t—:c)dtdxdw§Cs||6||vlz,
R J{|w|<1} R J{|w|<1} JR

which finishes the proof of Theorem [[7.9. =
The next Corollary follows from the definition of So(R?) and from Theorem
Corollary 17.10 Ifeach §; € VA(R) (j =1,...,d), then

d
0 =[]0 € So(RY.

j=1
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It is easy to see that 6 € V2(R) C Sp(R) in all examples of Subsection [0l Moreover, in
Example (the Riesz summation), 6 € Sp(R) for all 0 < o < oo. In the next examples,
0 has d variables and § € Sy(RY).

Example 17.11 (Riesz summation) Let

_ A=) it <1 d
W”—{o it ftf,>1  (ERD

for some (d —1)/2 < a < 00,7 € N (see Figure 28]).

oSS S

SCSoUS SOUsS Sos S

SSoSSosSos s
———

Figure 28: Riesz summability function with d =2, a =1, v = 2.

Example 17.12 (Weierstrass summation) Let
0(t) =e M2 or g(t) =e B or even 6(t) = e M
for some [ € N, (t € R?) (see Figure 29).

Example 17.13 Let
O(t) = e HIED" (1 e Ny, 0 <y < o0)
(see Figure [30]).
Example 17.14 (Picard and Bessel summations) Let
0(t) = (1 +[|t)]2)~ (teR0< a<o00,1<vy<o00,ay>d)
(see Figure B1)).
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Figure 29: Weierstrass summability function 6(t) = e~ I3,

17.2 Almost everywhere convergence

In this subsection, we suppose that
0(0) =1, 0=0®- X0 8, € W(C, 6)(R), j=1...,d.
For the restricted convergence, we suppose in addition that
Z6; € W(C, 6)(R), j=1...,d.

Note that Z denotes the identity function, so Z(z) = = and (Z6;)(x) = x6;(z). Then (I7.2)
implies that
K| <Cn  (n€N).

Similarly,
Z ’;9](5)’ < nHIe]'HW(C,fl) < 00,

k=—00

from which we get immediately that
I(K%)| < Cn? (n € N).

These two inequalities were used several times in the proofs of Theorems [I4.1l and 14.7. By
Theorem [I7.2]

Kl (x)=2mn; > 0;(n;(z +2kr))  (z€T)

k=—o00
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—
<SS
TS S oSS
TS S S OSSO
T W e W
S SoSos Sos S SoOS SO SO

Figure 30: The summability function in Example withd=2,1=1,~v=2.

as in (G.19). If each 6; satisfies (I0.4)) and (I0.5) with d =1, N =0 and 0 < §; < 1, then

. C
|K3;(:v)| < W (z #0)
and o
(K72 ()] < (z #0).

0

Under these conditions, one can verify that the generalizations of the results in the restricted
sense of Section [14] hold with

max{d/(d+1),1/(B;+1)} <p < oo

(see Weisz [97), 08]). As we have seen in Section [[4] the Riesz summation in Example [0.2]
satisfies all conditions just mentioned with 8; = a A 1.

Lemma 17.15 Let 0 € W(C,01)(R), Z0 € W(C,¢1)(R) and 0 be even and twice differ-
entiable on the interval (0,c), where [—c,c| is the support of 8 (0 < ¢ < o0). Suppose
that

lim z6(z) = 0, lim ¢ eR, lim ¢ €R and lim z6'(x) = 0.

z—c—0 T—+ z—c—0 T—r00
If ¢ and (Z v 1)8" are integrable, then
¢ /
0(z)] < — 0'(2)| <= (2#0)
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Figure 31: Picard-Bessel summability function with d =2, a = 2, v = 2.

Proof. By integrating by parts, we have

5(:5) _ 2 0(t) costx dt

21 J,
1o
= — [ O'(t)sintxdt
r J,
i [0/ (t) cos tx]s + b 0" (t) costx dt
a2 0" ma? J, ’
Similarly,

~, 2 e
0)(x) = o ), t6(t) costx dt
1 ¢ ,
= ), (t0(t)) sintx dt
= Loy costalg + — /0 (t0(1))" cos t dt,

T2 T
which proves the lemma. m

Examples [[0.6HI0.9] all satisfy Lemma [I7.15] thus §; = 1. In Example [[0.9] let oy > 2.
One can easily see that the same holds for Examples [10.3HI0.5]
For the unrestricted convergence, we can allow more general conditions for #;. If each

0, satisfies (I0I) and (I0:2) or (I04) and (I0F) with d = 1, then the generalizations of
Theorems [16.3, and Corollaries [16.4], and [[6.7 hold with

max{l/(a; +1)} <p < oo
(see Weisz [95], [04]). All examples in Section [I(] satisfy these conditions.
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17.3 Hardy-Littlewood maximal functions
Let X denote either T or R. The Hardy-Littlewood maximal function is defined by
1
Mi(w)i=sp o [ If1dN @ e x),
rEB |B‘ B

where the supremum is taken over all Euclidean balls B = Bs(c, h) containing x, and f €
L,(X%) (1 < p < o00). We denote by B,(c,h) (c € R h > 0) the ball

B.(c,h) :={x € R?: ||z — ¢, < h} (1<r<).

For r = 2, we omit the index and write simply B = B;. We can also define the centered
version of the maximal function:

1
Mf(z) = sup ——— fldA r € X%,
DR B Jary P EF

Of course,~]\~4f < M f. On the other hand, if € B(y, h), then B(y,h) C B(x,2h) and so
Mf <2¢Mf. For a ball B(x,h), let 2B(x, h) := B(x,2h). We need the following covering

lemma.

Lemma 17.16 (Vitali covering lemma) Let E be a measurable subset of X% that is the
union of a finite collection of Euclidean balls {B;}. Then we can choose a disjoint subcol-
lection By, ..., B,, such that

Z|Bk| > 27 E].
k=1

Proof. Let By be a ball of the collection {B;} with maximal radius. Next choose B to
have maximal radius among the subcollection of balls disjoint from B;. We continue this
process until we can go no further. Then the balls By, ..., B,, are disjoint. Observe that
2By, contains all balls of the original collection that intersect By (kK =1,...,m). From this,
it follows that U] 2By, contains all balls from the original collection. Thus

Bl < |28 < Y1281 <20 Y 1B,
k=1 k=1 k=1

which shows the lemma. =

Theorem 17.17 The maximal operator M is of weak type (1,1), i.e.,

sup pA(Mf > p) <C|flli  (f € Li(XY)). (17.7)

p>0

Moreover, if 1 < p < oo, then

IMfll, < Collfll, (f € Lyp(X)). (17.8)
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Proof. Let E, := {Mf > p} and E C E, be a compact subset. For each x € E, there exists
a ball B, such that z € B, and

1
Bl <o [ 1l (17.9)
P JB,
Since z € B, and F is compact, we can select a finite collection of these balls covering F.
By Lemma [I7.16] we can choose a finite disjoint subcollection By, ..., B,, of this covering

with

B] <20 " [By.
k=1

Since each ball By, satisfies (I7.9]), adding these inequalities, we obtain

C
|ﬂs—/NﬂM.
P Jxd

Taking the supremum over all compact E C E,, we get (IT.7). Since M is evidently bounded
on L. (X%), we get from (I7.7) and from interpolation that (IZ.8) holds. m

Note that the inequality || f||, < || M fl, (1 < p < 00) is trivial. If we use in the definition
of the Hardy-Littlewood maximal function the r-norm and the balls B,.(c, h), then we get
an equivalent maximal function. In the special case when r = oo, we have

M. f(z) := sup — /\f|d)\ (z € X%),
x€I|[‘

where the supremum is taken over all cubes with sides parallel to the axes. Of course,
C11]\40.13 S Mf S C12]\40./F~

Let
Mo f(z) := sup |I|/|f|d)\ (x € X9

zel,r—1<|1, \/u |<r
i,j=1,...,d

for some 7 > 1, where the supremum is taken over all appropriate rectangles
I=1 x---x1y
with sides parallel to the axes. Again, it is easy to see that
CiMof < Mf < CoMgf.
From this follows
Corollary 17.18 We have
sup pA(Maf > p) < C|fll:  (f € Li(X7))

p>0

and, for 1 < p < o0,
IMafll, < Collfll,  (f € Ly(X)).
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Corollary 17.19 If f € Ly(X%) and 7 > 1, then
! [ far= flw)
cerigoo 1,7 T
T I/ 1< 7y, 5=1,....d
for a.e. x € X4,

Proof. The result is clear for continuous functions. Since the continuous functions are dense
in L;(X9), the corollary follows from the density Theorem B.2. m

Let us consider the strong maximal function

M, f(x —sup|[|/|f|d)\ (z € X%,

zel

where f € L,(X%) (1 < p < o) and the supremum is taken over all rectangles with sides
parallel to the axes.

Theorem 17.20 If f € L(log L)1 (X%) and Cy > 0, then

sup pA(z : My f(z) > p, o]l < Co) < C+ C||[f|(Qog™ [F))* 1.

p>0

Moreover, for 1 < p < oo, we have
IMofllp < Gollfll,  (f € Lp(X).
To the proof, we need the following lemma (see e.g. Weisz [94], p. 12]).

Lemma 17.21 If a sublinear operator T is bounded on L. (T) and of weak type (1,1), then
for every k=1,2,...,

T f1Qog™ [T ) e < €+ CIf1Qog® [f) I (f € Llog L)").

Proof of Theorem [I7.20lL Let us denote the one-dimensional Hardy-Littlewood maximal
function with respect to the jth coordinate by M ). By Theorem I7.17,

sup pA(z : My f(z) > p, [Jz]c < Co)

p>0
= suppAaz: MY oMPo... o MDf(z)> p, |zl < Co)
p>0
< M@ o oM¢ lewoco 1
< CH+CIMP o @D fl(log™ |MP o o MY f) 15, 0,001
< <0+ \f|(10gJr |f\)d_1 1. (0.c0) |-

The second inequality of Theorem follows similarly. m
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Note that the condition ||z||o < Cj in Theorem is important, because the measure
space in Lemma [[7.21] has finite measure. The operators Mg and M, are not bounded from
Ll (Xd) to Ll (Xd)

Similarly to Corollary [[7.19, we obtain

Corollary 17.22 If f € L(log L)*(X%), then

zeIuHo |[|/fd)\ f

eenyd

for a.e. x € X<,

17.4 Restricted convergence at Lebesgue points

Under some conditions on 6, we can characterize the set of almost everywhere convergence.
The well known theorem of Lebesgue [58] says that, for the one-dimensional Fejér means
and for all f € Ly(T),

lim o, f(z) = f(z) (17.10)

n—o0

at each Lebesgue point of f. In this subsection, we generalize this result to higher dimensions.
Here, we investigate the almost everywhere convergence for other summability functions than
in the preceding subsection. We do not suppose that 0 = 0; ® - - - ® .

First of all, we introduce the Herz spaces. We say that a function belongs to the homo-
geneous Herz space F,(R?Y) (1 < ¢ < o0) if

1flg, = Y 2907V f1p |, < oo, (17.11)
k=—00
where
Ppi={z € R": 2" 11 < |70 < 287} = Boo(0,257) \ Boo(0, 27 17) (keZ).
It is easy to see that, using other norms of R? in the definition of Py, like
Pl = {z e R": 217 < ||z||, < 2"} = B,.(0,2"m) \ B.(0,2*"'n) (k€ 7Z),

we obtain the same spaces FE,(R?) with equivalent norms for all 1 < r < co. If we modify
the definition of P[,

Pl ={r e R*: 27 < ||z, < 2F7} N T¢ (keZ),

then we get the definition of the space F,(T?). This means that for r = oo, we have to take
the sum in (I7I1]) only for £ < 0. These spaces are special cases of the Herz spaces [49] (see
also Garcia-Cuerva and Herrero [40]). It is easy to see that

Li(XY) = B/ (XY ¢ E,(XY) > By (X)) = EL.(XY)  (1<qg<q <o),



17. Rectangular 6-summability 151

where X denotes either R or T. Moreover,
Eoo(T%) <= Lo (T%). (17.12)

It is known in the one-dimensional case (see e.g. Torchinsky [84]) that if there exists an
even function 7 such that 7 is non-increasing on R, |§| <, n € Li(R), then o is of weak
type (1,1). Under similar conditions, we will generalize this result to the multi-dimensional
setting. First, we introduce an equivalent condition (see Feichtinger and Weisz [37]).

Theorem 17.23 For a measurable function f, let the non-increasing majorant be defined
by

n(z) == ||t||s-1>l|l|) . |f(t)]

for some 1 <r < co. Then f € Eo(R?) if and only if n € L;(R?) and
CMnll < I fllew < Clinlha.
Proof. If n € L;(R?), then

1 lee < lnllee = D 2%lnlplle = Z 2¥p(24 ) < Clinlly.

k=—o00 k=—o00

For the converse, denote by

ay = sup |fl and = k1, (0,24m)\B, (0,241 m)-
B (0,2km)\ By (0,2k—17) k;oo ( N\ :
Let
v(z) = sup V(t) (x € RY).
Il >l
Since f € E.(R?) implies limy_ ar = 0, we conclude that there exists an increasing

sequence (ny)rez of integers such that (an, )kez is decreasing and v can be written in the
form

V= E ank1BT(0,2"k7r)\BT-(O,2nk*17r)'

k=—00

Thus
foll <l = 3 an [ D=0 3 (2 -2,
k_zoo " B 0,27 m)\ B (0,275 1) k:z—oo .

By Abel rearrangement,

||77||1 < C Z ankil(ank71 - ank) < C||fHEoo7

k=—o00

which proves the theorem. m
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Obviously, the result holds for the space E.(T?) as well.

Theorem 17.24 If € W(C, (,)(R?) and

sup || K || g (rey < C, (17.13)
neR?
then
ol f < c( sup ||K2||EOO(Td)>MDf ae. (17.14)
neR?

for all f € Ly(T%).

Proof. By (I7.1]),
@) = g [ S =0T ] < o Z RCRUIHOED

Then

It is easy to see that if

G(u) ::AK » d|f(:£—t)|dt (uE]Ri),

=1,...

then .
d(u) < CMgf(x) (u € RY).
j=1Uj
Therefore
4 < C K’|G o2k
Al < €Y suplRIGEH, 2

k=—o00

< C Z desup|K9|MD Flz)
k=—00

= C|KY| g xayMa f(z),
which shows the theorem. =

Note that § € W(C, ¢;)(R?) implies K¢ € Ly (T?) C Eo(T?) for all n € N, because of
([I72). Corollary [7.18 implies immediately
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Theorem 17.25 If 6 € W(C, (,)(R?) and

sup [ K. ey < C
neR?

holds, then for every 1 < p < oo

ol < Co sup 1K gwccen)) 171l (F € Ly(T)

neR4

Moreover,

sup pA(oLf > p) < O sup 1Kl qon ) IF - (f € La(T).

p>0 neR?
Corollary 17.26 If € W(C,¢;)(R?Y), 6(0) = 1 and

sup [|54]| ooy < C

neR4

holds, then
lim of=f ae
n—o0,nERY

for all f € Ly(T%).

In the next theorem, we suppose a little bit more than in Theorem [I7.3 namely instead
of § € L;(R%), we suppose that 6 € E . (R?).

Theorem 17.27 If§ € W(C, (1) (RY) and 6 € E,,(R%), then
obf < ClbllpueyMaf — ae.
for all f € Ly(T?).

Proof. Since by Theorem [I7.2]

ot) dt <ﬁn]) Rdf(x — 1)8(nity, ..., ngty) dt,

we get similarly to (6.19) that

(Hm) Z ni(ty + 2517), ..., ng(ta + 2jqm)).

We will prove that 6 € E.(R?) implies

1Kl oy < Cll0ll ey for all n € RE.
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Suppose that 2571 < 7 < 2% and 217! < n; < 2! Since n € RY, we have
1
o=l « _py < n; < 1np < 25 for all j=1,...,d.
T

First, we investigate the term j = 0 from the sum:

d
H < H nj)e(nltl, NP 7ndtd)HEoo(’]1‘d)
j=1
0

_ Z 2kd<Hn> sup 0(naty, ... nata)|

oo 2k—1 <[t oo <287

< C Z 2(k+l)d sup |é\(t1a s 7td)|

b — oo 2k72+l757r§”t”00<2k+l+sﬂ-

l+s

< C Z 2d sup 0(t1, ..., ta)]

e 27 lnS|t]|ee<2in

< Ol pue (17.15)

Moreover,

H(Hn» Z ‘9 n1 t1+2j17'(') d(td‘i_zjdw))H
JGZd,J?ﬁO
0

= Z 2kd<Hnj) sup Z \g(nl(tl+2j17r),...,nd(td+2jd7r))|

k—1 k
2 Tt <2 WjGZd,jyéO

Eoo (T4)

k=—00

d
< C( H nj) sup Z 0(n1(t1 + 2517m), . .., ng(ta + 2jam))|
; ||t||oo<7rjEZd,j;£0
d
S C(H?’L]) Z sup |9(n1(t1—|—2j17r),...,nd(td—|—2jd7r))|.
j=

JEZ4, j#0 [t]] oo <m

Since ]
Iy (t5 + 255m)| = —mam > 277 (j=1,...,d),

we conclude

H(Hm) Z 9 (ny(ty + 2j17), . .., ng(tq —|—2jd7r))H

JEZd,J#O

(Hm> > >

i=(l=5)V0 jF€Z2, j£0,n1(T4+2j17) X Xng(T+2j4m)N{tERL:2ir <||t]| oo <217} £0

Eco (T?)
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sup — [6(t)]
2 <|[t]|oo <2017

[e.9]

<o Y 2 s )

i=(—sjvo  2TEltleo <2 1w

< OO g (ray,

which yields indeed that | K| z__ ey < C ||§ | oo (rey for all n € RY. The theorem follows from
Theorem n

Theorem 17.28 If§ € W(C, ,)(R?) and 6 € E(R%), then for every 1 < p < oo

158 Flp < Collbll ey | fllp (F € Ly(T).

Moreover, N
sup pA(08f > p) < Ollfll g IFln - (f € Li(T)).

p>0

Corollary 17.29 If6 € W(C, (1)(R%), §(0) = 1 and 6 € Ex(R?), then

lim off=f ae
n—oo,nER?

for all f € Ly(T?).

If f € Li(T?) implies the almost everywhere convergence of Corollary [7.26 then o is
bounded from L;(T¢) to L; «(T%), as in Theorem [7.25] (see Stein [76]). The partial converse
of Theorem [[7.24lis given in the next result. More exactly, if o f can be estimated pointwise

by Mgn f, then (I7.13) holds.
Theorem 17.30 If 0 € W(C, (,)(R?) and

ol f(x) < CMupf(z) (17.16)
for all f € L(T?) and x € T¢, then

sup || K7 || g.ocray < C.

neR4

Proof. We define the space D,(T¢) (1 < p < co) by the norm

Floyen = s (= [ 1ran)”. a7.17)
0< T [ ]d

<7

One can show that the norm

1£]l = sup 277|| f1p,||, (17.18)
k<0
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is an equivalent norm on D,(T?). Indeed, choosing r = 2*r (k < 0), we conclude ||f]. <
C|lfllp,- On the other hand, for n <0

ot [ a2 > [ ravsr Y e < i
[-2"m,2" 7 k=—o00 k=—o00
or, in other words || f| p,(ray < C|/f|ls. Choosing n = 0, we can see that D,(T%) C L,(T¢)
and | f|l, < C/fllp,re). Taking the suprema in (I717) and (IZI8) for all 0 < r < co and
k € 7, we obtain the space D,(R?).

It is easy to see by (I7.18) that

swp | [ FORM dt) = 1K ko, (17.19)

”f”Dl(’]l‘d)Sl Td

There exists a function f € D;(T?) with ||f||p, < 1 such that

18l ey _

=0 < ‘ 3 F-)K(1) dt‘.

Since f € Ly(RY), by (I716),
) =| [ 0K d] < OMap©) (e,

which implies

1l o0y < CMaf(0) < CMf(0) < CIfllp, < C-

This proves the result. m

Note that the norm of D,(T¢) in (I7I7) is equivalent to

IfII = sup

€[o, 7r]d T 1<7“i/r'j§-r

Td 1/p
£17d)

Hj:l riJ—r

Now, we introduce the concept of Lebesgue points in higher dimensions. Corollary [17.19
says that

lim / f r+u)du= f(x) (17.20)
h—0, T*1<h /h <r Qh

for a.e. x € T?, where f € Ll(']l‘d). A point z € T? is called a Lebesgue point of f € L;(T¢)

if .
1 1
li + du = 0.
h—0, Ti%g /hi<T ;?:1(2}%) /—h / ZL’ u (1')| u

One can see that this definition is equivalent to

flz+u)— f(x)|du=0.

h—>0
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Theorem 17.31 Almost every point is a Lebesgue point of f € Li(T?).

Proof. Since f is integrable, we may suppose that f(x) is finite. Let ¢ be a rational number
for which |f(x) — ¢| < e. Then

@/_Z---/_};M(xjtu)—f(xﬂdu < ﬁ/_ﬁ---/_ﬁlﬂuu)—qldu
+(22)d/_:~/_2\q—f(x)ldw

The second integral is equal to |¢ — f(z)| < e. Applying (IZ.20) to the function |f(-) — q|,
we can see that for a.e. z, the first integral is less than e if h is small enough. =

The next theorem generalizes Lebesgue’s theorem (I7.I0) (see Feichtinger and Weisz
137]).

Theorem 17.32 Suppose that § € W(C,{1)(R%), §(0) = 1 and

sup || K7 || g.orey < C.

neR4

If there exists 1 < r < oo such that for all § > 0

lim sup |K?| =0, (17.21)

n—oo,n€RY T4\ B,(0,5)
then
lim oy, f(z) = f(2)
n—o0, n€RY

for all Lebesgue points of f € Ly(T?).

Proof. Now, set

.....

<e if 0<wu; <27 j=1,...,ducR% (17.22)

Note that
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Thus
o0 f(z) — f(z)] < C Td|f(x_t>_f($)||KfL(t)\dt
= C xTr — — T K6 d
/mmm,r)d'f( £) = f(@) || (0)] dt

+C [f(z = 1) = f(2) || (t)] dt

Td\(—2—mq,2-™mq)d

= Ao(l’) + Al(l’)

We estimate Ag(z) by

Ag(z) = C Z \fx—t F@)IKn(t)] dt

k=—o00

<oy sup 1] [ 17 =0) = s at

k=—o00

< C K% G2 2k,
< k_zoosgp\ Y G(2F )

Then, by (I7.22),

Aglz) < Ce Y 2kdsgp\Kz| < Cell Ky g ry-
k

k=—00

Let B,.(0,0) be the largest ball for which B,(0,6) C (—2~™x,2"™7)% Then

Ai(z) < C |f(z—t) — f(2)|| K (t)] dt
T4\ B,(0,)
< C sup |K|(Iflh+ |f (=),
T4\ B, (0,5)

which tends to 0 as n — co,n € R, m
Observe that (IZ12) and B,(0,d") C (—2*r, 2k7)¢ C B,(0,d) imply
1K) oo rvB,0.6)) < KON 1o (rar (<20 206my2) < Csl| K| e (B, (0,67 - (17.23)
In other words, condition (I7.21)) is equivalent to

lim ||K2HEOO(W\BT(0,6)) = 0.

n—oo0,n€RY

In the case 8 € Eo(RY), we can formulate a somewhat simpler version of the preceding

theorem.
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Theorem 17.33 Suppose that § € W (C, ¢,)(R%), 6(0) = 1 and 6 € Ex(R?). Then

lim oy f(z) = f()

n—o0, n€RY

for all Lebesgue points of f € Ly(T?).
Proof. We have seen in Theorem that 6 € E(RY) implies
| ey < Clll ey forall n €RY,

so the first condition of Theorem is satisfied. On the other hand, let By (0,2*) be the
largest ball for which By, (0,2%) C B,(0,4), let 2°7! < 7 < 2° and 2'~! < n; < 2!, Obviously,
if n — oo, n € RY, then | — co. We get similarly to (I7.15) that

~

1K | g rans, 00y <C Y 2 sup 0(t1, .., ta)l,

i=ko+l—s—1 201 <||t]| oo <2%m

which tends to 0 as n — oo, n € R since § € Ey(R?). Then ([7.21) follows by ([7.23).
n

Since each point of continuity is a Lebesgue point, we have

Corollary 17.34 If the conditions of Theorem or Theorem [I7.33 are satisfied and if
f € Li(T?) is continuous at a point z, then

lim oy f(z) = f(a).

n—o00, n€RZ

The converse of Theorem holds also.
Theorem 17.35 Suppose that § € W (C, (,)(R?), §(0) = 1 and (IZ.21) holds. If

lim oy f(z) = f(2)

n—oo, n€RY

for all Lebesgue points of f € Li(T?), then

sup || K|l goqray < C.

neR?

Proof. The space D?(T?) consists of all functions f € D;(T?) for which f(0) = 0 and 0 is
a Lebesgue point of f, in other words

‘ 1 h h
i [, [ Vo=
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We will show that D?(T?) is a Banach space. Let (f,) be a Cauchy sequence in D?(T?), i.e.,
| f = finllpocray — 0 as n,m — oo. Then there exists a subsequence (f,,) such that

||an+1 - anHD(l)(’]Td) S 27",

Then (f,,) is a.e. convergent, let f = lim, . f,, and f(0) = 0. For all € > 0, there exists
N such that

1f = Fo sy < D M fomer = Fnllpyray < D 27" < e
n=N n=N
If h > 0 is small enough, then
1 h h
Hence

1 h h 1 h h
W/_h~-~/_h|f(u)\du§ ||f_fuNHD?(Td)+W/_h"'/_h|f,w(u)|du<26,

whenever h is small enough. From this it follows that f € DY(T¢) and 0 is a Lebesgue point
of f. Thus DY(T%) is a Banach space.
We get from the conditions of the theorem that
lim  o?f(0)=0 forall  fec DY(TY).

n—oo, n€RY

Thus the operators
U, : DY(T9) — R, Uf =0’ f(0)  (ne€RY

are uniformly bounded by the Banach-Steinhaus theorem. Observe that in (I7.19), we may
suppose that f is 0 in a neighborhood of 0. Then

¢ = Ul

= sup (—)KP(1) dt‘

<1 d

”f”D(l)(Td)f T

= sup
”f”Dl(Td)Sl

(~t)KA(t) dt|

Td
= Kl pare)
foralln e R, m

Corollary 17.36 Suppose that € W(C, (1)(R?), 6(0) = 1 and (IZ.21)) holds. Then

lim oy f(z) = f(2)

n—»oo, n€RY
for all Lebesgue points of f € Li(T%) if and only if

sup || Ky |l .o rey < C-
neR?
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A one-dimensional version of this theorem can be found in the book of Alexits [I]. Now,

we present some sufficient condition on @ such that 6 € E.(RY). The next theorem was
proved in Herz [49], Peetre [69] and Girardi and Weis [42].

Lemma 17.37 If f € B{,(R?), then f € Ex(RY) and

1|5 < Collfllg,-

A function f belongs to the weighted Wiener amalgam space W (L., £}*)(R?) if

Wy = D sup |f(x + k)[os(k) < oo,

kezd z€[0,1)¢
where vs(z) = (1 + ||z]|)* (z € R?).
Lemma 17.38 If f € W (L, (;4)(R?), then f € E,(R%) and

[z < CUFllw L iy

Proof. The inequalities

[airce

> 2¥sup|f]
Py

k=—o00

< oy sup |l
k=0 J:[—m, w4425 TN P D [=mmld+24m
< O (+llile)?*  sup IS

ez [—m,m)d425m

= C||f||W(Loo,é”{d)

prove the result. m

Note that if § € W(C,¢,)(R?) and 0 has compact support, then all the results above
hold. Actually, § € So(R?) in this case (see e.g. Feichtinger and Zimmerman [38]). We can
generalize these results if € is in a suitable modulation space. We define the weighted Fe-

ichtinger’s algebra or modulation space M;* (R?) (see e.g. Feichtinger [35] and Grochenig
[44]) by

MR = {F € LR : [ llage 1= 1SS - vll ey < o0} (52 0),
where v,(7,w) 1= v,(w) = (1 + ||w]|e)® (z,w € RY).
Lemma 17.39 If f € MY (RY), then f € Eo(R%) and

171l < Cllfllyga-
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Proof. By Lemma [I7.38]
1115w < ClFlwz,erny < ClLFllagen,
where the second inequality can be found in Grochenig [44, p. 249]. =
Corollary 17.40 Suppose that § € W(C, (1)(R?) and 6(0) = 1. If § € M{*(R?), then

lim _ off(z) = f(x)

n—o0, n€RY

for all Lebesgue points of f € L;(R?). Moreover,

supp (o5 > p) < Cllolpallfll (f € Li(RY)

p>0

and, for every 1 < p < oo,

ot fllp < CollOllapall fllp (f € Ly(RY).
Theorem 17.41 If § € VF(R) for some k > 2, then § € M*(R) for all 0 < s < k — 1 and
101l azps < CslO]]ve-

This theorem can be proved as was Theorem [7.9. Note that V}(R?) was defined in
Definition I7.8

Corollary 17.42 If each 0; € VF(R) (j =1,...,d), then
d
0:=]]0,€ M*RY) (0<s<k-1).
j=1

The space VZ(R) is not contained in M{*(R). However, the same results hold as in
Corollary [I[7.40

Corollary 17.43 If6 € V2(R), then 6 € Eo(R).

Proof. The inequality R
0(x)| < C/a® (v #0)

can be shown similarly to Theorem [7.3. 6 € E(R) follows from Theorem I7.23 =

All examples of Subsection 0.1l respectively Subsection I7.1} satisfy the condition 0 €
Eo(R), respectively 0 € E,(R%).
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17.5 Unrestricted convergence at Lebesgue points

To formulate the unrestricted version of the preceding theorems, we have to modify slightly
the definition of the space E (R?). The homogeneous Herz space E/(R?) contains all
functions f for which

d

Il =3 - 30 (TI29 ) Is1m e

k1=—00 kg=—oc0 j=1

where
Pl={reR": 25 <yl <2M j=1,....d} (keZ?.

The spaces E/(T%) can be defined analogously. Again,
Li(X?) = E{(X%) = E|(X%) « E,(X?) <= EL(X?), 1<g<q <o,

where X = R or T and
E (T%) <= Loo(T%).

It is easy to see that E/(X?) D E,(X?) and
Il < Cliflle, (1<g<o00).

Except for converse type results, all theorems of the preceding subsection can also be
proved for the unrestricted convergence (see Feichtinger and Weisz [37]). We point out some
of these theorems.

Theorem 17.44 If € W(C, (,)(R?) and

sup || K7 gy ey < C,
neNd

then
olf < C’( sup HKfLHEéO(Td))MSf a.e.

neNd
for all f € Ly(T%).
Theorem 17.45 If§ € W(C,,)(R?) and 8 € E/_(R?), then
olf < Cbllpy @oM.f  ae.
for all f € Ly(T%).
Theorem 17.46 If§ € W(C, (1)(R%) and 6 € E'_(R?), then for every 1 < p < oo,
027l < Collfllpe ol fly (€ Ly(T)).

Moreover,

sup P)\(Uff > p) < CH/H\HE[X,(Rd)(l + ||fHL(logL)d*1) (f € L(log L)d_l(Td))-

p>0
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Corollary 17.47 If6 € W(C,¢1)(R%), §(0) = 1 and 6 € E'_(R?), then
lim o?f = f ae
n—00
for all f € L(log L)4~1(T?).
Now, we also modify the definition of Lebesgue points. By Corollary [[7.22]

1 2h/ Sty du = 1(2)

for a.e. z € T, where f € L(log L)?¥*(T%). A point € T? is called a strong Lebesgue
point of f if M,f(x) is finite and

1 i
hmi/ / f(x 4 u) x)|du = 0.
n=0 T (20y) - e

Similarly to Theorem [[7.31] one can show that almost every point € T¢ is a strong Lebesgue
point of f € L(log L)4=1(T9).

Theorem 17.48 Suppose that 0 € W (C, (1)(R?), §(0) = 1 and

neNd
If for all 6 > 0
Tim || K3 r v\ e 0.) = 0
then
lim oy, () = f(x)

n—o0

for all strong Lebesgue points of f € L(log L)4~1(T9).
Theorem 17.49 Suppose that § € W(C,{1)(R%), §(0) = 1 and g c E' (RY). Then
lim o, f(z) = f(x)

n—oo
for all Lebesgue points of f € L(log L)41(T4).
Corollary 17.50 If the conditions of Theorem or Theorem [I7.49 are satisfied and if
f € L(log L)*~Y(T?) is continuous at a point x, then

lim o, f(2) = f(x).

n—o0
If 0, € M*(R) for each j = 1,...,d (for example 0; € V*(R) (k > 2)) and 6 = HJ 105,
then 5] € E/_(R) and so 6 c E! (R%). Corollary [7.43 shows that also §; € V*(R) implies
6; € B/ (R). This verifies the next corollary.

Corollary 17.51 If0 = H;.lzl 6; and each 0; € VZ(R) or §; € M{"(R) (j =1,...,d), then
the theorems of this subsection hold.

The converse to Theorems [I7.44] and [I7.48 do not hold in this case. However, converse
type results can be found in Feichtinger and Weisz [37].
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17.6 Cesaro summability

We define the rectangular Cesaro (or (C,«a))-means of a function f € L;(T?) by

Ugc’a)f(x) = H B Z Z HAm—l |k\f el

nL_l |k1\<n1 \kd\<nd =1

- 2W/f )(u) du,

where
1 d
(c,a) - - E . E H a ik-x
Kn (u) T Hd o Anz‘—l—‘kﬂe
1=1 77/2‘—1 \k1|<n1 \kd|<nd i=1
ni—1 ng—1 d
— a—1
= > IAanhep
Hz 1 TLz—l j1=0 ja=0 i=1
Thus

ni—1 ng—1 d

ol f(z) = 0 ! S D TTA sef (@),
=1

nz_l kl 0 deO =1

The results of Subsection [7.2] for Cesdaro summation can be found in Weisz [91], 92, [94].

18 f-summability of Fourier transforms

Analogously to Sections [[1] and [I7, we introduce now the Dirichlet integral by

sof (x / /f e dv (= (t1,...,ts) €RL).

For T' > 0, the rectangular f-means of a function f € L,(R?) (1 < p < 2) are defined

by
[} L —U —Ua\ 7 izv
opf(x) = /Rd9<—Tl T )f(v)e dv.

1) = g [ Flo = 0K du

It is easy to see that

where

Kl (u) = /Rde(%’ ce _Tz;d)ei“'” dv = (27r)d<HT>§(T1u1, o Taug).
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Note that for the Fejér means (i.e., if each 6;(t) = max((1 — [¢]),0)), we obtain

T 1T/Tl /Tdstf

We extend the definition of the f-means to tempered distributions by

UTf

olf:=fxK.  (T>0).

Again, o%.f is well defined for all tempered distributions f € H,(R?) (0 < p < o0), for all
functions f € L,(RY) (1 < p < o00) and for all f € B, where B is a homogeneous Banach
space on R¢.

Now, the product Hardy space H,(R?) is defined with the help of the one-dimensional
non-periodic Poisson kernel

ct

The Hardy space H,(R?) satisfies the same properties as the periodic space H,(T¢), except
(I5.2)) (see Weisz [94]). The conjugate distributions are defined by

d

(fUrda)A(t) = (H(—i sign m”)f(t) (ji =0,1,t € RY).

i=1
If f is integrable, then
J J
flr-id(z) = pu. / /fasl—tl.. Ta — ') i gy
2 1 ﬂ-ti)ji
[ f Mmoo
e—0 a<|ti|<m eq<|tq|<m H?Zl(ﬂti>ji

deit .. dile a.e.

The same results are true for the maximal operators

oof = suwp lopfl,  oyf = sup |opf],  olf == sup |o7f]
TeRY TeRe TeR4

as in Sections [[3HI7. We point out some of them.
Theorem 18.1 If § € Li(R?) and 6 € E.(R%), then
obf < Cllflp.Maf  ae.

for all f € L(RY).
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Theorem 18.2 If § € Ly(R%), § € Ly(R%) and
ot f(z) < CMaf(x)
for all f € Li(R?) and z € R?, then € Eo(RY).
Theorem 18.3 Suppose that 6§ € Li(R%), 6(0) = 1 and § € E..(R?). Then

lim  obf(z) = ()

T—o0, TERE

for all Lebesgue points of f € L;(R?).
Theorem 18.4 Suppose that 6 € Li(R?), (0) = 1 and 8 € L,(R%). If

lim  o7f(z) = f(2)

T—o0, TERZ
for all Lebesgue points of f € Li(RY), then 6 € E(R%).
Corollary 18.5 Suppose that 6 € Ly (R?), 6(0) = 1 and 6 € L(R?). Then

lim o7 f(z) = f(x)

T—o00,TERY

for all Lebesgue points of f € L1(R%) if and only if § € E.(R%).

167

With the help of (I7.15), these results can be proved as were the corresponding results

in Subsection [I7.41
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