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Extended abstract

The relationship between the Schur function s)(z) and the projective Schur function Qq(x)
(the same Schur’s @-functions) is well known in the case where the partitions A and « are
related as follows: the partition A has a special type, namely, it is the double D(«) of the strict
partition «, and at the same time the argument z of the Schur function is also special: it can
be written as a supersymmetric Newton sum D(x) = x/—x (one could say that the argument
of the Schur function must be the “double” of the argument of the projective Schur function).
This relationship looks like this: sp()(D(x)) = (Qa(x))?, see [17]. In [7], we obtained a more
general bilinear relationship between s, and Q. by removing the mentioned restriction on the
partition of A. In a similar way, bilinear relations were obtained between the determinant and
Pfaffian tau functions (namely, between the tau functions of the KP and BKP hierarchies). In
this paper, we remove restrictions from the argument of the Schur function, which no longer
has to be the “double” of the argument of the projective Schur function, and obtain the most
general connection between sy and (), as well as between the determinant and Pfaffian tau
functions and correlators. We use Japanese fermionic technique. This work is a continuation of
joint works with John Harnad [7, 8, 9.

1 Introduction

This work is a continuation of [7, 8, 9, 29] which concerned bilinear expansions of Schur lattices
{mA(g)(t)} of KP 7-functions, labeled by partitions A and GL(oc0) group elements § expressible
as sums of products of corresponding lattices {r,(h)(tp)} of BKP 7 functions, labeled by strict
partitions a and SO(co) group elements h.

The approach was based on the notion of tau function, as introduced by Sato [30] expressed
as vacuum state expectation values (VEV’s) of products free fermionic operators, and their
exponentials, as developed in the works of Kyoto school [2, 3, 12].
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1.1 Few words about the problem

Definitions will be given later below in Section 2.

(a) Schur functions and the projective Schur functions. Let a = (aq,...,q,) is a strict
partition and D(«) := (a1,...,ap|a1 = 1,...,ap, — 1) and # = r if r iseven and # = r+ 1 if r is
odd. The following relation is known (see, for instance, [17]):

_F 2
2 T(Qa (pB)) = SD(a) (p)v (11)
where (), is the projective Schur function written as the function of power sum variables

pB: (pll?)ap§7p?7"') (12)

and where sy is the Schur function written as function of power sum variables

P = (p17p2)p37p47p57 ce. )7

and in formula (1.1) these two sets of variables are related as follows:

p=p = (p1,0,p3,0,p5,0,...), (1.3)
where
_9,B ;
pi=2F,  iodd, (1.4)
where pg and p, are commonly related to the two different sets of the variables, say z1,...,zn
and z1,...,x)s, respectively, as Newton sums
N
B —
Pomo1 =Pam1(z1,22,...) =Y 2" m=1,23,..., (1.5)
i=1
M
pm:pm(ﬁla-waxM):szm’ m:17273)"')
i=1

and therefore are called power sum variables.

The projective Schur function is a polynomial quasihomogeneous function in the power sum
variables and symmetric homogeneous polynomial in the variables z = (z1,...,2n(z)), related
to the power sums by (1.5). It is labeled by a strict partition (multiindex) o = (a1, ..., ax)
(where a; > ag > -+ > ap > 0 is the set of integers). We will recall the definition later in
the text. We will write the projective Schur function either as symmetric function Q. (z) or as
polynomial @, (pB) and we hope it does not produce a misunderstanding.

The function sp(q)(p) in the right-hand side is the Schur function labeled by a special par-
tition (the multiindex) denoted by D(«) which is called the double of the strict partition «. In
general, the Schur function s)(p) is defined for any partition A and is a quasihomogeneous poly-
nomial in the variables (p1, p2, ps3,...) =: p, where in contrast to (1.3) the variables indexed with
even numbers are also in presence. However the Schur function in the right-hand side of (1.1) is
evaluated for the restricted set of variables denoted by p’ which is (p1,0,p3,0,ps5,0,...) and X is
chosen to be the double of «. In what follows, we also use the so-called Frobenius coordinated
of A, A = («a|fB), where a = (a,...,a,) and = (b1, ..., [,) is the pair of strict partitions. The
function sy is a symmetric homogeneous polynomial in the variables x and commonly is written
as s)(x) which is s)(p(x)) (we hope it will not produce the incomprehension).

Equality (1.1) is the fundamental equality which relates Schur functions and projective Schur
functions, to our knowledge at first it was found in [34].
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Consider two independent sets of variables a = (aq,...,an) and b = (b1, ...,bn). (Sometimes
we will use the notation N(a) for the number of the variables in the set a.)
Let us choose

N

Pn=pn(a/=b):=> (af = (=b)"), n=12,3,.... (1.6)
=1

Such p(a/—b) we will call supersymmetric Newton sums of the variables a, b. Below, we use
the notation p(a/—b) = (pi(a/—b),ps(a/—b), pa(a/~b),...) and s\(a/~b) = sx(p(a/—b))
(the similar notation is used in [17, Chapter I, Section 3, Example 23]).

Notice that sy(a/—a) can be written as sy(p’), where ph, | = 23N aZ"!. We will see
that the “sypersymmetric Newton sums” are quite natural for our problems and we shall use it
throughout the paper.

Remark 1.1. One can easily conjecture that for any set p = (p1,p2,...) there exits such
a number N (perhaps, infinite) and two sets a = (ai1,...,an) and b = (by,...,by) that (1.6)
is true.

In the present work, we find the generalization of (1.1) which symbolically may be written as

samie/-b) =2 Y [T an e (), (L7)

« a.b
(Ct.¢T)EP(a,B) X ’
(zt,27)eP(a,b)

where the partition A = («|8) and the sets of complex numbers a, b are free. The sum in
the right-hand side is taken over splittings of the set of the Frobenius coordinated oo U (5 + 1)
into ordered subsets (~ and (T, and over splittings of the set of the coordinates a, b into
ordered subsets z~ and zT, The weights denoted by square brackets will be written down
in (2.4) and (2.12), see Section 2.1. The projective Schur functions in the right-hand side

are written as symmetric functions in the variables z*t = (zli, .. .,zﬁ(zi)) selected from the

set ai,...,an,bi,...,by. The parts of the partitions (* = (Cli, .. .,Ci(ci)) are selected from

the set aq,...,qp, 81 +1,...,8, + 1.1

Actually, the case a = b was already studied in our previous work [7]. Let us note that under
the pair of restrictions: @ = f+1 and a = b we get formula (1.1) as the particular case of (1.7).

(b) KP and BKP lattice tau functions. Apart of the relation (1.7) we get much more general
relation, that is a relation between KP and BKP tau functions. Let us remind that the Schur
function is the simplest nontrivial example of the KP tau function [30] while the projective Schur
function is the simplest nontrivial example of the BKP tau function [23, 34].2

The lattice KP tau function can be written as a sum over partitions as follows:

Sa(Pl9) = $u(P)dux (1.8)
nepP

and depends on p = (p1,p2,...) and also on a partition (a multiindex) A € P, where P is the
set of all partitions.
Below we imply that p = p(a/—b). The lattice BKP tau function can be written as

K,u(zm) = Z Qu(z)ilu,u- (1.9)

veDP

Tt would be symmetric for semiinteger partitions where a; — o + %, Bi — Bi— % and the labels of the Fourier
modes 1); — 1/Ji+%, as it was done in Kac’s papers, but we avoid semiintegers.

?Let us note that by BKP tau function we mean the tau function introduced by Kyoto school in [2]. Another
tau function also called the BKP one was introduced in [13]. Both tau functions have a lot of applications in
various problems of mathematical physics, for instance, in random matrix theory.
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In these formulas, g, » and ﬁy,u are certain coefficients given by the choice of KP and BKP tau
functions, see Section 2.6 below. This choice may be treated as a choice of a certain element of
the Clifford group ¢ in the KP case which is defined by a choice of § € (/}T_Joo in the KP case
(see (2.58) below) and by h € By in the BKP case (formula (2.61) below) (therefore, we label
the left-hand sides of (1.8) and (1.9) with these symbols).

Remark 1.2.
o If g =1, then S\(p|g = 1) = sx(p).
o If h =1, then K, (z|h = 1) = Q,(2).
Remark 1.3.

o If A =0, then Sy—o(p|g§) is usual (“one-side”) KP tau function.
o If 4 =0, then K,— (pB\ﬁ) is usual (“one-side”) BKP tau function.

In the present work, it is supposed that g, h* € By and g= h=ht.

Under parametrization (1.6) and the mentioned condition § = h~hT € By explained in Sec-
tion 2.6, the relation between (1.8) and (1.9) is identical to the relation (1.7), where sy(a/—b)
is replaced by Sy(p(a/—b)|g) of (1.8) and where Q.= (z¥) are replaces by K, (z|lALi) of (1.9):

Py T (] [z7,2™ S N
St o/ by = 3 [ K ) R ) (a0

«
(¢t,¢c7)EP(a,B) %
(zF,2=)eP(ab)

where the summation range and the weights denoted by square brackets are the same as in (1.7).
This is a subject of Theorem 4.3.

Remark 1.4. In the spirit of the terminology common in soliton theory, one may say that
relation (1.10) is the dressed by element ¢ version of (1.7).

Remark 1.5. In our previous work [8], we use different notations

Talp)(@)(P) = Saipy(Pl3),  Ka(R)(2P") = Ko (2P"|1)
see Remarks 2.29 and 2.33.

Remark 1.6. We call a KP lattice tau function polynomial in case for any A, in (1.8), there
is only a finite number of terms in the right-hand side. Examples of the polynomial KP tau
functions were presented in [6, 9]. Similarly, we call a BKP lattice tau function polynomial if
there is a finite number of terms in the right-hand side of (1.9) for any u. Polynomial BKP tau
functions were studied in [14, 15].

As we mentioned (see Remark 1.2), the simplest example of the KP polynomial tau function
is the Schur function s)(p). Other examples, like characters of linear groups or Laguerre poly-
nomials can be found in [6, 9], respectively. The simplest example of the BKP polynomial tau
function is the projective @Q,-function. Other examples may be found in [9] and in the references
therein.

(¢) The relation between KP and BKP two-sided tau functions. A two-sided KP tau function
can be written as a double sum over partitions

7(P,Pl9) = Y 5u(P)Gpursr (D). (1.11)

At
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Each two-sided KP tau function depends on two sets of higher times p = (p1,p2,...) and
p = (p1,p2,...). In the present paper we consider only the case p = p(a/—b) according
o (1.6). Similarly, we choose p to be

B = Pn(a/=b) = > _(a}' = (=b;)"): (1.12)

We will write two-sided KP tau function as 7(a/—b,a/—b|g) for the choice (1.6) and (1.12).

The solution of these equations is defined by the choice of § which gives rise to the coef-
ficients g, x, in a way described in [32]. The alternative description uses the notation of Sato
Grassmannian and to speak about a point of the Grassmannian instead of §. We will try to avoid
this notion in order not to convert a given clear problem of writing down an explicit equality to
a part of geometry.?

The two-sided BKP tau function can be written as a double sum over strict partitions (defi-
nitions see below):

_B|3 1)1 - .
2 (pP, pPIh) =) 272N Q, (pP) i a Qi (BP). (1.13)
It depends on two sets of higher times labeled with odd numbers: p® = (p]f,pg’, . ) and
pB = (p1 ,p3 yen s ) In the case, for sets z = (21, ... ,zN(z)) and z = (21, .. .,zN(i)), we have
N(z) N(z)
= p2(z Z 2z, e =pE(z Z Z. (1.14)
We will write 75 (p®(z ) 78 (z, Z|fz)
If we compare (1 .8) w1th ( 11) (also (1.9) with (1.13)), we see that it is a sort of Fourier
transform.

The relation between two-sided KP and two-sided BKP tau functions is as follows:
7(a/—b,a/~b|h"h")
= ) zhe ] [a e *TB(Z+ z5 )P (27,27 (h7) (1.15)
a,b b ’ ’ ' '

(z,27)eP(a,b)

(zt,27)eP(a,b)

The sum in the right-hand side is taken over the natural numbers N(z~), N(z~) and over the sets
of (complex) numbers z* = (zf[, .. ,zﬁ(zi)), zt = (2%, .. .,zﬁ(ii)), where N(z) + N~(z_) =
2N, N(z") + N(z7) = 2N, and implies that z* Uz~ = aUb and z" Uz~ = aUb. The
coefficients denoted by square brackets will be written down in (2.12) and in (2.1).

The simplest and trivial example of relation (1.15) is the case where g, » = d,. (the case

g=1)anda=Db,a= b. In the power sum variables, it is written as

D~ sa(P)sa(B) = oFnsoot nP P = (Xnz0 LR

(Zﬂ Qu(P®)Qu(P ))27 (1.16)

3The geometrical approach of the related topics can be found in [1].
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where the sets p’ and pP are the same as in (1.2), (1.3) and (1.4). In the variables a, &, both
sides of (1.16) are equal to

B - 2
(e I 5er)

N>i>j Y K

(d) Bi-lattice KP and bi-lattice BKP tau functions. In view of the notion of the lattice tau
functions (1.8) and (1.9), it is natural to call g, 5 bi-lattice KP tau function and to call h,
bi-lattice BKP tau function. Then we get

A C+7 g_ 5+7 5_ + _

9(alB),(a15) = Z I: 53 h§+ §+h<7 i
(€+5C~7)€'P(a,@) Oé, /8 O[, /8
((t+.i7)era,B)

where (tU¢™ = aU(B+1) and (T U = au(
Oé—(Oél,..., T),,@—(ﬁl,...,ﬂr), —(051,..., )
square brackets will be written below, see (2.4).

The simple nontrivial example of the bi-lattice KP tau function g 9y 5 is the product s L(A)dim A,
where s7,(A) is the so-called shifted Schur function introduced by Okounkov in [4] and dim A is
the number of standard tableaux of the shape A, see [17]. The shifted Schur functions were used
in an approach to the representation theory developed by G. Olshanski and A. Okounkov in [26].

The simple nontrivial example of the bi-lattice BKP tau function A, , is the following product
Q) dim® 1, where @7, (v) is the shifted projective Schur function introduced by Ivanov in [11]

) and where A = (a|8), A = (d|B),

B+
B =(B1,...,5). The weights denoted by

and dim® 4 is the number of the shifted standard tableaux of the shape p. Functions Q(v) are
of use in the study of spin Hurwitz numbers [18].

The relation between shifted Schur functions and the shifted projective Schur functions was
written done in [29].

2 Preliminaries

Here we review known basic facts and certain previous results and introduce notations.

2.1 Some notations we use (partitions and ordered sets)

Partitions. We recall that a nonincreasing set of nonnegative integers Ay > --- > Ax > 0, we call
partition A = (A1,..., ), and A; are called parts of A. The sum of parts is called the weight ||
of A. The number of nonzero parts of A is called the length of A, it will be denoted by ¢()),
see [17] for details. Partitions will be denoted by Greek letters: A, p, . ... The set of all partitions
is denoted by P. The set of all partitions with odd parts is denoted by OP. Partitions with
distinct parts are called strict partitions, we prefer letters «, 3, ¢ (also ¢ j[) to denote them. The
set of all strict partitions will be denoted by DP. The Frobenius coordinated «, 8 for partitions
(a|8) = A € P are of usernames. Let me recall that the coordinates o = (a,..., ) € DP
consists of the lengths of arms counted from the main diagonal (the diagonal nodes are not
included) of the Young diagram of A while 5 = (531,...,3,) € DP consists of the lengths of legs
counted from the main diagonal (again without the nodes on the main diagonal) of the Young
diagram of A, r is the length of the main diagonal of A, we call it Frobenius rank.

For example, the partition (1) in Frobenius coordinate is written as (0|0) and its Frobenius
rank is 1. Other examples: the partitions (1,1,1), (n) and (n,m), m > 2 in the Frobenius
coordinates are written as (0|2) (rank equal to 1), (n—1]0) (rank equal to 1) and (n—1, m—2|1,0))
(rank equal to 2), respectively. See [17] for details about partitions and their Young diagrams.
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The number of the nonvanishing part of a partition X is called the length of A and is denoted
by ¢()\). A partition also can be presented as A = (1™12™23™3 ... where m; is the number of
time the number ¢ occurs in the partition. We shall use the notation

%

Definition 2.1 (supplemented partitions). If ¢ is a strict partition of cardinality m(¢) (with 0
allowed as a part), we define the associated supplemented partition ¢ to be

¢ = {C if m(¢) is even,

(¢,0) if m(¢) is odd.

We denote by m(f ) the cardinality of g: which is an even number.

Let us note that the supplemented partition is not necessarily strick. For instance, if ( = 0,
then ¢ = (0,0).

Polarization P(a, 3) of the set of the Frobenius coordinates «, 3 [8]. This para-
graph is taken from [8]. Consider a partition A written in the Frobenius coordinate as (a|3) =
(al,...,ar|ﬁ1,...,ﬁ7~), ap > > 20,61 >-> 6, >0.

Definition 2.2. A polarization of («|f), is a pair ( := (C*, C*) of strict partitions with cardi-
nalities (or lengths)

m(CT) =#(CT),  m(CT) =#(C)
(including possibly a zero part Q( cry =001, .y =0), satisfying
("n¢=anI(B), (U =aUl(p),
where
I(B) == (Ii(B), - - -, Ir(B))
is the strict partition [17] with parts
L;i(B) = B + 1, j=1,...,m
The set of all polarizations of (a|3) is denoted by P(a, ).

We denote the strict partition obtained by intersecting o with I(3) as
S:=anli(p)
and its cardinality as
s = #(9).
Since both a and I(/3) have cardinality r, it follows that
m(¢H) +m(¢™) =2,

so m(¢*) must have the same parity. It is easily verified [7] that the cardinality of P(c, 8)
is 227=25 The following was proved in [7].
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Lemma 2.3 (binary sequence associated to a polarization). For every polarization ¢ := (C t.C _)
of A = (a|B), there is a unique binary sequence of length 2r

e(Q) = (€1(C)s - -, e2r(Q)),
with €;(() =+, j =1,...2r, such that

(1) The sequence of pairs

(CVL 61(())7 cee (Ctr; ET(C))a (/81 +1, 67"—}-1(())7 cee (67’ +1, 62T(C)> (22>

is a permutation of the sequence
(Cii_v +)7 R ( ;—ﬁ—(c)v +)7 (C1_7 _)7 AR (CT:L_(CV _) (23)

(2) Q)=+ ifa; €S, and e, 5(Q) =—if Bj+1€ S, 5=1,...,r

Definition 2.4. The sign of the polarization (¢*, (™), denoted by sgn((), is defined as the sign
of the permutation that takes the sequence (2.2) into the sequence (2.3).

Denote by
m((F) = #(an )
the cardinality of the intersection of a with ¢*. It follows that
7r((+) +7((7)=r+s.
Now we introduce the notation

¢H.¢T) _ (c1ertrhe
|: Oé,ﬁ :| = Qr—s

where r is the Frobenius rank of («|3).
The ordered coordinate sets. Consider given sets a, b of complex numbers

sgn(¢)(—1)mCFamE), (2.4)

a=(a...,ay), b=(by,....by). (2.5)

We want to have the similarity of the sets of complex numbers with partitions. For this purpose,
let us introduce the following order in the set a U b: in the set called ordered we place complex
number as a set with the weakly decaying set with respect to the absolute values of the numbers.
In case the absolute values in a subset is the same, we just fix any order inside the subset and keep
it in what follows. Such sets we will call time ordered sets.* Let us also treat the subsets (2.5)
a and b of the set aUb as also ordered: |ai| > -+ > |an]| and |b1| > -+ > |by|.

Starting from now, all coordinate sets will be treated as the ordered sets whose each member
is labeled in the appropriate way (labels goes up from the left to the right). One can consider
another pair of the ordered complementary subsets, let us denote it as z* and z—, zt Uz~ = aUb
(the order inherits the given order of the set a Ub) whose cardinalities N(z") and N(z~) are
not necessarily equal to IV:

7zt = (zli, . .,zﬁ(zi)), }zﬂ > ‘Zii—s—l}’ N(z")+ N(z") = 2N. (2.6)

4We recall that the complex coordinate, say z of a quantum field in Euclidean 2D theory is presented as
eV~1~7 where 7 is interpreted as time variable.
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In what follow, sets (2.5) and (2.6) will play different roles: the sets (2.5) and the given number N
are constant along the paper while the sets z* and z~ will be varying and the numbers N (zi)
can be summation indices.

On the given sets (2.5) and also on sets (2.6) let us introduce the following involution x:

7 N 7

* — * - * -1
aj = —ay., b = —byl,, 5= _(ij\:f(z)fi) : (2.7)

Then the sets a* = (a},...,ak), b* = (b],...,b%), 25 = (zfc*, .. .,zﬁ*(‘zi)) are also ordered in
the sense that |aj| > |aj |, [b7] > [b},,], ‘zzi*‘ > ‘zi*l‘ and the set a* Ub* is ordered.

By analogy with Definition 2.1, we need the following.
Definition 2.5 (supplemented set of coordinates z*, zi*). If z* is a strict partition of cardi-
nality N(zi) (with 0 allowed as a part), we define the associated supplemented set 2+ to be

i z*+ if N(zi) is even, x| z if N(zi) is even,
- (zi7 0) if N(zi) is odd, ' (zi*, oo) if N(zi*) is odd.

We denote by N(ii) and N(ii*) the cardinality of respectively 2% and 2**. We get N(ii) =
N(ii*) is an even number.

Vandermond-like products. For given sets a = (ai,...,an), zt = (zf:, ,zN(Zi)), we
use the following notations:
P
M@= JJ (@-a), A% = JI =
i<j<N i<j<N@t) 5 T %
A(a)A(b) _
A(a/—b) := — = det((ai +b;) 1)2.73.:17'”7]\[.
ITi =i (ai + b))
As we see AB (ii) =AB (zi). One verifies that
1 N N
* - - —LIN(N— —(N-1
A) = I (maxt;+ayt,) = 072V A@) [a7 Y
i<j<N i=1
and we obtain
A(b*)A(a*
Ab*/—a®) = (—1)V — A )_l(a )_1 (2.8)
[L=i (e + b; )
1 2 a
= det((—ay’; —by';) " )iymr. v = (1) Aa/=b) [] it (2.9)
i=1

and
AB(zi*) _ AB(Zi) — AB(ii*) _ AB(ii).
Polarization P(a,b) of the coordinate set a, b.

Definition 2.6. A polarization of the pair of the ordered sets (a,b) = (ai1,...,an,b1,...,bn),
is a pair of ordered sets z = (z*,z") with cardinalities (or lengths)

N(z"):=#(z"),  N(z7):=#(z"),
satisfying
z"Nz- =anb, zt Uz =aUb.

The set of all polarizations of a, b is denoted by P(a,b).
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Introduce the following notations: Q := anb, C := aUb and their cardinalities as q:= #(Q),
¢:= #(C’) =2N —§. We have N(z")+ N(z~) = 2N, so N(z%) must have the same parity. It
is easy to see that the cardinality of P(a,b) is 22V—24,

Lemma 2.7 (binary sequence associated to a polarization). For every polarization z := (z*,2z7)
of (a,b) there is a unique binary sequence of length 2N

€(z) = (e1(2). ... ean(2),
with €j(z) = £, j =1,...2N, such that the sequence of pairs

(a1, €1(2)), - (an, en (@), (brs ens1(2), - - (b, e () (2.10)
s a permutation of the sequence

(1 4) - (e 1) (21 =) (B ey =) (2.11)

Definition 2.8. The sign of the polarization (z",z~), denoted by sgn(z), is defined as the sign
of the permutation that takes the sequence (2.10) into the sequence (2.11).

Denote by
W(Zi) = #(a N zi)
the cardinality of the intersection of a with z*. It follows that
m(zt)+7(z7) =N +q.

We introduce the following notations:

7T,z AB(zHVAB(z—) (—1)sN(V+1)+q =y Lo
o ] = S e sy e, 212
zt, 7 P AB(Z+)AB(Z—) (_1)%N(N+1)+q
ab | (=1) A(a/—b) 2N—q
_ N
x sgn(z)(—1)" 2 TT aib, (2.13)
=1

where A(b*/—a*) is given by (2.8).

2.2 Charged and neutral fermions and currents [12]

The fermionic creation and annihilation operators satisfy the anticommutation relations

[, Ykl = W},@L =0, [%‘,%UJF = djk- (2.14)

The vacuum element |n) in each charge sector F,, is the basis element corresponding to the
trivial partition A = @:

|n) :==|Dn) =ep—1 Aep_aA---.

Elements of the dual space F* are denoted by bra vectors (w|, with the dual basis {(\;n|}
for F; defined by the pairing (\; n|u;m) = 6x,0pm. For KP 7-functions, we need only consider
the n = 0 charge sector Fy, and generally drop the charge n symbol, denoting the basis elements
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simply as |A) := |A;0). For j >0, ¢_; and w;_l (resp. 1/)T_j and 1/1]-_1) annihilate the right (resp.
left) vacua:

Yooy =0, @l_jj0)=0, Vj>0, (2.15)
O!; =0, (Ofg;.1=0,  Vji>0.

Neutral fermions qﬁ;r and ¢; are defined [2] by

vy + (—1)7y = ()il |
+._ j - j
(where i = v/—1), and satisfy
[0, 0p], =0, 8], 08]. =67 6x], = (=1)8j4n0- (2.17)
In particular,
1
()" = (#)" = 5-
Acting on the vacua |0) and |1), we have
6T 00 = 67,[0) = ¢, 1) = 67,[1) =0,  Vi>0, Vj>0, (2.18)
Ol6+& = (067 = (1167 = (1lés =0, ¥j >0,
- 1 1
g 10)& = —igg [0) = ﬁ%IO) = ﬁll% (2.19)
il 1 1
(Olég & = i{01gy = —=(0ll = —= (1l

Lie groups. Factorization condition. Let us define the normal ordering :1;1y: of ¥y
as V¢, — (0]1j1,|0) and the normal ordering of gb;-tqbf as :qﬁ;.'[(bf: = d)fqﬁf - (0|¢;-tqbf|0>.
Let us denote

§ = eXik Aj,kid’ﬂ/’/i:’ (2.20)
where A; ;. are complex numbers.

If we ask Ajj decay in a fast enough way as |j — k| — oo, then the exponents form Lie
algebras gl., and elements (2.20) form GLs, group.

Remark 2.9. “Fast enough” implies the possibility of the exponentials to form Lie algebra,
where the commutator is well defined. Say, finite matrices satisfy this. The other example are
the generalized Jacobian matrices (matrices with a finite number of nonvanishing diagonals).

The elements
WE(B) = eXin Bikidi i (2.21)

where Bj;, are complex numbers and B;j = — By, ;.
If we ask Bjj, decay in a fast enough way as |j — k| — oo, the elements h*(B) form Be
group. One can check the equality

(Dl — (=) et = pF o + 107 0y

Then we have the important theorem.
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Lemma 2.10 ([12]). Suppose

g::ezikBM«—n@%wiy—«aww%wva (2.22)

where B is a given (perhaps infinite) antisymmetric matriz. Then

hth,

g
where h* are defined by (2.21)
RE(B) = X Bt 01

Remark 2.11. The form (2.22) says that § € Bu.

Fermi fields. Introduce
Plz) = 2, i) =Y 27l and  ¢F(2) =) Ao
i€Z i€Z i€Z
where z is a formal parameter.” From (2.16), it follows
) —ie(2) _ $HE) +ie(2)
V2 ’ w2
Remark 2.12. The formula

¢j::¢j-_i¢;, (_Jjj¢1j::¢jﬂ+i¢;

V2 V2
is quite similar to formula (2.23) and is rather similar to the relations
ot (=) —ig (=) oY) +ig (=)
= y —Z .
V2 V2

These equations result in the useful equalities

(2.23)

¥(2) Yf(—2)

v(=="") vi(=) =

. . _ 1
(~D7y0l; =167 65 + 3850,

Y (—2) = L7 ()67 (2), (224
w(—z_l)wT (z_l) = —iz¢+(—z_l)¢_ (—z_l). (2.25)
We say that 1;, 7,/);- and qﬁjc are the Fermi modes of the Fermi fields 1(z), 1#;(2) and ¢*(2),

respectively.
Pairwise VEV. From

O0r.i, k<O
0ypt]0)y = { 57 ’
(0[4x20110) {0, k>0,

(—1)k(5k,_j, k< 0,

+  + _
<m¢k%ﬁm_—{& k>0,

i
(0l¢j; &7 [0) = %50k 080,

°In Euclidian 2D QFT z = €'¥~", where ¢ has the meaning of the coordinate of the fermion v(z) (of ¢(z))
and 7 has the meaning of time variable.
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one can easily obtain by direct calculation

(Ol ax) (—47)10) = =, (2.26)
O16* )0 (apl0) = 5 %2 (2.27)
(016 (a:) 67 (a7)[0) = %2

Remark 2.13. Actually the time order® (the operation T) is implied for the pairwise correlation
function (say, in case of neutral fermions)

(010F (za)0" (26)|0)  if |2a| > |2,

(5 )6% (2 =
(0T [¢ (2a)0™ (26)]10) {_<0|¢i<zb>¢i<za>|o> if [za] < 2]-

Say, for |z4| > |2|, we have

| NS 11—
0166 a0l0) = 013 67 320 SaP0 =+ D (2) =

While in case |zq| < |25| we get

21+
In both cases (|zq| > |25 and |z4| < |2p|), the answer can be written as ;01‘7;2: (and the limit
|za| = |2] where z, # —2, is smooth). We see, if our goal is to present 12222 a5 the correlation

2 za+zp
function, we imply the time ordering. The same convention will be true for higher correlation

functions of neutral fermions. The point is that the final formulas are clever enough not to take
special care about the time ordering.
Next, the time ordering for the charged fermions has the form

e [ QW0 i o] > [y
O (@ ]10) {—<ow<y>w<m>ro> i [2] < Jyl.

In case |z| = |y| and x # y, the fermions ¢ (z) and ' (y) anticommute (Dirac delta function on
the circle, % Y onez & b”’ vanishes).
There is the following matching:

(O[T [¢2(x)yf (=y)]|0) = (O|T [<¢+(l‘)\;§1¢(90)> <¢+(y)y‘|\'/i§¢(y)>] 10).

So T’-ordering is consistent with T-ordering. This is also correct for all higher correlators.
In what follows, we shall not return to this topic and will never use T symbols.

Factorization lemma. As it was done in [7, 8, 9], we need Lemmas 3.1-3.3 to calculate tau
functions we have

5In 2D QFT the argument of the Fermi field is written as z = eV~ '?~", where ¢ is the space and 7 is the time
coordinate of the fermion.
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Lemma 2.14 (factorization). If Ut and U~ are either even or odd degree elements of the
subalgebra generated by the operators {gbf}iez and {¢; }icz, respectively, the VEV of their
product can be factorized as

(0|UT]0Y(0|U|0) if U and U~ are both of even degree,
OUTU10) =<0 if UT and U~ have different parity,
2i(0|U T ¢ |0)(0|U ¢ |0)  if UT and Ut are both of odd degree.

Currents. Define currents
T =Y Wil m=E1,42, 43,
i€z

1 .
JBE — 5 Z(—)%fiim@i, m odd.
1€Z

We have from (2.16)

I = JET + T8 m odd, (2.28)
In =v—1 Z gbjtmgb:j, m even.
JEZ

The currents form the Heisenberg algebras as follows:

[Jms In] = MOmn, m # 0, (2.29)
1
[J5E, JPE] = 500, [JBF,JP"] =0,  m,n odd. (2.30)

One can see that
JIm|0) =0 = (0]J_, m > 0. (2.31)
JBE0) =0=(0[JBE,  m>o. (2.32)

Partitions for products of Fermi modes. For a given A = («|8) € P, let us use the
following notations

Uy = (1) Zi=1 8 (1) 2Dy "¢a7-1/1T_51_1 : "wT—ﬁr—P (2.33)
W o= (1) B (=) Dy g a0l (2.:34)
Note that |A) = W,|0), (A| = (0]¥3.

Let a = (ay,...,ar) € DP, where o > 0. (Thus, you pay attention on the last part of «
which can be equal to 0.) We also use the notation m(«) for the number k. (Notice that m(«)
is either ¢(«v) (which is the number of non-zero parts of «), or it is £(a) + 1).

Introduce

k E ook
@(ﬂ; — qu%l ) "qﬁw qﬁa — (_1)lela122¢fak ) ..qg:al’
where k = m(a). Apart from the products ®F the products <I>§ will be of use where & denotes
the supplemented partition, see Definition 2.1. Then we get

(0]2%,2510) = (0]@%,230) = 21505, (2.35)

i
(0|2%, @7 |0) = (0|@*, 0T |0) = +500,005.0- (2.36)
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In what follows, sometimes we shall write ¢, and ®, instead of ¢ and ®} omitting super-
scripts &=. We hope it will not produce a confusion.
Notations for products of Fermi fields. Next, we introduce

¥(a/—b) Hw ai)y (- (2.37)
= <—1>%N<N— Jp(ar) - p(an) T (=b) -+ 4 (~bw), (2.38)
U(b*/—a" Hw Tyl (a7
= (-1 )éN(N—%(_b&l) (bt (ah) -t (o)

and

@:I:(Z:t) — 2N(;i)¢i (Zli) L. ¢:|: (Z]%[(zi))’
PF (24 = (A7) -+ 6" (2 (at))

where each z* is defined in (2.7).
Now consider VEV of these products. By (2.26) and by the Wick’s rule (see Appendix A),

we have for (2.37)

(0¥ (a/=b)[0) = det ((0[¢(ai)¥"(=85)[0)), .y = Ala/=b). (2-39)
Then thanks to (2.9), we get
N
(0T (b*/—a")[0) = (—1)"" A(a/~b) [ ] aib:.
i=1
Similarly, from (2.27) by Wick’s rule, we obtain
(019 (2)[0) = PE((0[6 (20)6™ (2)I0)), ;. nay = A°(2)- (2.40)
Then it follows that
(0]0*(2%)|0) = AP(z*) = AP(z).
Remark 2.15. One can make sure that
N
(0¥ (a/~a)|0) = Aa/-a )" TI2a)
7j=1
N
= (0] (a)®™ (a)[0) [ ] (2a;) ™. (2.41)

1

J

The equality (2.41) can be obtained in a different way as follows:
i _
¥(a;)v' (—a;) = — 67 (a5)9™ (a)
J
one gets
, M1
U(a/—a) = (—1)2"V ViVt (@)@ (a) [ —.

a
j=1"7

Then we obtain (2.41) from (2.37), (2.39) and (2.26), (2.27), (2.40).
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Let us introduce

V(a/—b)

Y/ = G ™ %) = ORE@))
So we have
(01 (a/—)[0) = (0] (2)|0) = 1. (2.42)

In what follows apart of the products ®*(z), the products ®*(z) will be of use where z
denotes the supplemented coordinate set, see Definition 2.5.
Partitions for currents. We introduce

oA)
JA = H JIA;s J_A = H J_n;, A€eP, (2.43)
oA
JRE = H Iy, IPX=1[ 7%, Acop
= i=1

2.3 Bosonization formulas

The nice part of the classical integrability worked out by Kyoto school is a number of bosonization
formulas. Following [2, 3], we consider

ﬁ/(p) — eZ’"L>0 %pmjrn’ f?T(p) — eZ7n>0 %pmjfm7 (244)
+
5B+ (2pB) = ezm>0 odd mpmJBi "A)/TBi (2pB) = ezm>0 odd mpmJB , (245)
where p = (p1,p2,p3,...) and pP = (p}f,pg,pg, .. ) a given sets of parameters.
For our purposes, let us introduce the following notations:
p(a/—b) = (pi(a/—b), p2(a/—b),ps(a/=b),...), (2.46)
where
N
pm(a/=b) = (af" = (=b:)™),
i=1
and also
N(z)
p°(z) = (p7'(2),p5(2),p5 (2),...),  where pp (2 Z 7" (2.47)

Remark 2.16. Let us note that for each m and for all possible a, a, we get

pom(a/—a) = 0 = po,(a/—a).
The following bosonization formulas are well known:

1

ezm>0 m(b m__ m)J*77leZm>0 m(am bTYL)Jm

Y(a)pt(b) =

1 a — b 2 b—Mpgq—m JB Z ( m+bm)JB
P(a)p(b) = ~Lm>0,0dd m (07" F )= m @2om>0,0dd
2a+b

)

)
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therefore one can write

7' (p(b*/~a"))i(p(a/~b)) = ¥*(a/~b),
7'(p(a/-b))3(p(b*/~a")) = ¥(a/-b),
AP (205 (2%)) 4% (20°(2)) = ©F(2), A% (2p°(2))5%* (2p°(2")) = 2 (2).

These relations are in agreement with (2.42) because of (2.31) and (2.32).
From above and from (2.31) and (2.32), we get

(0l7(p(a/—b)) = (0| (b*/—a),  4'(p(a/—b))|0) = T(a/—b)|0), (2.48)
(0197 (2p"(2)) = (0|2=(2*),  4P*(2p"(2))|0) = *(2)|0). (2.49)

2.4 Fermions and symmetric functions

The bosonization formulas are also manifested by the representation of the known symmetric
polynomials as fermionic vacuum expectation values. This is an interesting part of the soliton
theory.

Power sums and Schur functions. For preliminary information about symmetric func-
tions, we recommend the textbook [17]. This is about polynomial functions symmetric in vari-
ables ay, ..., an, the widely known examples are the so-called power sums (or, the same, Newton
sums) labels by a multiindex A = (A1,..., \,) € P:

p/\(a) = p>\1p>\2 o 'p>\n7 Where Pm = Z a':’n
i=1

or the Schur functions labeled by A = (A\y,...,\,) € P:
Aj —j+N)
i ij<N

A(a)

det (a

sx(a) =

(where it is supposed that n < N). For the empty partition, we put pg(a) = 0 and sp(a) = 1.
The power sums and the Schur functions are related

b = Z XM(A)S/JJ
lul=IA]

where the coefficients x,(\) are very important in many problems. x,(A) has the meaning of
the character of the irreducible representation p of the permutation group Sy, d = |u| evaluated
on the cycle class A, see for instance the textbook [17].

On the space of polynomial symmetric functions denoted by Ay the scalar product is given by

<p>\a p,U«> - Z)\(S)\u <O|J—)\J |0> )‘7.u € Pa (250)

where z) was defined in (2.1). Notice that the relation does not include any N-dependence. The
Schur functions form the orthonormal basis there

(sxssu) = oxu = (0[TXV,[0), ApeP. (2.51)

The last equalities in both formulas (2.50) and (2.51) is the result of the direct computation
(using respectively (2.29), (2.31) and (2.14), (2.15)), however it is not an occasion: it is the
manifestation of the boson-fermion correspondence which is very popular in 2D physics.
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In power case, where the sum variables are labeled with only odd parts, namely if A =

(A1,..., k) € OP, we denote py by p¥ = Hf(:’\l) pi. These symmetric functions form the sub-

space of Ay denoted by I" in [17, Part III]. There is the following natural scalar product on T':
(pY.pp)e =27 Wby, = (0175, JP10), A pe€OP. (2.52)
Also
(Qar Qp)n = 2/"60 5 = (0]D_oDp[0) = (0|®_5D5[0),  «, B €DP, (2.53)

see [17]. The validity of the second equalities in (2.52) and in (2.53) is obtained by the direct
evaluation with the help respectively of (2.30), (2.32) and of (2.17)-(2.19).
We also have
sa(T1)10) = 220),  (0sx (@) = (0]F5, A= (alp) € P,
Qu(ITPE)|0) = ®410),  (0|Qu(IPF) =(0]®_s, e DP,
where both Schur functions are considered as polynomials in power sum variables and the
role of power sums play respectively J = (J1,Jo, J3,...), JT = (JI,J;,J;[,...) and JBE =
(JFi, in, J;?i, . ..), JiB+ — (JIBi, J;[Bi, JgBi, .. ) (compare to [28]).
We get

(013(p)3! (B)|0) = Xm0 mPmim — Z PP = > sx(p) (2.54)
ep ~ AP
which can be derived either from (2.29) or also from (2.50).
From (2.30),
<0‘,A)/Bi (zpB);yTBi (2I~)B) ’0) _ ezm>0 odd %pmﬁm
1 _
=y oM ”Z pipy = > 27'WQ,(p")Qu(PP). (2.55)
A€OP n€DP
Let us write down the following equalities:
=> "), AB)I0) =D wal0)sa(P), (2.56)
AP AP
which, thanks to (2.35), is equivalent to the Sato formula (2.62) below, and
(") = D 27 Q") 010, AT ET)I0) = Y 27 e,)0)Qu(p").
pneDP pneDP

which, thanks to (2.36), is equivalent to the relation found in [34], see (2.63) below.

2.5 Fermions and tau functions: KP and BKP cases

There are different treatments of the notion of tau function. Here we use the fermionic approach
to tau functions.

T functions as vacuum expectation values (VEVs).” According to [12], KP tau func-
tions can be presented in form of the following vacuum expectation value (VEV)

7(plg9) = (0[%(p)3]0), (2.57)

"We give one of possible definitions of the tau function. Here we want to avoid the notions of the Plucker
and the Cartan coordinates on Sato Grassmannian and isotropic Grassmannian which are out of real use in the

present work.
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where ¢ is an exponential of a bilinear in {¢;} and {wj } expression

§ = eXis Aiiwiwj" (2.58)
where A is an infinite matrix which is treated as A € gl(co) (see Section 2.2) and where §(p) is
given by (2.44).
Remark 2.17. Throughout the text, we assume that the so-called matrix elements

G = (0] U]g¥5]0) (2.59)

do exist for each pair p, A € P. This assumption allows to identify tau functions with their
Taylor series in power sums by substituting (2.56) and (2.59) into (2.57).

The tau function depends on the choice of § (the same, on the choice of the matrix A) and
on the infinite set of parameters p = (p1,p2,ps,...) (the power sum variables).

Remark 2.18. Tau function (2.57) can also be written as
bt
7(plg) = (03" (0)|0),  where gT = e Aurs

and 41(p) is given by (2.44).

The BKP tau function depends on the set of odd-labeled power sums p® = (p1,p3,...) and
can be presented as

78 (2pB|h%) = (0135 (2p®) h*|0), (2.60)
where h¥ is an exponential of a quadratic in {gbli} expression

it = oXi Budie) (2.61)
where B is infinite antisymmetric matrices and where 2% is given by (2.45).
Remark 2.19. We assume that the matrix elements

hix, = (0]®%,h®,[0)
do exist for each pair u,v € DP.

Remark 2.20. The set of ¢, = %pm, m=1,2,3,...,is called the set of the KP higher times
and the set of t5 = %pg, m=1,3,5,... is called the set of the BKP higher times.

Remark 2.21. Tau function (2.60) can be also written as
B(pBIAE) = (0](h*) 4B (pB)[0),  where (AF)! = eXus B o
and 4B+ (pB) is given by (2.45).
In the basic works of Kyoto school (for instance, in [12]), the following relation was proved.
Theorem 2.22 ([3]). Under conditions
G=hth~ € Bo
(as written down in Lemma 2.10) and also under

p’ = (7. 05.05,...), P :=»1,0,p30,p5,0,...),

which are related by (1.2)—(1.4), the relation between KP tau function (2.57) and (any the both)
BKP tau functions (2.60) is as follows:

(7B (pB|h*))? = 7 (p'|hTh7).
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The Schur and the projective Schur functions as tau functions — a remark.

Remark 2.23. For any given A = («|8) € P and « € DP, there exists such g = g(\) and such
h* = h*(a) that

g0y = wyj0),  AE(a)|0) = 2Z|0).

This is the basic fact of the Sato theory. For a given A = (a|3) and «, one can present both
G(N\) and h*(a) in the explicit way, see appendix.

The wonderful observation by Sato and his school [12, 30] is the fermionic formula for the
Schur polynomial

sx(p) = (013(p) 2|0} = (0] 341 (p)[0). (2.62)
In the BKP case, the similar formula was found in [34]
Qa(p") = (0157 (2p") @710) = (0]@%;377(2p")(0). (2.63)

Schur functions sy(a/—b) and Q,(z) and products of Fermi fields ¥(a/—b), ®(z).
With the help of (2.48) and (2.49), we rewrite formulas (2.62) and (2.63) for both Schur functions
as follows:

sa(p(a/—b)) = (0[¥(b*/—a")¥,[0) = (0] Pi¥(a/—b)|0) =: sx(a/~b), (2.64)
where A = («|f) and

Qa(p®(2)) = (0]®(2%)4]0) = (0]®_5P(2)[0) =: Qa(2).
Remark 2.24. By the limiting procedure, we obtain from (2.64)

sa(@)A(a) = (=N[¢F (a") - 9T (ay") ©A|0) = (0] T3¢ (ar) - - - (an)|N), (2.65)

where to get the first equality we send b; > -+ > by — oo in the second member of (2.64) and
to get the second equality in (2.65)we send by < --- < by — 0 in the last member of (2.64).

We rewrite (2.64) as

N
sx(a/=b)A(a/—b) = (0[¥(b"/—a")¥,]0) = (1) (0|3 ¥ (a/~b)[0) [T a; ', ".
i=1

2.6 Two-sided KP tau function, two-sided BKP tau function,
lattice KP tau function, lattice BKP tau function

All objects which we need are tau functions introduced in works of Kyoto school. To be more
precise, in the terminology concerning tau functions which we use, let us give definitions.
Two-sided KP tau functions. Lattice KP tau functions.

Definition 2.25. We call
7(p, Dl9) = (0|4(p) 34" (D) |0) (2.66)

the two-sided KP tau function. Here p = (p1, p2,ps,...) and p = (p1, P2, Ps3, - - - ) are parameters.
We call ¢, = %pm and t,, = %ﬁm the two-sided KP higher times.
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This notion of the KP higher times is the same as it was introduced in [3, 22] and is common.
Two-sided KP tau function is usual (one-sided) KP tau function (2.57) with respect to the higher
times t = p and at the same time it is one-sided KP tau function with respect to the higher
time variables t = p, see Remark 2.18.8

Definition 2.26. We call

Sx(plg) = (01%(p)g¥A|0) (2.67)
lattice KP tau function labeled with a partition A € P.

We do not assume that Sy (p) is a polynomial function in the variables p. For the polynomial
case, see [8].

Remark 2.27. The tau function (2.67) can be considered as a discrete version of the two-
way tau function (2.66), where the dependence on continuous variables pq, po, ... is replaced by
discrete variables that are parts of partitions. The tau function (2.67) solves the same discrete
equations (which play the role of Hirota equations) with respect to the Frobenius parts of \ as
the Schur function sy (Plucker relations).

With the assumption of Remark 2.17, one can write both tau function as Taylor series in
power sum variables as follows:

7(P,l9) = Y Gursu(P)sr(p), (2.68)
wAEP

Sx(Pl3) = Gursu(p) (2.69)
neP

which results from (2.56). The series (2.68) was written down in [32, 33] in the context of the
study of the Toda lattice hierarchy.
For a given g, the relation between two-sided and lattice KP tau functions is as follows:

7(P,Blg) = D Sx(pl§)sa(p (2.70)

In the case g = 1, the last equality yields (see (2.54))
. ~ L
T(p)p|g = 1) = Z S)\(I))S)\(p) — ezm>0 umPmy
AeP

which is known as the Cauchy-Littlewood identity and occurs to be the simplest example of the
two-sided KP tau function.

Remark 2.28. We also have

7P, Bl91952) = D GunrSu(Pldn)Sx(Plg2),
wAEP

which is a generalization of the Takasaki series [32].

Remark 2.29. In the Grassmannian approach to the tau functions [30], the coefficients Sy (p|g)
in (2.70) have the meaning of the Plucker coordinates m(g) for the one-side KP tau function,
see Remark 2.18 where one should insert p instead of p. The notation was used in [8] instead
of S\(p|g), see Remark 1.5.

®Tau function (2.66) can be also considered as the Toda lattice tau function 7 (t,t) [12, 32, 33], where N = 0.
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Two-sided BKP tau functions. Lattice BKP tau functions.
Definition 2.30. We call
7‘(2pB,2}~)B|iLi) < |ABj:( pB)iLi’?TBi(2f)B)|O>
the two-sided BKP (2-BKP) tau function. Here p® = (py1,ps,ps,...) and p® = (p1, 53, Ps, ... )
are parameters. We call t5 = %pg and 18 = %ﬁ% the two-sided BKP higher times.

This notion of the BKP higher times is the same as it was introduced in [2, 3] and [13] and
is common.

Two-sided BKP tau function is usual (one-sided) BKP tau function (2.60) with respect to
the higher times t® = (tB t8, ) and at the same time it is one-sided KP tau function with
respect to the higher time variables tB® = (tNB fB . ), see Remark 2.21.

Remark 2.31. The case N = 0, see (1.12) and (1.14) is related to the (one-side) tau function.
Definition 2.32. We call

1 (PP 1) = (0137 (pP) =, 0), (2.71)
lattice BKP tau function labeled with a partition u € DP.

We do not assume that K (pB) is a polynomial function in the variables p®. For the
polynomial case, see [8].

With the assumption of Remark 2.19, one can write both BKP tau functions as Taylor series
in power sum variables as follows:

(20", 26" (0F) = > A, Qu(p")Qu(BP),
n,veDP
L(PPhF) = D W, Qu(p"), (2.72)
veDP

which results from (2.56). For a given h*, we obtain

7(2p%,2B"h%) = Y 27K, (p"1h%) Q. (B").

pneDP

For h* =1 (the same, B = 0), we get the simplest two-sided BKP tau function (2.55).

Remark 2.33. In the Grassmannian approach to the BKP tau functions developed in [5], the
coefficients K (p®|h*) in (2.70) have the meaning of the Cartan coordinates ry (h*). The
notation was used in [8] instead of K (p|h*), see Remark 1.5.

The known relation between KP and BKP two-sided tau functions. It is well
known [12] that the square of a (one-side) BKP tau function is equal to a certain (one-side) KP
tau function under restriction po,, = 0; the same is obviously true for two-sided tau functions.

Theorem 2.34.
78 (2p®, 2pB )78 (2p8, 2P |h7) = 7 (p', p'|h TR ), (2.73)
where T8 (2pB, 2ﬁB\ﬁ+) = 7B (2pB,2f)B|iL_), p® is given in (1.2),

P = (52, 55,5%,...)

(with 21323 =p;, 1 odd) are two given sets of parameters and

p/ = (pla 07p37 07]75)07 R )7 (274)
f)/ = (ﬁ1707ﬁ3707]§5707"')- (275)
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The proof is identical to the similar statement [12] about KP and BKP tau functions with
one set of variables and based on Lemma 2.14 and on the relation

ﬁ(p,) _ ;YB+ (QPB);YB— (QPB), ’?T(p/) — 'S’TB+ (2pB)@TB_ (2pB)

(which is the direct result of (2.28), (2.30) and can be treated as an example of Lemma 2.10).
Our goal will be to get the generalization of (2.73) in Section 3, where now p = p(a/—b) and
p= f)(é/—f)) of (2.46) and (2.47). This choice of power sums is different from (2.74) and (2.75)
except the case mentioned in Remark 2.16.
The known relation between KP and BKP lattice tau functions. In the previous
work [8], we have shown that in case the power sums are restricted according to (2.74) we get
the following theorem.

Theorem 2.35 ([8]). For p® and p given by (1.2), (2.74) and (1.4), respectively, we have

- + ¢ ) .
St (PITRT) = > [Ca,% }Kw (2p°[h*) K- (2p]07),
¢eP(af) -

where the factor in square brackets is given by (2.4). In particular,

+ o
S(am)(Pl) = Z [Ca,é } Qg+ (pB)ng (pB)
) )

CEP(a,8
obtained in [7].

Proof follows from Lemmas 3.3 and 2.14.

In [8], we consider KP polynomial tau functions as the bilinear sum of BKP polynomial tau
functions [15]; this relation is given by Theorem 2.35.

In Section 4.1, we are going to replace the restriction p = p’ by p = p(a/—b) and present
the generalization of Theorem 2.35.

2.7 On lattice polynomial KP and lattice polynomial BKP tau functions

Among lattice tau functions, there is a family of tau functions polynomial in power sum variables.
Polynomial tau functions were studied in [15] and also in [9].
To be precise let us introduce the following definition.

Definition 2.36. We call a lattice KP tau function (2.69) polynomial if for any given \ € P
the number of matrix elements g, » is finite.

Definition 2.37. We call a lattice BKP tau function (2.72) polynomial if for any given a € DP
the number of matrix elements h, , is finite.

Remark 2.38. In the Grassmannian approach, the property of polynomiality may be formulated
as follows: It is known that for any A € P there exits such g(A) € GLo that g(A\)|0) = ¥,|0)
(see Remark 2.23), and perhaps it will be better to attach a lattice KP tau function (2.67)
to the Schubert cell labeled with the partition A\. Then one can write § = §r,gogrg(A), where
91,90, 9r € GLoo, gr|0) = 10), (0|gr, = (0], G0|0) = g0|0), (0|go = 90(0|, go is a number. Then
the condition of the polynomiality is the nilpotent structure of AL, where §7, = L.

The similar condition of the polynomiality for (2.71) we get for h* = iszzoiﬁﬁﬁi(a), where
I (a)|0) = @310) (see [5]), hil0) = [0), (Olhg = (0], hgl0) = hol0), (Olhg = ho(0], ho is
a number. Then the condition of the polynomiality is the nilpotent structure of Bic, where
—

Let us note that in [9] we actually consider only the cases where g;, = 1 and iAfLE =1
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3 Results

3.1 Key lemmas

Let us note that tau functions below depend on ¥(a/—b) and ®(a). And as one can notice,
¥(a/—b) and ®(a) do not depend on the order of the arguments a1, ..., ax,bi,...,by. Never-
theless, as we have already wrote, it is suitable to order these sets to have a unified approach
for problems under consideration.

Lemma 3.1.

U(a/-b)= 3 it eT(N)e(a), (3.1)
(z*,27)€P(a,b)

U(a/-b)= > BT dT@EH)E(a), (3.2)
(z*,z7)€P(a,b)

where
1 ~

2tz —1)zNINHD+ m(z=):N(z~

Dap = ( )2N—q sgn(z)(—1)"#)iNE"),

~zt z~ zt,z~ AB (z+)AB (zi)

Da,b - Da,b A(a, b)

Proof. Consider equation (2.38) and substitute
1 .
Wlag) = 5 (97(a)) — 167 (@),
1
b3

see (2.23), for all the factors, and expand the product as a sum over monomial terms of the form

i (=b)) (T (by) +ip~ (b)),  j=1,...,N,

N(zt) N(z™)
IT ")) II ¢ G
j=1 k=1

We have in mind formula (2.24) if by, = a; which reduces the number of terms in the product of
Fermi fields.

Taking into account the sign factor sgn(z) corresponding to the order of the neutral fermion
factors, as well as the powers of —1 and i, and noting that there are 29 resulting identical terms,
then gives (3.1), then (3.2) [

Lemma 3.2.

U(b*/—a*) = 3 L% ot (2H) e (27),
(zt,z7)eP(b*,a*)

J(b*/—a*) = 3 BI7 ot () (27),
(z+.27)€P(b" a%)

where
1
_ -1 sN(N+1)+q
g o= 21 sgn(z) (—1)7 =N,

2N—q
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Proof. Consider equation (2.38) and substitute

v(-a;") = (6" (<o) — 107 (~a7 ).
Wi(b;h) = \%(qﬁ*(—bj‘l) +ig”(=b;1)),  j=1,...,N, (3.3)

see (2.23), for all the factors, and expand the product as a sum over monomial terms of the form
N(zT) N(z7)
N ECN I C!
j=1 k=1

We have in mind formula (2.25) if by, = a;, which reduces the number of terms in the product
of Fermi fields. Taking into account the sign factor sgn(z) corresponding to the order of the
neutral fermion factors, as well as the powers of —1 and i, and noting that there are 27 resulting
identical terms, then gives (3.2). Then (3.2) follows. [

For A = («|f), we have the following lemma.

Lemma 3.3.

(—1)2r(rHD+s (¢7)ymlCT)
Uy = > sgn(¢)(=1)™CImE D D - (3.4)
(=(¢HC)EP(a,)

Proof. In equation (2.34), reorder the product over the factors @DawT_ .1 SO the o, terms
1 . . Lr(tr—1) J . J
precede the ¥ B,—1 Ones, giving an overall sign factor (—1)2 . Then substitute
1 _ (1) _ .
— + T — + ;
¢aj - \/§(¢o¢j - 1¢aj)7 Qﬂ,gj,l - \/i (¢5j+1 + 1¢6j+1)’ WS Z7

which follows from (2.16), for all the factors, and expand the product as a sum over monomial
terms of the form

m(¢t m(¢”)

+ —
.H Pt [l o
J=1 k=1

Taking into account the sign factor sgn(¢) corresponding to the order of the neutral fermion
factors, as well as the powers of —1 and ¢, and noting that there are 2° resulting identical terms,
then gives (3.4). [

)

For A\ = («|f), we also have the following lemma.

Lemma 3.4.

t (—1)zr D+ Al w(¢7)im(¢T)
V=01 > sgn(Q) (=)™ ECNe_ .
=(t.¢)eP(a:p)

4 Bilinear expressions

Below, we assume the condition g = il+i7,_, and we use Lemma 2.14 and results of Section 3.1.
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4.1 KP tau functions as a bilinear expression in BKP tau functions

Let

N
m(a/—b) Z ), m > 0,

N
Z 5 ), m > 0.

||
.
—

.
—_

For a given z = (21, ceey zN(z)), we define
o pR@=) " m>0
j=1

Two-sided KP tau function as a bilinear expression in two-sided BKP tau func-
tions. Then

(p(a .p(a/-b)|g) = (0¥ (b*/—a*)§¥(a/—b)|0) =: 7(a/—b;a/-b|g),

BjE(p () p"(2)|h*) := (0|9 (—2")h " *(2)|0) = TBi(Z z ).

Theorem 4.1. Suppose § = h™h~. Then

= Bl 27,2 [27.2%)" By 4 oyiiiy B - i
T(a/—b;a/—blh"h™) = Z - (22t )T (2727 [h ),
zE’P(a,l?) a

zcP(a,b)

where the factors in square brackets are given by (2.1).

Proof follows from Lemmas 3.1, 3.2 and 2.14. 3
Let us consider the case g =1 (i.e., gy n = 6, for p, A € P) and b=a, a=b, N =1, then
~ 1
7(a/—b;a/-b) = ————,
( )= TG
= =y =35 =7
Lattice KP tau function as a bilinear expression in the lattice BKP tau functions.
Denote 74 5)(9)(a/—b) = (0]¥(b*/—a*)§V¥,|0), labeled by partitions A = (a[) and a Bu
lattice of BKP 7-functions

ra(h)(2) := (0|19 (—2" ) 21 0).
Remark 4.2. The case A = 0 describes the usual (one-side) tau function.

Theorem 4.3. Suppose § = hTh~. Then

ran@a/-b) = 3 [T [ e ()@ ()60

zEP(b*,a*)
HEP (a,3)

where factors in square brackets are given by (2.4) and (2.1). In particular (§ = 1),

A S S N I R R E )

z€P(b*,a*)
REP(a,B)

Proof follows from Lemmas 3.3, 3.2 and 2.14.

Bi-lattice KP and bi-lattice BKP tau functions. In view of the notion of the lattice
tau functions (1.8) and (1.9), it is natural to call g, 5 bi-lattice KP tau function and to call hu i
bi-lattice BKP tau function. Then we get the followmg theorem.
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Theorem 4.4.

g 5 757 C+,C7 ~ 5y

app@h = 2 [ U Wb
(SESSLCT:) a, a, ¢T¢T CT¢
¢+, CHera,p)

+

Corollary 4.5. For g =1, we have

CHe | [¢h.¢
EEDY [ & f ] [ 0B } O¢- g-Oct g+
(€T, ¢7)eP(eB)
({+,¢)eP(a,h)

The simple nontrivial example of the bi-lattice KP tau function Q/\, 5 1s the product s;’l()\) dim A\
where s7,(A) is the so-called shifted Schur function introduced by Okounkov in [4] and dim A is
the number of standard tableaux of the shape A, see [17]. The shifted Schur functions were
used in an approach to the representation theory developed by G. Olshanski and A. Okounkov
in [26]. The simple nontrivial example of the bi-lattice BKP tau function h,, is the product
Q) dim® ;1, where @, (v) is the shifted projective Schur function introduced by Ivanov in [11]
and dim®  is the number of the shifted standard tableaux of the shape p. Functions Q},(v) are
of use in the study of spin Hurwitz numbers [18].

The relation between shifted Schur functions and the shifted projective Schur functions was
written done in [29].

5 Summary of other formulas [29]

5.1 Relation between characters of symmetric group
and characters of Sergeev group

For a given A € OP, one can split its parts into two ordered odd partitions (AT, A7): A =
AT UA™, AT AT € OP, {(AT) + ¢(A™) = £(A). The set of all such (AT, A™) we denote by
OP(A).

From J,, = JB+ 4+ JB™ nodd (see [12]), we obtain the following lemma.

Lemma 5.1.

B+ 7B— B B—

Ja= ) IEINS, Ja= Yy JPLLIPL
(A+,A-)eOoP ateop
AtuA—=A

It is known [17] that the power sums labeled by partitions pa = pa,PA, -+, A € P (here
p = (p1,p2,p3, ... )) are uniquely expressed in terms of Schur polynomials

pa = xalA)sr(p), (5.1)

AEP

while the odd power sum variables (power sums labeled by odd numbers) pa = pa,pa, -,
A € OP also denoted by pg (Where p® = (p1,p3,p5, . .. )) are uniquely expressed in terms of
projective Schur polynomials

PR = > xo(A)Qa(P”) =pa, AcOP.
acDP

Let me recall that the coefficients x»(A) in (5.1) has the meaning of the irreducible char-
acters of the symmetric group Sy, d = |A| evaluated on the cycle class Ca, A = (Aq,...,Ag),
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Al = |A] =d, see [17], and we can write it as xx(A) = (0]JaV|0), where Ja and V) are given
by (2.43) and (2.33), respectively (see, for instance, [20] for details).

The characters of symmetric groups have a very wide application, in particular, in mathe-
matical physics. I will give two works as an example [10, 21].

The notion of Sergeev group was introduced in [4]. The coefficient x2 is the irreducible char-
acter of this group [4, 31]. As it was shown in [4], the so-called spin Hurwitz numbers (introduced
in this work) are expressed in terms of these characters. As it was pointed out in [16, 18], the
generating function for spin Hurwitz numbers can be related to the BKP hierarchy in a similar
way as the generating function for usual Hurwitz numbers is related to the KP (and also to
Toda lattice) hierarchies [19, 24, 27].

We can write these characters in terms of the BKP currents J2 (m odd)

Xa(4) = 2710|7524 0),

see [20].
From Lemma 3.3 and (5.1), we obtain the following theorem.

Theorem 5.2. The character xx, A = («|fB) evaluated on an odd cycle A € OP is the bilinear
function of the Sergeev characters as follows:

ot ot vhv A
Xep(B) = > 2 )[ a, B }XVBf(N)XVB (A7).
(wtvo)eP(a,B) ’
(AT ,A—)eOoP(A)

5.2 Relation between generalized skew Schur polynomials
and generalized projective skew Schur polynomials

This section may be treated as a remark to [7]. Let us find the relation between the following
quantities:

Sx/u(P') = (01¥55(p") ¥,[0),
QV/O(pB) = <0|<I)79:YB (QPB)@V‘O>a (53>

where the power sum variables are as follows: p’ = (p1,0, p3,0,p5,0,...), p° = %(pl,pg,pg), ce),
where A\ = («|f), n = (7v]d) and where «, 5,7,6,0,v € DP.

Theorem 5.3.

s,\/u(P/) = Z [V;:;} [Wﬁ} Qu+/0+ (PB)QV—/G— (PB).

)
(wtwv=)eP(a,p) g
(0F,07)eP(7,5)

For the proof, we apply Lemma 3.3 to the first equality (5.2) and consider all possible parities
of m(ui),m(ﬁi) to apply Lemma 2.14 and take into account the fermionic expression (5.3).

Theorem 5.3 in a straightforward way can be generalized for the generalized skew Schur and
skew projective Schur polynomials which we define as follows. Suppose

A
§=9(C) = exmns,
where the entries C;; form a matrix. Also suppose

hE = hE(A) = X Audl o]
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where now the entries A;; = —Aj; form a skew-symmetric matrix. Suppose that
gl0y = 0)er,  RE[0) =0}z,  c12€C,  c19#0. (5.4)

Define the generalized skew Schur polynomials and the generalized projective skew Schur
polynomials (the same, generalized skew Schur’s @-functions) by

$x/u(Pl9) = (LY (P)JIN), (5.5)
QV/O(pB’iLi) = <0‘q)79:yBi (zpB)iLi(I)y|0>' (56>

Remark 5.4. In [8], sy/,(p|g) was defined by s,,,(p|C) and Q,,/g(mei) was defined by
Ql//@(pB’A)'

Remark 5.5. The constraints (5.4) are sufficient, but not necessary, for the polynomiality
condition of the right-hand sides in (5.5) and (5.6).

The polynomiality of (5.5) in p1,...,p|z—|, and the polynomiality of (5.6) in p1,...,pp g
follows from (5.4). One can treat a given p as a constant and study s),,(p|A4) as the function
of discrete variables \; — ¢ and pu; — <.

Theorem 5.6. Suppose § = h™h™ and (5.4) is true. Then

AN V+>V7 9+797 Bil+ BB—
SA/,u(p |g) - E o 6 P Qu+/9+ (p | )QV‘/G‘ (p ’ )
(vt vo)EP(a.B) ’ i
(0F,07)eP(v,9)

The proof is based on the same reasoning as the proof of the theorem in [8]. We omit it.
For a given function r of a single variable, introduce

$x/u(Plr) = (0[P, % (P)¥A|0),

Qu/0(P°Ir) == (0]®_p9,*(2p") 2, [0),
where
S5 5P Ykez wkw,t+jr(k+1)~-r(k+j>’

PAYT(I)) =€
’AYB(QPB) — ez;il,odd %pj Zkez(7l)kqﬁlf—j(bitkT(k+1)"'r(k+j)
' * .

By the Wick theorem, we obtain

Sk/u(p’r) = det (T(/LZ —i+ 1) o 'r()‘j - j)s(/\i—uj—i+j) (p))i,j'
The similar relation for @, (pB|r) is more spacious, the Wick theorem yields a Nimmo-type
pfaffian formula, we shall omit it. We have

syu@r) = Y [V+7V_] [%9—} Qu o+ (PP 1) Qu- o~ (P°Ir).

« )
S B Vs
(0F,07)EP(7,5)
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5.3 Relation between shifted Schur and shifted projective Schur functions

Let us recall the notion of the shifted Schur function introduced by Okounkov and Olshanski [25].
In can be defined as

. dim \/p $x/u(P1)
where n = |A|, k = |ul|, p1 = (1,0,0,...) and
dim A/p = sy/,(P1)(n—k)!,  dim A= s)(p1)n!

are the number of the standard tableaux of the shape \/u and A respectively, see [17]. The

function s},(A) as a function of the Frobenius coordinates is also known as Frobenius—Schur

function F'S(«, 3)
On the other hand, Ivanov [11] introduced the projective analogue of shift Q-functions

ey Qup(p1)
%) =0,

Therefore,

STV S A | M R O RO R A i)

« 1)
(v v =)EP(a.B) B t
(0F,07)eP(~,d)

Let me add that both s* and Q* were used in the description of the generalized cut-and-join
structure [18, 19] in the topics of Hurwitz and spin Hurwitz numbers.

A  Wick’s theorem

The following summarizes the implication of Wick’s theorem for fermionic VEV’s in a form that
is used repeatedly in this work (see, e.g., [5, Section 5.1]).

Theorem A.1 (Wick’s theorem). The vacuum expectation value of the product of an even
number of linear elements {w;}1<i<on of the fermionic Clifford algebra is

<0‘w1w2 cee wgn‘0> =Pf (Wz]) (Al)

1<i,j<2n
where {Wijti<ij<on} are elements of the skew 2n x 2n matriz defined by
(Owiw;|0) —if i <,
Wij =40 if i = j,
—(OJwiw;[0) if i > j,
whereas the VEV of the product of an odd number vanishes
<0\w1w2 te w2n+1‘0> =0.

In particular, if half the w;’s consist of creation operators {u;}i—1, ., and the other half

1111

annihilation operators {U;r }i:I s so that
(Olugusl0) =0, (Opfvljo)y =0,  1<ij<n,
then (A.1) reduces to

(Oluro] - unvf]0) = det ((Ofus[0)),;
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