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Abstract. The evaluation of graphs on 2-spheres is a central ingredient of the Turaev—Viro
construction of three-dimensional topological field theories. In this article, we introduce
a class of graphs, called extruded graphs, that is relevant for the Turaev—Viro construction
with general defect configurations involving defects of various dimensions. We define the
evaluation of extruded graphs and show that it is invariant under a set of moves. This
ensures the computability and uniqueness of our evaluation.
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1 Introduction

Topological field theories have mediated many relations between topology and representation
theory: they also have applications in the theory of topological phases of matter, in quantum
computing and for the construction of correlators of 2-dimensional conformal field theories. As
a consequence, topological field theories, in particular in three dimensions, have been intensely
studied in the last few decades. Various constructions of topological field theories have been
developed; the state-sum construction combines the virtues of providing fully local theories,
together explicit tools for concrete computations.

It is by now well accepted that topological field theories should be studied on stratified
manifolds where strata of various codimensions can be endowed with representation-theoretic
decorations. Such strata, also called defects, are central for applications to representation theory;
they also provide insight in symmetries and dualities of the topological field theories; for an early
study in the case of 3-dimensional Dijkgraaf-Witten theories see, for example, [17].

In the context of state-sum constructions, defects have recently been studied intensely;
a selection of papers includes [2, 6, 8, 11, 22, 23, 25]. The stratifications discussed in these
papers are, however, of limited generality. We describe the more general case which has also
been treated recently in [7] (see also [5, 9]): consider, for simplicity, a closed oriented 3-manifold,
together with a skeleton in the sense of [30]. We label the 3-cells of the skeleton by spherical
fusion categories and the 2-cells by appropriate bimodule categories with trace. Figure 1 shows
two 3-cells labeled by A and B as well as 2-cells labeled by K, M and N.

In the simplest situation, which corresponds to the theory described in, e.g., [30], all 3-cells
are labeled by the same spherical fusion category A and all 2-cells by the regular A-.A-bimodule
category, which is the category A with left and right action given by the tensor product in A.
We refer to this situation as the monochromatic labeling. In this way, we recover the classical
Turaev—Viro construction.
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Figure 1.

At a 1-cell (or edge) of a skeleton, finitely many 2-cells labeled by possibly different bimodule
categories meet. For example, at the 1-cell in Figure 1 that is labeled by x, four 2-cells meet.
The orientation of the 1-cells, together with the orientation of the ambient 3-manifold, provides
a cyclic order for the adjacent 2-cells. The labeling is such that we can assign the cyclically
balanced Deligne product of the bimodule categories to the 1-cell. We decorate each 1-cell with
an object in this balanced Deligne product. These objects are denoted by v, w, x, y, z in Figure 1.
We call such a labeled 1-cell a generalized Wilson line.

In the monochromatic case, the balanced Deligne product is equivalent to the Drinfeld center
of A. Indeed, ordinary bulk Wilson lines are labeled by objects in the Drinfeld center. Since
the Drinfeld center is monoidal, there is a distinguished transparent label for a bulk Wilson line:
the monoidal unit of the Drinfeld center. (It should be appreciated that the treatment of bulk
Wilson lines in [30] is slightly different: they enter as additional geometric data and are not
realized as 1-cells in the skeleton.)

Finally, we consider vertices where several 1-cells meet. An example in Figure 1 is the vertex
labeled by ¢ in which 1-cells labeled by v, w, x, y and z meet. In the monochromatic case of
ordinary Wilson lines labeled by objects x1, ..., x, in a Drinfeld center Z(.A), the label for the
vertex is an invariant tensor Homz(4)(1,21 ®---®x,). In fact, such a labeling requires auxiliary
choices like a linear ordering of the objects z;. This can be avoided by considering a small sphere
around the vertex; this sphere has labeled marked points where the bulk Wilson lines pierce
the sphere. In this situation, we have the corresponding block space for Z(.A) on the sphere at
our disposal, which does not depend on auxiliary choices. We therefore assign an element in
the block space to the vertex. To apply a similar strategy beyond the monochromatic case, we
use that block spaces, even in the presence of defects, have been constructed in [20]. While the
block spaces in [20] have been constructed for framed surfaces, we here use a variant for oriented
surfaces. As explained in Remark 3.4, this is not a problem in the situations we consider.

We call a 3-manifold with embedded labeled skeleton a labeled defect 3-manifold; a topological
field theory has to assign a scalar to such a manifold.

The state-sum construction of such an invariant then proceeds as follows: one chooses as
state-sum variables objects in the bimodule categories that are assigned to the 2-cells of the
skeleton. (At a later stage in the state-sum construction, there will be a summation over
these variables.) For a fixed choice of state-sum variables, one constructs a vector space V(. ,)
for each half-edge (e, ), i.e., for each pair consisting of a 1-cell e and a homotopy class ¢ of
embeddings [0,1) — e that send 0 to an end point of e. The reader is invited to think about this
space as a space of invariants. This, however, is only literally true in the transparent case; we
construct the relevant vector spaces in Section 3.2. Each edge gives rise to a pair of half-edges.
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The trace structure of the bimodule categories incident to the edge gives rise to a non-degenerate
bilinear pairing on the two spaces of invariants.

To the labeled defect manifold, together with a choice of skeleton and a choice of state-sum
variables, we associate the tensor product V := ®(67L) Vie,) of these vector spaces over all
half-edges. There is a non-degenerate bilinear pairing for the two vector spaces associated to the
two half-edges (e,¢4), (e,1—) of an edge e. Hence the vector space Vi, ) ® V., ) and also V as
a tensor product of such spaces comes with a distinguished non-zero vector *.

The vector space V' can also be organized as a tensor product over vertices,

V=) & Vi
v (e,) incident to v

Around each vertex, we obtain the following situation which is depicted in Figure 2 and which
we call an extruded graph.

Figure 2.

In the monochromatic situation, without bulk Wilson lines, we obtain a labeled graph on
a small sphere surrounding the vertex. Its edges are the intersection of the 2-cells with the
sphere and hence labeled by the state-sum objects. Its vertices are the intersection of 1-cells
with the sphere and hence labeled with invariant tensors. By the standard graphical calculus
of spherical fusion categories [3] such a graph can be evaluated to a scalar, giving a linear
form |—|: V — K. Applying all these vertex evaluations to the distinguished vector x € V' gives
a scalar [x|; the weighted sum over these scalars for different choices state-sum variables is
expected to be independent of the choice of skeleton; it is a natural candidate for the Turaev—Viro
invariant.

The vertex evaluation is thus a central ingredient of the Turaev—Viro construction. A Turaev—
Viro construction for a general defect 3-manifold needs such an evaluation for extruded graphs.
The main result of this paper is such an evaluation, along with the proof that it has all the
properties that make it algorithmically computable. This work does not contain a proof that
a Turaev—Viro theory can be built using our evaluation. In particular, proving the independence
of the invariant for 3-manifolds from the choice of skeleton involves combinatorial geometry for
stratified manifolds for which the authors are not experts. Some more discussion on the assembly
into a state-sum model can be found in [16, Section 5.4]. We expect the resulting theory to be in
agreement with the one presented recently in [7].

To define such a vertex evaluation one could envisage the following (standard) strategy: exhibit
a series of moves that reduces the extruded graph to a standard graph on the sphere. A good
candidate for such a standard graph would be a loop on the sphere with a marked point labeled
by an endomorphism. The standard graph could then be evaluated by a trace. This strategy
has a crucial problem: one has to show that any combination of moves that simplifies a graph
gives a trace with the same numerical value. This requires a careful analysis of relations between
different moves. In our situation, this is a very difficult problem, since the combinatorics of
extruded graphs is involved and, to our knowledge, has not been developed.
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Hence, in this paper, we use a rather different strategy: we define an evaluation for all extruded
graphs and then prove theorems stating that a certain set of natural moves does not change
the value of the evaluation. The main idea of our definition is as follows: the block space T, in
which the label ¢ for a vertex v is chosen comes by definition [20] as a subspace of a pre-block
space Th. We show that the labels we have chosen for the state-sum variables and the invariant
tensors combine to an element in the pre-block space TP. We then use the spherical structure on
the fusion categories to exhibit T not only as a subspace, but as a retract of TP. This defines
the evaluation. We then introduce a set of moves and prove that the moves leave the evaluation
invariant. The set of moves allows us to reduce the graph so that in the end, we evaluate a trace.
This ensures that our evaluation procedure can be explicitly implemented in practice.

For the practitioner, the content of this article can thus be reduced to the following statements:
there is a well-defined evaluation procedure for extruded graphs, and using the moves described
in Section 4.1, the evaluation of any extruded graph can be reduced to the computation of a trace
on a bimodule category.

This paper is organized as follows: Section 2 fixes conventions and notation; and some
algebraic notions, such as bimodule categories with trace and relative Deligne products, are
recalled. Moreover, diagrammatic notation used to manipulate morphisms is introduced in
Section 2.7, and in Section 2.8, we define (split) equalizers of bi-balanced functors.

Section 3 starts with the Definition 3.1 of extruded graphs. We continue by describing the
block space from Section 3.2, which is associated to an extruded graph, as a split equalizer of
a bi-balanced functor; this uses semisimplicity and the existence of spherical structures on the
involved fusion categories. In Definition 3.11, the evaluation of extruded graphs is introduced as
a linear map associated to an extruded graph. We then show in Theorem 3.16 that loop graphs
are evaluated to traces.

Section 4 is dedicated to moves of invariance, see Definition 4.1. We give a list of six selected
moves in Section 4.1, among which three are sufficient to make a uniqueness statement: our
evaluation is unique in that a) it is left invariant by these moves and b) loop graphs are evaluated
to traces; this is proved in Theorem 4.7.

The two appendices are reserved for more technical proofs, in particular for the proof that
the moves are really moves of invariance.

2 Algebraic preliminaries

We need to fix notation, and recall standard concepts, such as bimodule categories, categorical
centers and the relative Deligne product. Lesser-known structures which are reviewed include
bimodule traces in Section 2.5.

Throughout this paper, fix an algebraically closed field K of characteristic 0. We will mainly
work with K-linear categories, using standard terminology that can be found in [14]. When not
stated otherwise, all linear categories are also assumed finite and semisimple.

The following notational conventions serve to shorten the presentation:

e Given any category C with objects =,y € C, we denote Hom-sets by angled brackets
(z,y) := c(x,y) := Home(z,y).

e Lowercase bold letters (x,y,...) are used for simple objects. In a finite semisimple
category C, the notation ) _.--- stands for a sum over the set of isomorphism classes of
simple objects of C, with x assuming the value of a representative for each class in the sum.

e We denote the opposite category C to any category C by an overline. If x AN Y —f—> z are
objects and morphisms in C, then we also denote the corresponding objects and morphism
in C by an overline: z — ¥y -5 Z. In other words, fog=gof.
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e We treat the Deligne product X XY of (as always, finite) linear categories X and )
as strictly associative and use tacitly that the equivalence YKY = YX X is part of
a symmetric structure.

e A morphism between finite direct sums f: @,.; Xi — EB]-EJYj is determined by the
family of morphisms ;f; := jpro f oincl;: X; — Y}, which we call the matriz elements or
components of f.

2.1 Calabi—Yau categories

Definition 2.1 (cf. [10, 26, 29]). A linear category C equipped with a trace Tre, that is,
a collection of maps Tr¢: ¢(z,x) — K for each object = € C satisfying

e Symmetry: Tre(f o g) = Tre(g o f) for morphisms f: x — y, g: y — « in C; and

e Non-degeneracy: The assignment f — Tre(f o —) defines an isomorphism ¢(z,y) = ¢(y, z)*
for each f: x — y in C,

is called a Calabi—Yau category. For any object z € C, the scalar d, := Tre(id,) is called the
dimension of x.

Lemma 2.2 ([29, Proposition 5.2]). The trace of a (finite semisimple) Calabi—Yau category C is
determined by its dimension vector (dx), that is, the finite list of dimensions dx of (representatives
of) simple objects x € C. The entries of the dimension vector are non-zero, dx # 0. Conversely,
any list of non-zero scalars for each isomorphism class of simple objects defines a trace.

The “squared norm” D¢ := . _d2 of the dimension vector is called the dimension of the
Calabi—Yau category C. If C and D are two Calabi—Yau categories, then the Deligne product C XD
is a Calabi—Yau category with trace Trexp(f ® g) := Tre(f)Trp(g) for endomorphisms f in C
and ¢ in D. The dimension of the product category is the product of the dimensions of the
factors

Dewp= Y, di=> dig, =) did}=DcDp.

zeCXD xeC xeC
yeD yeD

2.2 Monoidal categories

We treat all monoidal categories as strict. For the monoidal product of two objects a and b, we
simply write ab, with the exception of the tensor product ® of vector spaces. Reversing the
product of a monoidal category A leads to another monoidal category, denoted A™".

The monoidal categories we consider are pivotal, i.e., they are a rigid and a monoidal
isomorphism from the bidual functor to the identity functor has been chosen [14, Definition 4.7.7].
Thanks to the coherence theorem [27, Theorem 2.2], we treat the pivotal structure as strict as
well. We will therefore not distinguish between left and right dualities, and denote by a* the
dual of an object a in a pivotal category. We occasionally make use of the fact that a pivotal
structure on a category A gives rise to a distinguished monoidal equivalence A = A™V, which
is the identity on objects and sends morphisms f to the dual morphism f*. We denote the
evaluation and coevaluation maps by

evy: aa® — 1 and qcoev: 1 — a*a. (2.1)

Instead of distinguishing between left and right evaluation and coevaluation, we stick to the
morphisms (2.1) and use

evgr: a*a— 1 and arcoev: 1 — aa®

for the other duality.
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Both the left and the right pivotal trace endow a given pivotal fusion category A with the
structure of a Calabi—Yau category. If the two traces agree, the category A is called spherical,
and it carries the structure of a Calabi—Yau category in a canonical way.

2.3 Diagrammatic notations

We use the standard diagrammatic notation of string diagrams. These are always read bottom-
to-top: for example, given morphisms f: z ® y* — z, g: y — w* in a pivotal category A, we
write

Y w
24 | g
(z®@9)o(f®y)o (x® ycoev) = r : (2.2)

I

For generalities on string diagrams, we refer to [30].

In the string diagram (2.2), all strands are labeled by objects and all coupons are labeled by
appropriate morphisms. We need to work with linear maps between Hom-spaces and therefore
introduce and extension of the graphical calculus to diagrams in which we leave one coupon
empty, drawn with a double outline. Such a diagram represents a linear map from the Hom-
space associated with the empty coupon to the Hom-space in which the fully labeled string
diagram evaluates to a morphism. The following example shows a linear map between Hom-
spaces (x ® y*, z) — (x, 2 @ w*):

Y w
9

== (z®g)o(f®y)o(r®ycoev)).

Iy

Since they describe maps of Hom-spaces, these diagrams with empty coupons are composed by
inserting the pre-composed diagram into the empty box of the post-composed diagram. This is
illustrated below, in an example which describes a composition of linear maps

Vect<<$y*y) Zw*>a <$7 Z’lU*>> & Vect<<xy*7 Z>7 <55y*y7 Zw*>> i> veCt<<$y*7 Z>7 <‘/Ea ZU)*>>,

w w

z4 yw z g z g
o = . (2.3)

O STh| T

In Sections 2.6 and 2.7, we will see further generalizations of these diagrams.

2.4 Hom-space contractions

For a finite-dimensional vector space V', we follow [30] and denote the image of idy under the
identification (V, V) 2 V@V™* by x € V@V™*. It is useful to recall that an explicit form of « is given
as follows: Pick a basis (¢o) of V' and denote the dual basis of V* by (¢},). Then x = )" ¢a @ ¢}
The following Sweedler-type notation is convenient: x = %) @ x(y«) € V@ V™.
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Let V be a Hom-space V = ¢(x,y) of a Calabi-Yau category C. It then makes sense to
consider the image of x under the isomorphism ¢(z,y) ® ¢(z,y)* = ¢(z,y) @ ¢(y,z). We denote
this image by * as well, and its Sweedler components by x =, ,y ® x(, ;). When using graphical
notation, we write

Y T
* = ® .
T Y

This allows us to express resolutions of the identity of an object x in a Calabi—Yau category C
diagrammatically

Z dx *(x,x) O*(x,x) = Z dx X ldm (24)

X
T

Recall that according to our conventions, this is a sum over isomorphism classes of simple
objects x of C. The following variation of (2.4) will also be useful

D k) © * o) @ (k) © *(y) = * ) © Xy (2.5)

The notation can also be used to conveniently express the multiplicity dim(x,x) of a simple
object x in an object z in a Calabi-Yau category C dim(z,x) = Tre(%(xz) © *(z,x))-

2.5 Traced bimodule categories

Given a monoidal category A, we consider left A-module categories M. This is a category
equipped with an (exact) action functor A x M — M, denoted (a,m) — am, together with
coherence data and axioms. For details, we refer to [14].

We are interested only in finite and semisimple module categories over fusion categories. In
particular, all of our module categories are exact.

There are the obvious related notions of right module categories and bimodule categories.
A left A-module category can be equivalently described as a right A™V-module category. An A-
B-bimodule category is the same as a left A X B"V-module category. Lastly, every linear category
is canonically equipped with the structure of a left or right vect-module category. Hence, a left
A-module category can also be seen as an A-vect-bimodule category.

We will make tacit use of these identifications. To keep in mind which type of module category
a particular category is, we sometimes write, for instance, 4Mp = M for an A-B-bimodule
category, and similar for left and right module categories.

For every fusion category A, we can consider the regular bimodule category 4.A 4, whose action
functors are given by the monoidal product.

Because we work over finite tensor categories, the bimodule categories we consider have
internal Homs with respect to each action. This means that given objects m,n in a bimodule
category 4Mp, there are internal Hom-objects 4[m,n] € A and g[m,n| € B, characterized by
the existence of isomorphisms 4(a, 4[m,n]) = y(am,ny, g(b, Alm,n]) = r(bm,n).

Pivotal structures on monoidal categories lead to a unique module structure on the opposite of
a module category: For a bimodule category 4Mp over pivotal categories A and B, the opposite
category M is canonically a B-.A-bimodule category, with actions defined by bma := a*mb*.
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If a bimodule category 4Mp over pivotal categories A and B also carries the structure of
a Calabi—Yau category, it is natural to impose the following consistency condition: Let a € A,
b € B, and m € M be objects, and let f: amb — amb be an endomorphism in M. The morphism

ptr(f) := (evg=mevy) o (a™ fb*) o (gcoevimyxcoev), (2.6)

which is an endomorphism of m, is called the partial trace of f with respect to a and b. The
consistency condition between the Calabi—Yau structure and the module actions on M mentioned
above is

Trp(f) = Trpa(ptr(f)). (2.7)

Equation (2.7) can be illustrated in a string diagram [29, equation (3.31)]

m
atrm| b4
Tr aq f =Trapm | ¢ f b
atrm| b4 .
ptr(f)

Following [29], we call a Calabi—Yau structure on a bimodule category over pivotal fusion
categories which satisfies the partial trace property (2.7) a bimodule trace. The corresponding
notion for a one-sided module category is called a module trace. We refer to a (bi-)module
category equipped with a (bi-)module trace as a traced (bi-)module category. The proof of the
next lemma is left to the reader.

Lemma 2.3. Let A be a pivotal fusion category. The following statements are equivalent.

(1) A is a spherical fusion category.

(2) The regular bimodule category s A admits a bimodule trace.

If either statement is true, then the bimodule trace on 4 A4 is unique up to a mormalization
factor. If in addition, the bimodule trace is normalized such that the dimension of the monoidal
unit is 1, then the bimodule trace is equal to the (left or right) pivotal trace.

Remark 2.4. Given two A-module categories M and N, the product category M x N can
be equipped with the structure of an A-module category by simultaneous action on the compo-
nents, which is denoted M B N. This module category is called the direct sum of M and N.
A module category M is called indecomposable if the existence of an equivalence of module
categories M = N H K implies that either N or K is equivalent to M, with the other being
trivial. The structure of a bimodule trace on an indecomposable bimodule category is, if it exists,
unique up to a scalar [29, Proposition 4.4]. The question whether or not a (bi-)module category
admits a bimodule trace can be stated as an eigenvalue problem [29, Propositions 5.4 and 5.7].

Remark 2.5. The relevance of the structure of a bimodule trace for TF'Ts can also be understood
from the perspective of homotopy fixed points: It is expected that spherical fusion categories
are SO(3)-fixed points in the homotopy category of fusion categories [13]. We expect traced
bimodule categories to be the corresponding SO(3)-fixed point morphisms.

A module trace also provides a relation between the (pivotal) dimension of an internal Hom
object, and the dimensions of the objects in the module category.
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Lemma 2.6. Given a left A-module category M over a spherical fusion category A with a module
trace, the dimension of the internal Hom for simple objects m,n € M can be computed as follows

D 4
A[m,n] = mdmdn .

d
Proof. Following [29, Section 5], we call the square matrix @ with entries Qnm := d ;[m,n) for
(representatives of isoclasses of ) simple objects m,n € M the dimension matriz of M. From [29,
Proposition 5.7], we know that @ is of rank 1 with only non-zero entries. This implies that @ is
of the form Qnm = &nCm for non-zero scalars &, (m € K.

Moreover, the module trace on M causes the dual of the internal Hom to behave much like
the dual of the Hom-space

.A[m’ n]* = A[na m] (28)
for all objects m,n € M. This is easy to check using the Yoneda lemma; for a € A, we have

(a, Aln,m]) = (an,m) = (m,an)* = (a*m,n)*

(@®, alm, n])" = (alm, n],a*) = (a, alm, n]").

Due to (2.8), the dimension matrix ) is symmetric, which means that &, = (m for all simple
representatives m € M.

The dimension vector is an eigenvector of the dimension matrix ) with eigenvalue D 4, see
[29, Proposition 5.4]

Z Qnmdm = Z gnémdm = DAdn-

As &, and Dy are non-zero, this is equivalent to the following:

mdm d
721“5 == =),

DA gn

where we introduced a non-zero scalar A that does not depend on n. Substituting &y, = dTm7 we

find

dmdm D
X:H)I\DA = A, and hence D—/: = \2

Finally, we obtain the statement of the lemma

dode D
dA[m,n] = Qnm = fnfm = T = mdmdn [ ]

The following lemma extends the x-notation from Section 2.4 to string diagrams in traced
module categories. More, precisely, the following lemma holds.

Lemma 2.7. Let M be a left A-module category over a spherical fusion category A with
a module trace. Let there be objects m, n € M and a € A. Denote by (p,) a basis of the
Hom-space a(m,an), and the elements of the dual base by ¢}, € (an,m).

Then the a-indexed families of morphisms (evgxn) o (a*¢q) and (a*}) o (scoevn) form dual
bases of the Hom-sets (a*m,n) and (n,a*m), respectively.
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Using the x-notation introduced in Section 2.4, this statement can be expressed as the equality

*(a*m,n) ® *(n,a*m) = ((eVa*n) o (a**<m,an>)) ® ((a**(an,m)) o (aCOGVTL)),

or graphically as

n ay [m m. . |m
® = ® .
ay |m n a n n

Proof. We merely need to show that the duality relation

Traq((evarn) o (a*pq) o (a*pk) o (qcoevn)) = dq, (2.9)

[N}

holds. Using the compatibility (2.7) of the module trace with the partial trace, it is easy to
see that the duality relation (2.9) is inherited from the duality relation of the original dual
bases ¢a, g

Tra((evarn) o (a%¢a) o (a

2.6 " : *
O e pi (g 0 02) 2 Teat(ga © 95) = dua n

2.6 Centers of bimodule categories

Let 4M 4 be an A-A-bimodule category. Given an object m € M, a family of isomor-
phisms br?: am — ma for each object a € A, satisfying the conditions br?, = (br:b) o (abrj)
and brj =id,, is called a balancing for m. The linear category Z4(M), whose objects are
pairs z = (m, br?), where m € M and br® is a balancing for m, and whose morphisms f: z —
2’ = (m/,br*') are morphisms f: m — m/ satisfying the condition that br? o (af) = (fa)obr?, is
called the center of M We denote the forgetful functor z — m, which forgets the balancing, by
U: Zy(M) — M. If M is the regular bimodule category 4.4 4, the center Z 4(A) is the Drinfeld
center of A.
Given objects z € Z4(M) and a € A, we define a particular pair of morphisms in M

brev,,: aU(z)a* — U(z) and acobrev,: U(z) — a*U(2)a,

to be called braided evaluation and braided coevaluation. They can be defined in two equivalent
ways, which are the left- and right-hand sides of the equations below

brev,, := (U(2)evqy) o (bria*) = (ev,U(2)) o (a(bri.)™"),
wcobrev, = ((brg*)_la) o (U(z)qcoev) = (a*br) o (qcoevU(z)). (2.10)
In diagrammatic notation, we represent the braided evaluation and coevaluation as
z
| and acobrev, = aw , (2.11)

M |
| :

where we introduced the convention that objects of the center are drawn as red lines. Pictures
such as (2.11) containing objects in the center Z4(M) of a bimodule category M are always
diagrams in M, not Z4(M). When evaluating such diagrams, the forgetful functor has to be
applied to all objects labeling red lines, and crossings between red and black lines need to be
replaced by balancings. Unlike in the diagrammatic calculus for a braided monoidal category,
there are no over- and under-crossings that need to be distinguished.

brev,, =
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Remark 2.8. Any linear category X' can be seen as a vect-vect-bimodule category. With respect
to these vect-actions, every object x € X admits a balancing, and all balancings are isomorphic.
Hence, there is an equivalence of categories X' = Zyect (X).

Remark 2.9. An alternative model for the center is given by the category of bimodule functors
and bimodule natural transformations Fun 4 4(A, M), see [15, Section 2.8]: There is a canonical
equivalence of categories Fun 4 4(A, M) = Z(M): F — F(1).

2.7 Balanced functors and their diagrams

The center of a module category M over a monoidal category A can also be characterized
by a universal property: A balanced functor consists of a functor F': M — X, equipped with
a family of isomorphisms 7, : F'(am) — F(ma), natural in a € A and m € M, which moreover
satisfies Yab,m = Vb,ma © Ya,pm- Balanced functors form a category Fun”(M, X'), whose morphisms
are balanced natural transformations, i.e., those natural transformations n: F' = G which are
compatible with the balancings v*" and 7¢ of F and G in that fygm O Nam = Mma © 75 m- UD
to equivalence, the center Z4(M) is the unique category such that there is an equivalence of
functor categories Fun”(M, X') =2 Fun(Z4(M), X).

Let M be a (left) module category over any monoidal category A, and let N be a right
A-module category. The category N X M is an A-A-bimodule category. The balanced functors
out of categories of this form are of particular interest to us. We usually denote the balancing of
a functor F: NX M — X into a category X as Y qm: F(na,m) — F(n,am).

The prototypical example of such a balanced functor is the Hom-functor of a module cate-
gory M over a rigid monoidal category A: Let N' = M, which is a right .A-module category
with action ma := a*m, where a* here denotes the right dual. Then the evaluation morphism
defines isomorphisms

— / ¥ / — /
<ma,m> = <a*m,m > = <m,am >,

which assemble into a balancing of the Hom-functor. The Hom-functor of a bimodule cate-
gory 4Mp has even more structure, as it is balanced with respect to the A X B™V-action on M.
In general, if N is a B-A-bimodule category and M is an A-B-bimodule category, then we say
a functor

F: BNAgAMB_)X

is bi-balanced, if it is equipped with a balancing between the right AKX B™V-action on A and the
left AX B™V-action on M.
We also call functors

G: pNyAXpMp — X,

bi-balanced, if they are equipped with two balancings, one for M and one for N, which are
required to commute. In the ambiguous case A = B, a functor can be bi-balanced in either way.
We introduce the following terminology

F: m KMy — X “disconnected” balancings, (2.12)
F: ANAK M4 — X “connected” balancings. (2.13)

We next develop a graphical calculus for bi-balanced functors of the “connected” type that is
tailored to our purposes. In particular, given a bi-balanced functor S: AN/ x M — X, we will be
able to pictorially represent those morphisms in X which are built from
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e morphisms of the form S(f,g) where f and g are morphisms in A and M, respectively;
and

e the balancing isomorphisms of S, and their inverses.
Our diagrams specialize to the diagrams we introduced in Section 2.3 for the choice of the

Hom-functor as bi-balanced functor S.
) ) h . .
For morphisms my = mo 9y ms in M and ny — ny in N , we write

| m,

g

[ m, |,

f g

[, =S5 |h, Tm, = S(h,go f),
S f

| n, ™

h

| n.

5

which represents a morphism S(n;,m;) — S(ng,ms3) in X. Given objects a € A, m € M,
and n € N, we draw the following diagram to represent the left balancing of S

m
] = Tnam: S(a*n,m) — S(n,am). (2.14)

n

As usual, the juxtaposition of a strands labeled by ¢ € A and m € M stands for the ob-
ject am € M. For bi-balanced functors, bending around strands is allowed both on the left and
on the right-hand side of diagrams. To illustrate this, consider the following picture, which
represents a morphism S(a*n, mb*) — S(nb, m’) in X

[m’

f

m ight—1
= S(f,mb) o s Loyt - (2.15)

If we consider the special case where N' = M = B = 4A4 is the regular bimodule category,
and X = vect, we can choose S to be the Hom-functor of A, which is a bi-balanced functor.
Diagrams such as (2.15) then specialize to the diagrams we encountered in Section 2.3, with the
modification that the previously empty double-box is now labeled with the name of a functor, in
this case Hom. The reason why these diagrams really specialize to the diagrams from Section 2.3
for the Hom-functor is that “bending around strands” as in (2.14) encodes the Hom-functor’s
balancing, which is defined using a coevaluation; on the other hand, the coevaluation is also
represented by bending around a strand in the diagrams from Section 2.3, which are derived
from string diagrams. The Hom-functor of a module category M over A also comes with a linear
map (m,m’) — (am,am’) for each triple of objects a € A, m,m’ € M, which is part of the
data of module action functor. If A is a rigid and pivotal, this linear map can be expressed using
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the balancing of the Hom-functor, together with either an evaluation or a coevaluation. This is
true of any balanced functor S: N/ x M — X over a pivotal category A: The two expressions

—1
Yan,a,m © S(acoevn, m) =a S = Yn,a*,am © S(n, evy* m)

n

are equal.

Of course, diagrams for bi-balanced functors can be composed, and the composition operation
is the same we already encountered in (2.3): inserting the pre-composed diagram into the double-
box of the post-composed diagram. In this way, our diagrams are similar to other approaches to
graphical calculi, such as the “corollas” appearing, for example, in [21, for the composition see
Example 2.14].

We leave it to the reader to convince themself that the evaluation of diagrams for bi-balanced
functors is well defined and that isotopic diagrams evaluate to equal morphisms. In any case, the
diagrams throughout this work are meant as illustrations that can, at any point, be translated
into standard notation.

2.8 (Split) equalizers of bi-balanced functors

Let now 4N 4 and 4M 4 be A-A-bimodule categories, and let S: N’ x M — X be a bi-balanced
functor (in the “connected” sense of (2.13)). From S, we will now construct another bilinear
functor eqS: Z4 (N) X Zp(M) — X, to be called the equalizer of S.

Given objects x € ZA(N) and y € Z4(M), the value eqS(z,y) € X is the essentially unique
object such that the diagram

eqS(z,y) — S(U(x),U(y)) (2.16)

is an equalizer. It is straightforward to verify that a morphism u: y — ¢ in Z4(M) defines
a morphism of equalizer diagrams, making eqS functorial in the second (and in the same way,
the first) argument.

Example 2.10. If M = N and S: M x M — vect is the Hom-functor, then the equalizer of S
on z,y € Z4(M) is the Hom-functor of the center: eqa(—, =) = 7, (a0 (—, —)-

Remark 2.11. The assignment S — eqS is functorial: A bi-balanced natural transforma-
tion n: S = S’ from S to another bi-balanced functor S’ defines a morphism of diagrams between
the diagram (2.16) and the diagram obtained from (2.16) by replacing S with S’. Therefore,
71 defines a morphism from the equalizer of S to the equalizer of S’.

To proceed, recall the concept of a split equalizer [24, Section VI.6].
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Definition 2.12. Let u, v, w be objects of any category X. A split equalizer is a diagram of the
form

r KT
D S —
u—5— v g w,

where to f =id,, tog=ceor, foe=goe, and r oe =1id,. In particular, r and t are retracts
of e and f, respectively.

A contractible pair is a pair of parallel morphisms f,¢g: v — w, together with a mor-
phism t: w — v, such that an equalizer of f and g exists, to f =id,, and fotog=gotog.

The following result is well known, see [24, Section VI.6, Exercise 2].

Lemma 2.13. Split equalizers are in one-to-one correspondence with contractible pairs with
a choice of equalizer.

The endomorphism
h:=tog, (2.17)

of v, which is defined both for split equalizers and contractible pairs, plays a central role in
the proof of Lemma 2.13. This is because h is an idempotent, and its image is u. We are now
in a position to prove the next proposition, which is the reason why we are interested in split
equalizers.

Proposition 2.14. Let A be a spherical fusion category, and let M and N be exact A-A-bimodule
categories. Let S: N x M — X be a bi-balanced functor into a linear category X. Then the
spherical structure on A determines a splitting of the equalizer (2.16). Hence, the spherical
structure on A exhibits the equalizer eqS of S not only as a sub-object, but as a retract.

For objects x € Z4(N') and y € Z,(M), the idempotent

h e x(SU(2),U(y)), SU(x), U(y)))
from (2.17) is in this case given by
| Y

1
= Y N (2.18)

| z

Proof. We call the top and bottom arrows of the equalizer diagram (2.16) f and g, respectively.
By Lemma 2.13, we only need to build a morphism ¢: @, S(aU(z),U(y)a) — S(U(z),U(y))
using the pivotal structure of A, such that (f, g,t) form a contractible pair. We define ¢ by

Yy

|
S

T

 S(@l(x),U(y)a) = S(U(x), U(y))-

To prove that (f,g,t) is a contractible pair, two conditions need to be checked. The first is that ¢
is a retraction of f

U

1 .
tof= Dy za:daa 51 = s (2),U(y)- (2.19)

E
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The second condition is that foftog= gotog holds. To verify this, we abbreviate h :=tog,

which is an endomorphism of S(U(x),U(y)), and find by a calculation similar to (2.19) that h

is indeed given by (2.18). Since % is a global factor in the following computation in the

Hom-space x(S(U(x),U(y)), Dy, S(BAU(I'), U(y)b)), we omit it

E | Y b

1
foh= da - dade &
o @; b @a @;c c* a
) G
oy -
a
= dade o = de© b =goh.
oy [ -@re{C])
b a.c b ¢ |
|

Hence, f o h = g o h, and the proof is complete. |

Remark 2.15. The idempotent h from (2.18) is independent of the choice of spherical structure
on A. This follows from a direct calculation using the insight that the square of the dimension of
a simple object a € A is equal for all spherical structures, which can be found in [14, Section 7.21].

Lemma 2.16. Given an A-A-bimodule category M, the inclusion of the Hom-space
Zamy (T y) = m(U(x),U(y))

has, for a given spherical structure on A, a canonical retraction v: p(U(2), U(y)) = 7, (T, 9),
given by

| Y

1 1
r(f) = D—A Z dabrevya o (afa") o gcobrevy, = FA Z da a (2.20)

| z

This generalizes [1, Lemma 2.2], and is a direct corollary of Lemma 2.14: The bi-balanced
functor in this case is the Hom-functor in M, as discussed in Example 2.10.

Lemma 2.16 can be used to investigate the center of a traced bimodule category. Concretely,
we find that the restriction of a bimodule trace to the center is again a trace:

Lemma 2.17. Let A be a spherical fusion category, and let M be a traced A-A-bimodule category.
The center Z (M) can be equipped with the structure of a Calabi—Yau category, whose trace
function is defined, for an endomorphism f: x — x in Z (M), by

1

Trz o(f) = FATTM(f)' (2.21)

Of course, the normalization factor ﬁ in (2.21) is a convention. The reason for this particular
choice will be made clear by Remark 2.21. Before we prove Lemma 2.17, we need some

intermediate results. First, observe that the idempotent h: p(U(x),U(y)) = m(U(z),U(y))
leaves the trace invariant.
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Lemma 2.18. Let x € Z4(M) and let f be an endomorphism of U(x) in M. Then

Trp(f) = Traa(h(f))-

Proof. The proof is a direct calculation

|:17

| z

1 (L
Teat(h(£) = 357 2 daTras a | =5 2 daTru |

- DIA S daTrng | — Trp(f).

The first equality is (2.20), the second uses the symmetry of the trace, and the third uses the
compatibility (2.7) of the bimodule trace on M with the pivotal structure on A. [

It is an even more straightforward observation that, for objects z,y,z € Z4(M), a mor-
phism f:y — zin Z4(M), and a morphism ¢: U(x) — U(y) in M, the equality

for(g)=r(fog) (2.22)
holds. Now we are in a position to prove the lemma.

Proof of Lemma 2.17. It is clear that the candidate Trz, (4 for the trace function defined
in (2.21) inherits the symmetry property from the trace Traq on M. It remains to check whether
it is also non-degenerate. To this end, let f: y — z be a morphism as before. We need to check
that if for every g € 7, (a)(2, ), we have Trz, (A (f 0 g) = 0, then f = 0. As the normalization
factor ﬁ in the definition of Trz, () is not relevant for the validity of the statement, the

condition Vg € (2,y), Trz, ) (f 0 g) = 0 is equivalent to

Vg e (z,y), Trp(f o g) =0. (2.23)

Since r is surjective, there is some g € p(U(z),U(y)) such that § = r(g). Hence, (2.23) is
equivalent to Vg € (U(2),U(y)), Tra(f or(g)) = 0. Moreover, from (2.22) and Lemma 2.18, we
know that

Trp(f or(g)) = Trm(r(f o g)) = Tra(f o g).
Thus, the statement we want to prove is that Vg € (U(2),U(y)), Tram(f 0 g) = 0 implies f = 0.
This is true by the non-degeneracy of the trace on M. [ |
2.9 Shifting actions under (co-)ends

In this section, we are concerned with a structure which looks like, but is not quite, a balancing.
Let M be a left module category over a pivotal fusion category A, and let S: M x M — X be
a bilinear functor. We define isomorphisms

Ba: @S(m, am) — @S(a*m, m)
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for a € A in the following way. Pick an arbitrary (auxiliary) Calabi—Yau structure on M. Then
define 3, in terms of their matrix elements

k(/Ba)n = dnS(*(a*k,n)v (evak) 0 (a*(n,(z*k))): S(nv an) — S(Cb*k, k)

i
a
n
—d, S ‘ (2.24)
n
a k
Although the definition (2.24) seems ad hoc, the expression arises naturally when considering the
term @, S(m,am) as an end, as is done in [16, Section 2.11]. It is then also obvious that 3,

does not depend on the auxiliary Calabi—Yau structure.
The morphisms 3, are of interest to us for some particular choices of .S, which we now discuss.

e For S = — X —, the family of isomorphisms 3, forms a balancing for the object @, mXm
of M X M. Their components are given by

k(ﬁzz)n =dn *(a*k,n) &((evak) © (a*(n,a*k)))' (2'25)

e Let A be a spherical fusion category, let 4N 4 be an A-A-bimodule category, fix m € N/
and set Sy, := —m(—)* as a functor 4A x Ay — 4N4. The morphisms 3, associated
with S, again assemble into a balancing. We can thus define a functor O0: N — Z4(N),
called the induction functor via

O(m) == (@ ama*,5>. (2.26)

The components of the balancings are given by
c(ﬁa)b = db *(a*c,b) m((evac) o (CL*(b,a*c))).
The induction functor is left and right adjoint to the forgetful functor U: Z4(N) — N

O-U -0 (2.27)

The adjunctions (2.27) are witnessed by isomorphisms

adjy, .0 v (m, U(z)) = 7,0 (0(m), z) (2.28)
and

adjy, o0 A (U (2),m) = 7,0 (2, 0(m)), (2.29)

natural in m € N and x € Z4(N). For morphisms f: m — U(z), g: U(x) — m,
f:0(m) = z and ¢’': = — O(m), these adjunction isomorphisms are given explicitly by
the following expressions

adjy, . (f) = @ dabrevaa o (afa®)  and  (adjy,,) ' (f) = f oincly,
a

adjimx(g) = @(aga*) 0 a*cObrev, and (adjlmx)f1 (g') =qprog. (2.30)

a

Remark 2.19. The morphisms 5, can be understood as components of a balancing of the
functor @, S(m—, —m): Ax A — X.
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2.10 Relative Deligne products

Let B be a spherical fusion category, and let Mp be a right and g\ be a left B-module category.
We make use of the relative Deligne product of M and N [12]. For us, it is convenient to realize
it as the center of the B-B-bimodule category Mg X g\

M%NZZ ZB(MBgBN)- (2.31)
This makes it obvious that there is a forgetful functor into the ordinary Deligne product

U: M%N%M@N,

which has the left and right adjoint [J from (2.27). In notation, we sometimes omit the spherical
fusion category B when there is no ambiguity, simply writing MUON := M ON. By Remark 2.8,
the relative Deligne product specializes to the ordinary Deligne product in the case that B = vect,
e, MON X MXN.

Let now A and C be additional spherical fusion categories, and suppose that 4Mp and gAN¢
are bimodule categories. The category MON then still caries a left A-action inherited from M
and a right C-action inherited from A/, and is thus an A-C-bimodule category. If A = C, there is
a canonical equivalence Z4(MON) = Zg(N O M). We also use “dangling product” notation
for this category, as in B A

MOND = Zo(MON). (2.32)

As a shorthand for the induction functor O from (2.27), we write for m € M and n € N
mOn :=0O(mXn). (2.33)

The dangling product notation from (2.32) can be used here as well: We may write mCnJ for
an object in MONT.

The relative Deligne product is associative (in the sense that it comes with an appropriately
coherent set of equivalences witnessing associativity) and unital with respect to the regular
bimodule category 4.4.4. We slightly abuse notation by treating the relative Deligne product as
if it were strictly associative: we do not pay attention to bracketing and make no explicit use of
associators. Unitality requires an equivalence of A-B-bimodule categories

AAOMp = 4 Mp (2.34)

for every A-B-bimodule category M. This equivalence is given, on objects of the form
aldm € AOM, by

aldm +— am € M, with pseudo-inverse n — 10n € AOM, (2.35)

for n € M.

A construction of a trace on MON is provided by Lemma 2.17, but it is not immediately
clear that this trace respects the A-C-bimodule structure. On the other hand, a bimodule trace
for MON is constructed in [28, Proposition 4.10.1]. These traces are indeed equal, making
calculations involving the trace on the relative Deligne product easy to perform:

Lemma 2.20 ([16, Lemma 2.28)). The bimodule trace on MUON defined in [28, Proposi-
tion 4.10.1] is the trace for the center of a traced bimodule categordeeﬁned i Lemma 2.17. This
implies the following property: For endomorphisms f: m — m in M and g: n —n in N,

Trvon (f8g) = Traa(f) T (g)-

In particular, d,on, = dmdy,.
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Remark 2.21. The unitor equivalence A0A = A from (2.34) for a spherical fusion category A
is an equivalences between two traced bimodule categories. Lemma 2.20 implies that this
equivalence preserves the trace. This compatibility is the reason for the normalization factor D—lA
in the definition (2.21) of the Calabi-Yau structure for the center of a traced bimodule category.

Remark 2.22 (Sweedler notation for forgetful functors.). Due to its definition as a center (2.31),

the relative Deligne product M N comes with a forgetful functor U: M DN — MKXN. We
B

will often use a form of Sweedler notation for this functor, writing

U(x) = ) Bz (2.36)

for z € MON.

2.11 Silent objects

Let X be a linear category. In accordance with [20, Section 5.19], we call the object

Iy = (PxRxc YRX (2.37)

the silent object of the category X X X. We are interested in silent objects for two reasons.
The first is the natural isomorphism

sil: X<_7 _> = ?gx<_ X _7IX>

between Hom-functors, which we will use frequently. Explicitly, sil is given on a morphism
f:x — 2/ and in components for simple y € X’ by

ySﬂ(f) = dy *(y,l") X(*(f,y) o} f) (238)

with inverse

sil ™! (g) = Z (yg)(?) ° (yg)(;\?)

y

with g = 9@ @ 9(x): 2R — @yyﬁy.
The second reason has to do with the Filenberg—Watts equivalence

EW: Fun(X,)) 2 XXY

for linear categories X and ), see [19]. The equivalence is defined by
) =P ERF(x), (2.39)
X

and comparison with (2.37) reveals that Iy = EW(idy).

The silent object has more structure if the category X is instead a module category 4 M.
In this case, we saw in (2.25) that the object Iy of the A-A-bimodule category M X M has
a balancing §. In a slight abuse of terminology,

o= (Im, B) € ZA(MRM) = MOM (2.40)

will also be called a silent object. A direct consequence of (2.40) is the relation U($rq) = Ing
between the two notions of silent objects.
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There is also a module Filenberg—Watts equivalence
EW,,: Fung(M,N) =2 MON (2.41)

for left A-module categories M and N. The equivalence (2.41) is constructed from (2.39) by
noticing that the module constraint of a module functor corresponds to a balancing of the object
in the Deligne product.
We conclude this section with a remark on the dimensions of silent objects.

Remark 2.23. Let X be a Calabi-Yau category. It is easy to see that di, = Dy. If M is
a traced left module category over a spherical fusion category A, then by Lemma 2.20, %M = %A .
If M is irreducible, then Fun4(M, M) is a spherical fusion category with respect to a canonical
pivotal structure that does not depend on the choice of trace on M [29, Proposition 5.10].
Therefore, the monoidal unit id has pivotal dimension 1. This shows that in general, the
module Eilenberg—Watts equivalences (2.41) do not preserve traces. At several points, cate-
gorical dimension factors will be present in our equations, whose appearance is rooted in this
fact.

3 Extruded graphs and their evaluation

3.1 Defect manifolds and extruded graphs

The evaluation procedure to be constructed in Section 3.3 is defined for surfaces endowed with
a specific type of labeled graphs which we call extruded graphs. By a surface, we always mean
a smooth, oriented, compact 2-manifold 3, possibly with boundary.

We now introduce additional structure on X: in a first step, we allow for a finite number
of embedded disks in its interior Int(¥) and a finite number of embedded intervals on its
boundary 0%. The embedded disks and intervals are called nodes. The surface pictured in
Figure 3 has three nodes: two disks, and one interval.

Figure 3.

An unlabeled defect surface has even more structure: it is endowed with finitely many
embedded disjoint oriented intervals, called defect lines, that must meet the following criteria:

e The end points of each defect line must lie on the boundary of a disk-shaped node or in
the interior of an interval node.

e The interior of the defect lines must be disjoint from the disk and interval nodes.
e Each disk node must contain at least one end-point of a defect line.
e The boundary 0¥ of ¥ is covered entirely by interval nodes and defect lines.
The connected components of the complement of defect lines and disk and interval nodes in o are

called domains. In addition to these requirements, we only allow fine unlabeled defect surfaces,
which means that all domains are disks (see Figure 4).
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Figure 4.

We introduce the following labeling of defect surfaces by three labels of algebraic data:

Level 1 To each of the (two-dimensional) domains, we assign a spherical fusion category A, B, . ...

Level 2 To each defect line adjacent to a domain labeled by A on the left and a domain labeled
by B on the right, we assign a traced A-B-bimodule category M. In case the defect line
lies on the boundary of the surface, there is only one adjacent domain, and the algebraic

label is a one-sided (left or right) module category, depending on the orientation of the
defect line.

We illustrate this labeling in the example (Figure 5), which contains only one domain, labeled
by A. In this case, all bimodule categories are thus A-.A-bimodule categories, with the exception

of M1, which labels a defect line on the boundary and is thus merely a traced right A-module
category.

@ ) .'
Ms

Figure 5.

The complete labeling of a defect surface as in Figure 6 requires one more layer of algebraic
data.

mi€ @ a <

/\/15

Figure 6.

Level 3 To each defect line labeled by a bimodule category M, we assign in addition an ob-
ject m € M. For each node L, we describe a category TR(L), and then assign an object
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z € TR(L) to the node. The category TR(L) is obtained as follows. A node of a defect
surface with algebraic labels introduced in the levels 1 and 2 inherits the labels illustrated
in the following figure:

N M C

+ —
A A

M W

Here, the orientation of the nodes’ boundaries is defined using the orientation of the
underlying surface, and the signs indicate whether an adjacent defect line is oriented
towards or away from the node. The orientation endows the set of end points of
defect lines on a node with a (cyclic or linear) order, and we thus obtain a (cyclically
or linearly) composable string (Mj, Mas,...) of bimodule categories which label the
adjacent defect lines. If the sign of the end point is negative, we use the opposite
bimodule category M; instead. The ray category of L is then the relative Deligne product
TR(L) := M;OMo0- - -,

Definition 3.1. A defect surface with all three layers of labels is called an extruded graph.

Remark 3.2. We briefly discuss some differences to [20]. Here, all manifolds are oriented
as opposed to 2-framed. To compensate this loss of topological structure, we need additional
algebraic structure: The tensor categories considered in [20] are only rigid, whereas we here
require them to be equipped with a spherical structure. We also use a spherical structure on the
bimodule categories. Furthermore, all categories we consider are semisimple: by [4, Appendix],
we cannot expect to construct a 3-dimensional state-sum model with defects from non-semisimple
data, which is our motivation for considering extruded graphs. We do not discuss the question
whether a similar evaluation can be defined for extruded graphs with non-semisimple labels.

Another minor difference is that we do not admit circular defect lines: all defect lines must
start and end at a node. Taking these points into account, our labeled defect surfaces corresponds
to labeled defect surfaces in the terminology of [20].

Remark 3.3. The terminology extruded graph needs justification. In Definition 3.1, they
have been introduced as surfaces with decorations and algebraic labels. An alternative view is
three-dimensional, by considering the cylinder over the surface. One component of the boundary
of the cylinder then contains defect lines and nodes. From the nodes, perpendicular circular rays
emanate and connect the node to the other boundary component. These rays carry the ray label.
From this perspective, nodes are no longer labeled. Note that a special case of ray categories are
Drinfeld centers which are braided and thus categorically inherently three-dimensional objects.
Further discussion can be found in [16, Remarks 3.2-3.4]. Mathematically, both perspectives are
completely equivalent; they are simply different ways of thinking about the same data.

3.2 The state-sum modular functor

The evaluation of extruded graphs takes values in vector spaces provided by the state-sum
modular functor described in [20]. We briefly review an alteration of this modular functor,
namely the oriented/spherical version as opposed to the framed/rigid version. Being a symmetric
monoidal functor between bicategories, the modular functor consists of several pieces of data.
One of these pieces of data is the block space T, which is a vector space assigned to an extruded
graph .
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Remark 3.4. We do not need to explicitly construct an oriented /spherical version of the modular
functor from [20], since we only need block spaces. Moreover, we only consider fine defect surfaces,
for which block spaces are easier to define. In fact, moving to an oriented/spherical setting
simplifies the construction in [20] where the role of the framing was to control powers of the
double dual (which in our situation is trivialized by the pivotal structure). Nevertheless, it is
useful to think of the block space as a component of a larger structure, the modular functor,
cf. [20, Remark 5.28].

We now fix an extruded graph ¥. Let TR(X) denote the Deligne product over the ray categories
for all nodes L (intervals and disks) in X

TR(®) := %TR(L).

Let t®yX--- € TR(X) be the node labels of ¥. We proceed to recall the definition of the
associated block space T = T(zKyX---).

The choices of objects that label defect lines and nodes of 3 permit us to associate a vector
space to each node L: Let 2 € TR(L) denote the node label, and let (m; € My, ma € Ma,...)
be the list of objects that label the defect lines adjacent to L; they define an object in the
node category of L, which is the ordinary Deligne product TN(L) :== M; KMy --- of the
bimodule categories that label the defect lines adjacent to L. Notice that there is a forgetful
functor U: TR(L) — TN(L) from the ray category to the node category, which forgets the
balancings that come with the relative Deligne product. We use U to define the vector space

N(mi,ma,...) = ypy(mi Bme X - U(x)), (3.1)
to be called the node space for the node L.
Varying the objects m1, mg, ... in the expression (3.1) gives rise to the node space functor for
a node L of X

N(L) := ) (=, U(z)): TN(L) — vect.
Tensoring over all nodes L of 3 gives the (total) node space functor associated to the surface X

N := Q) N(L): XTN(L) = TN — vect.
L

Here, we call the Deligne product XTN(L) = TN denotes the (total) node category for the
surface Y. As each defect line starts and ends at a node, the bimodule category M associated to
a defect line appears precisely twice in the total node category, once as M and once as M. Thus
the terms of the node category TN can be rearranged as follows

XTN(L) = TN = KM KM,
L M
where now M runs over defect lines of . Recall from (2.37) that there is a silent object
Iy =P mBme MEIM.
m
The Deligne product over all of these objects Ir¢ provides us with a silent object in the total
node category
Iav) N
%IM = Iy €T

Following [20], we define the pre-block space as the value of the total node functor on this object
(using the Sweedler-like notation from (2.36) for the forgetful functor U)

TP = NI ) = 7 (D mETMEnRAR -+, 200 W00 B 20 BT K--). (3.2)

m,n
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Remark 3.5. By (2.38), the pre-block space is isomorphic to the tensor product of hom-spaces
of bimodule categories

TP = (ymy, Tm)) @ (T 2v)) @ -+ - (3.3)

The block space T from [20], which we work towards defining, is obtained as a subspace of the
pre-block space TP. It consists of those vectors satisfying a condition that we will now describe.
It can be thought of as a flatness condition, see [20, p. 5].

We pick a domain labeled by a spherical fusion category A. Assume that one of the defect
lines adjacent to A is labeled by a spherical bimodule category M. Moreover, we for now restrict
to the case where the two domains adjacent to the defect line are distinct. Without loss of
generality, take M to be a left A-module. Denote the labels of the other defect lines adjacent
to Aby NV, K, L, ..., and nodes by z,y, z,... (see Figure 7).

Figure 7.

Given the functor Sy : AX A — vect defined by
Spm(a,a’) :=Ngy,  (alpa Ry R RIK,...) (3.4)
a comparison of (3.2) and (3.4) reveals that the pre-block space TP is obtained from Sy as
TP =~ SM(]I,T). (3.5)

We now equip Saq with the structure of a bi-balanced functor, using the explicit form of the
pre-block space given in (3.2). A particular component of the balancing is given by

Sm(a,T) = @mnkl<k®@®.--,U(x)> ® (mRNX- -, U(y)) ® (nRIK--- U(2)) @

S~a \LHom—balancing

B (kXWX -, U(z)a) © (MEAR- -, U(y)) @ (nRIK--- ,U(2)) @ --
- \Lbalancing of
B (KRR - 0l (2)) @ (MRAK- -+, U(y)) ® (nKIR-- U(z)) @
- \LHom—balancing

B KEME- -, U(2)) ® (mERE- -, U(y)) ® (nRKIK- ,U(:)) @ - -
T o 3.6

several balancings_ e

ot (KETE - U(2)) ® (mEAR-- -, U(y)) © (nKal&-- 17(2)),
NI e
several balancings - ———— T

D
B kXmMK- -, U(z)) @ (m@ﬁFJ\Z\-\!,U(y)Q/@ (a*ﬁ@]&---,U(z)) ®:---
D

2 g
several balancings ~—e T

it (KR U(2)) © (mEAR- -, 0l (y)) @ (nKIK--- U(2)) @
,////“‘/\Lﬁ;);n—balancing

.

B kXM -+ U(x)) ® (@mRaR- -, U(y) ® (nRIK--- U(z))®--- = Su(1,a).
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The left balancing for Sp defined in (3.6) is called “holonomy” in [20, Section 4.11]. It can be
pictured as “walking around the boundary” of the domain A with an object a € A (see Figure 8).

Figure 8.

The right balancing of Sy, is directly inherited from the balancing of the silent object I 4.
Together, this turns Sy into a bi-balanced functor.

Balanced functors S, Sar, and similar can be constructed for each defect line adjacent to A,
as long as those defect lines separate A from a different domain, or lie on the boundary of the
defect surface. It may be the case, however, that a defect line has the domain A as its left- and
right-adjacent domain, as in Figure 9.

e O ik

Figure 9.

Then M is an A-A-bimodule category. In this case, Sy is a functor with two balancings as
well, but in the “disconnected” sense as in (2.12).

We use the equalizer eq S of S defined in Section 2.8 to define the block spaces. For this to
be consistent, we need the result [20, Lemma 4.22], which in our language assumes the following
form.

Proposition 3.6. There are canonical isomorphisms eqSa(1,1) = eqSpn (1, 1) between equaliz-
ers for each pair of defect lines (M, N) adjacent to A.

In order to define block spaces, we need to consider all domains simultaneously. For each
domain A, B,C, ..., choose a defect line M 4 adjacent to A, Mp adjacent to B, M¢ adjacent
to C, and so on.

Definition 3.7. For an extruded graph X, the associated block space is the vector space T given
by the intersection

T:= ﬂ eqSp , (1,1)

domains A
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of the equalizers eqSaq, (1, 1), where for each domain A, an adjacent defect line M 4 has been
chosen. Proposition 3.6 ensures that this is well defined up to a canonical isomorphism.

When unraveling Definition 3.7, one can see that it agrees with the original definition of the
block functor [20, Definition 4.21]. Note that the block space T is by definition a sub-vector
space of the pre-block space TP.

Example 3.8. This example is a special case of [20, Example 4.35]. Let A and B be spherical
fusion categories, and let M be an A-B-bimodule category and N be a B-A-bimodule category.
Consider as a labeled defect surface the sphere with two nodes and two defect lines connecting
the nodes, such that each node has an incoming and an outgoing defect line attached. We
label the domains by A and B, and the defect lines by M and N, accordingly. We pick node
labels z € MONTO and y € NTOMU in the ray categories associated to the nodes. (The “dangling
product” notation has been introduced in (2.32).) The pre-block space for this defect surface is
the space of natural transformations

TP = 7 U@, U®)) = pun(rmn) (EWUT), EW(U(y))) = Nat(EW(U(z)), EW(U(y)).
Furthermore, the block space is given by the subspace of bimodule natural transformations
T = Romo(@ ) = Fun g s (M) EWn(T), EWn(y)) = Nat(EWw (U(7)), EWw (U(y)))-

Remark 3.9. The block space of a framed defect surface that is not fine has been expressed [20,
Definition 5.24], in the case of the framed modular functor, as a limit over all framed fine
refinements. A fine refinement of a non-fine framed defect surface X is a fine defect surface,
whose defect structure (nodes and defect lines) is a subdivision of the framed defect structure
of 3. A similar construction can be expected to exist for the oriented state-sum modular functor
on surfaces that are not fine, but has not been worked out to our knowledge, and is not needed
for our purposes.

3.3 Definition of the evaluation

To each extruded graph ¥ we associate a linear map |X|: N — T from its node space to its block
space, called its evaluation. This section is dedicated to defining this evaluation, which factors
through the pre-block space TP and is thus a composition of two linear maps N = TP 5 T. We
start by explaining the second map 7.

In Definition 3.7 of the block spaces, the equalizers of bi-balanced functors eqS , (1, 1) appear,
which by Lemma 2.14 come with a retract structure. In particular, there is an idempotent h 4
on Spa, (1, 1) ="TP whose image is the sub-vector space eqSaq, (1, 1). The idempotents h 4 for
different domains A commute, allowing us to define:

Definition 3.10. We call the idempotent h4 for a domain A its holonomy idempotent. The
holonomy idempotent of an extruded graph X is given by the composition h := hgqohpo--- of
holonomy idempotents for each domain of X.

It follows immediately from Definition 3.7 that the image of h is the block space im(h) =T C TP.
The corestriction of the holonomy idempotent A onto its image is the surjection w, which was
announced in the beginning of the section

TP —y TP

" (3.7)
o
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Next, we need to define the map 6: N — TP. It is obtained from the morphisms

Tm: Ipm :@n&ﬁ%mﬁm,

n

for m € M, defined by

Tm = @ dn(*(m,n) x*(n,m))-

The inclined reader will notice that the 7, are the structure morphisms of the end of the
functor — X —. We then define § as the linear map

N(Tml X mo IZl)

N = N(m; Rm; Rm; Rmz X - -) N(Ivt, g My ®...) = TP, (3.8)

Definition 3.11 (evaluation). Let ¥ be an extruded graph. The evaluation |X|: N — T of ¥ is
the linear map

S| :=mod. (3.9)

Remark 3.12. We often would like to obtain a scalar from an extruded graph 3. This is only
possible with additional data: a vector f € N in the node space and a linear form ¢ € T* on the
block space. We say that

(o, 121f) = o(IZ]f) e K (3.10)

is the scalar evaluation of the triple (¥, f,¢). The left-hand side of (3.10) uses the pair-
ing (—,—): T*®T—K

Remark 3.13. Our construction supposes that all (bi-)module categories are equipped with
a trace. However, the trace structure is never used in the definition of the evaluation proce-
dure. We will see in Theorem 4.7 that traces provide distinguished choices for linear forms
pe T

Example 3.14 (generalized 65 symbols). A homeomorphism between the surface of a tetrahedron
and the sphere S? defines a graph with 4 vertices and 6 edges on the sphere. Let us consider
an extruded graph ¥ on S?, whose nodes and defect lines are obtained from the vertices and
edges of the tetrahedron (after picking an orientation for each edge). The domains of ¥ are
labeled by arbitrary spherical fusion categories, and the defect lines by arbitrary traced bimodule
categories. The object labels for the defect lines, as well as the node labels, are all simple
objects in the respective categories. The evaluation of such an extruded graph, composed with
some ¢ € T* defines a linear form ¢ o |X| € N* on the total node space of 3. This linear form
further generalizes the generalized 6j-symbol from [25].

Remark 3.15. A state-sum oriented modular functor defined on non-fine defect surfaces
as mentioned in Remark 3.9 would allow to evaluate also non-fine extruded graphs. Such
a construction is beyond the scope of this work.

3.4 Loop graphs and lasso graphs

We now explicitly compute the invariant for two of the simplest possible types of extruded
graphs: First, a lasso graph @, whose underlying surface is the sphere S?. We will later see
(see Theorem 4.7) that any extruded graph on the sphere can be transformed — using the moves
from Section 4 — into this lasso graph. A lasso graph is an extruded graph @ (see Figure 10):
It is a sphere with a single node and a single circular defect line starting and ending at the
node.
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Figure 10.

There are three levels of algebraic labels to be specified:

e The two hemispheres forming the connected components of the complement of the defect
line are labeled by spherical fusion categories A and B.

e The single defect line is labeled by a traced bimodule category 4Mpg. This implies that
the ray category associated to the single node is the balanced category

™ = MOMO.
B A

It will be important that this category contains a silent object &, as described in Sec-
tion 2.11. In contrast, the node category is given by the (unbalanced) category

™ = MK M.

e The defect line carries an additional subordinate label: A choice of an object m € M.
Moreover, we label the node by an object z € TR. These choices determine the node space
to be the Hom-space

NmXm) = pn(mRm, U(x)).

This completes the three levels of labels that determine the extruded graph Q.

The extruded graphs of the second type, loop graphs, form a subset of lasso graphs: they are
characterized the fact that the node label x = &, is silent. Loop graphs are special because
their evaluation against a particular “transparent” linear form 6 € T* is a trace. This is the
main result of this section.

Theorem 3.16. Let O be a loop graph, that is, an extruded graph as in Figure 10 whose
underlying surface is a sphere with a single node and a single defect line, labeled by some object
m € 4 Mg starting and ending at the node, whose node is labeled by the silent object ®rq. Then
the block space T of O is the endomorphism space T = MDMD<@M7¢M>' Moreover, the linear
form

0 := DADBTr 40 (—) € T, (3.11)
relates the evaluation |O| from Definition 3.11 to the module trace of the bimodule category M
f0|0| =Trp osil™! e N*. (3.12)

The isomorphism sil: (m,m) — (Ip, mXm) = N appearing in (3.12) was introduced in Sec-
tion 2.11.
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Remark 3.17. If the module category M is indecomposable, the block space (dpq,®pr) is
one-dimensional.

Theorem 3.16 can be reformulated in the following useful fashion.

Corollary 3.18. Let O be a loop graph as in Theorem 3.16, and let f: m — m be an endomor-
phism of m € M. Then the scalar evaluation of (O,sil(f),0), see (3.10), is the scalar

(0,]0sil(f)) = Trm(f) € K.

The proof of Theorem 3.16 relies on an intermediate result for general lasso graphs. To
simplify the presentation, we specialize in the following to B = vect. In essence, M is now just
a left A-module category. On the topological level, vect-labeled domains can be removed entirely,
so we are left with a disk with a single boundary node as our defect surface. The more general
case where B is not necessarily vect does not provide additional insight.

The node category TN = M KX M is an A-.A-bimodule category, whose center Z4 (T[‘N) =TR
is the ray category. Because both the silent object $,4 and the node label = are objects of TR,
the pre-block space TP = pn(Ixg, U(z)) has a subspace 1w (3rq, 2); in Lemma 2.16, we saw that
there is a distinguished retraction 7: t~ (Ipng, U(2)) — T (®rq, ) to this inclusion of hom-spaces.

Lemma 3.19. Let Q be a lasso graph with node label x € TR. The block space of Q is the
hom-space in the ray category

T = = (¥, ). (3.13)

Moreover, the projection m: TP — T from (3.7) is equal to the retraction into the hom-space of
the center from Lemma 2.16.

Proof. Both claims of the lemma follow immediately if we can show that the holonomy idempo-
tent h : TP — TP as defined in Definition 3.10 is equal to the idempotent from (2.20). Concretely,
we must prove

h = g g;brevxa* o(a*—a)o acobrev%/1 = ; ;i a- (3.14)

Im

Starting with an element g € TP = ¢~ (Irq, U(z)), we unravel Definition 3.10 and calculate its
image h(g) under the holonomy idempotent h. Since h is a composition of several maps, the
calculation is broken down into intermediate steps. The morphisms composing to h are given
vertically in the left column of Figure 11. The right column contains the images of g under the
partial compositions of the morphisms in graphical notation. In particular, the bottom-most
entry is equal to h(g) (see Figure 11). From the bottom-most row, we can read off the expression
for h, and recognize that we have obtained (3.14). [

The expression (3.13) for the block space of a lasso graph is in agreement with [20, Exam-
ple 4.33].

Remark 3.20. The contents of Lemma 3.19 generalize to the case where B is not necessarily
vect. In particular, the general formula for the holonomy idempotent h is given by

dadp * *
h(g) = Z DADBbrevxa*gb* o ((a"Xb*)g(aXb)) o ampcobrevy, .
a,b
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(Ip, U(2)) g
1 y

DL evaluation

~

D, (aa*Ip, U(z))

balancing of ¥4

~

P, (alpa*, U(x))

Hom-balancing

~

Dalalu, U(z)a)

balancing of =

Dalalu, al(z))

Hom-balancing

Da(a"aly, U(z))

coevaluation

(I, U())

Figure 11.

Lemma 3.19 is a step towards proving Theorem 3.16. The remainder of the proof is technical,
and can be found in Appendix B. Here we continue with an application of Corollary 3.18, which
is a formula for the evaluation of lasso graphs.

Proposition 3.21. Let Q be a lasso graph with labels as in Figure 10. Moreover, let

o feN=mXm,U(z)) be a node label,

e 0 € r{x, %) be a morphism, and

e p € T* be the corresponding linear form on the block space defined by ¢ := Tryr(Ppo —) €
T* = (B, )™

Then (¢, |Q|f) = TrM(Sil_l(gb o f)) c K.
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Proof. The proof is a direct calculation. In the second-to-last step, the loop graph O from
Theorem 3.16 appears,

(2.22)

(0, 1QLf) = (pomod)(f) = Trpr(p o w(5(f))) = Trpn(w(P 0 6(f)))

i (x(po £ 07) = Tran (n(0(@0 )L 5o mo (50

1 Corollary 3.18

= 575 (0,10[(¢o f)) T (sil ™ (B o f)). ]

4 Moves of invariance

Moves are certain transformations of an extruded graph, changing both its topological and alge-
braic data. They make the abstractly defined evaluation procedure algorithmically computable.

4.1 Overview of moves

A move M can be performed on a disk-shaped subset ¥ of an extruded graph, and results in
another extruded graph, which is obtained by replacing the region ¥ with another disc region
Y. We require that the boundaries of the discs intersect the respective extruded graphs in a
generic position, pictured, e.g., in Figures 12 and 13. Each move M can only be performed on
disk regions ¥ which have a geometry specific to M. The data of a move are then given by:

e An assignment ¥ — Y’ describing the local change in geometry.
e A prescription to determine the algebraic labels of ¥ from the algebraic labels of .

e A linear map ¥ : N — N’ from the node space N of ¥ to the node space N’ of X'.

While the regions ¥ and ¥’ have well-defined node spaces in the sense of (3.1), they do not have
block- or pre-block spaces. When in the following, we make a statement about “the pre-block
space of X7, or similar, we really mean: Consider an extruded graph 7 which contains the
region Y. Then the statement holds for the pre-block space of ¥, for any choice of Xrp.

We proceed to define two more linear maps

v TP S T, WP i= P moym, and (4.1)
m

U: T— T, VU:=moWPoy, (4.2)

between pre-block spaces and block spaces. The direct sum in (4.1) runs over simple object
labels m for the defect lines of . For each such labeling, the move M provides a linear
map between the appropriate node spaces, which is called ¥py: Ny — Ny, in (4.1). The
linear map dm’: N’ — TP’ is the one that appears in the definition of the evaluation (3.9).
Equation (4.2) involves the morphisms of the retraction

s
T ~— TP.
The map W is needed for the following definition.

Definition 4.1. We call a move M between regions ¥ and ¥’ with linear map 1 on the node
spaces an invariance or a move of invariance iff the diagram

N |E7] T

wi l\p (4.3)

N —— T/
[27']
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commutes for every extruded graph Y7 which contains the region Y. Here, Y7' denotes the
extruded graph obtained from Y7 by replacing the region ¥ with >,

We now define a set of moves, wherein we distinguish between elementary moves and composite
moves. For the elementary moves, we show the invariance property using the definition of the
evaluation procedure |—|. The composite moves are combinations of elementary moves.

Remark 4.2. For all the moves in our list, the linear map W is an isomorphism.

We consider the following elementary moves.

4.1.1 Elementary moves

OR — orientation reversal. One of the most basic changes one can make to an extruded
graph is the flipping of a defect line’s orientation (see Figure 12). In the OR-move, a defect
line labeled by an object m in an A-B-bimodule category M is replaced by a defect line with
opposite orientation. This new defect line needs a B-.A-bimodule category for a label. For this
we choose the opposite category M, and as the post-move object label we take m € M. Note
that M is unambiguously defined only because A and B are equipped with pivotal structures.

NG & =

AmeM OR YmeE

Figure 12.

We denote the node labels of the nodes adjacent to the M-labeled defect line by x and y. In
the definition of ray categories, a distinction is made between incoming and outgoing defect lines
at a certain node. This determines whether the bimodule category that labels the defect line
is used, or its opposite. Due to this, the ray categories (and the node categories) before and
after the move are identical — up to the identification M = M, which becomes an equality for
strict pivotal structures on A and B. Hence, there is a canonical identification of the node spaces
before and after the move, defining the map : N — N’.

The proof that the move OR is a move of invariance is the content of Appendix A.2.1.

C — contraction. The contraction move allows us to transform two nodes, connected by
a defect line, into a single node, thereby dissolving the defect line (see Figure 13). The move C
takes place inside a disk-shaped region ¥ with two nodes and three defect lines, labeled by
objects k, m and [ in traced A-B-bimodule categories K, M and L. The nodes are labeled by
x € KOMO and y € MOLO.

After the move, X is replaced by the similar region ¥’ which only has one node, and from
which the defect line labeled by m has disappeared. To obtain the node label of ¥’ from the
node labels z and y of ¥, recall that the module Eilenberg—Watts equivalence (2.41) allows us to
express the ray categories of ¥ and ¥’ as categories of bimodule functors

KOMO = Fun 45(M, K), MOLO = Funy5(£, M), KOLO = Fun 45(£, K).
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b))

=l ¥
Alel

me M c, C)

ToOMY

e K

ke

Figure 13.

The composition of functors defines a composition operation for these particular ray categories,
here denoted by the node label x o y € KLOLO for ¥/. Explicitly, we have

Uz o y):M(x(M),y(M))@Jx(,C)@y(Z) EKXL. (4.4)
The last datum needed to specify the move is the linear map
Y: N=(kXKm,U(x)) ® <m®Z,U(y)> — <k®Z,U(x Y y)> =N

between node spaces, appearing in Definition 4.1. For this move, 1 is given by the following
composition of morphisms

(k¥m,U(z)@(mR1,U(y))
= (k,x0) @ (M, @ x7)) @ (M, yan))

= (k,z(x)) @ (T(AM), M) ® (M, YA1))®

@)

&(ly
Ly

22 (ks i) @ (2 Yoy O, YT >
2(ER, pm{T(am) Ym )>®x(,c)@y( )> =(kXLU(zory)). (4.5)
b))
Z/
meM
C
__)
ke
kek
Figure 14.

There is also a “one-sided” version of the C-move, where the L-labeled defect line (or
alternatively, the /C-labeled defect line) is not present (see Figure 14). The composition operation
for node labels is well defined even in this case. Note however that a move without K and L
does not exist, as this would result in a node without any defect lines, which is not allowed.

The proof that the move C is a move of invariance is the content of Appendix A.2.2.
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Remark 4.3. A special case we are interested in is that where M =L =K and z =y = d.
In this case, the node spaces are N 2 (k,m) ® (m,l) and N’ = (k,l), and the linear map
specializes to the composition of morphisms in M.

EF — edge fusion. The edge fusion move allows us to merge parallel defect lines which
share start and end nodes (see Figure 15). The region ¥ is disk-shaped and contains two defect
lines, running in parallel between the only two nodes that lie partially in ¥. In contrast, the
post-move region ¥’ features just a single defect line connecting the node segments. The three
domains of 3 are labeled by spherical fusion categories A, B and C, and the defect lines are
labeled by objects in bimodule categories m € 4 Mp and n € gN¢, respectively. The nodes are
appropriately labeled by z € ---ONTOMO--- and y € ---OMONTD- - -. The single defect line
in the region ¥’ is labeled by the A-C-bimodule category MUON . The object label mn for the
defect line involves the induction functor, see (2.33). The ray categories TR and TR associated
with ¥ and ¥/ are canonically equivalent to those of the pre-move surface X, allowing us to use
the same objects = and y for the rays of ¥'.

y 5 NG

C

A n — A 4 mLn
eN e MON

v €

Figure 15.

However, the node categories TN and T are different; they are related by the forgetful
functor Ug: ™' - TN, which forgets the B-balancing. Together with the forgetful func-
tors U': TR — TN and U: TR — TN, we have U = Ug o U'.

The linear map v: N — N’ between node spaces is given by the composition

Y: N=@RmN---,U(z)) @ (mEnK---, U(y))
= (mOnK--- ,U'(z)) @ (mOnX---,U'(y)) =N, (4.6)

scaled by the factor Dp, meaning i := TSZ)B' In (4.6) the ambidextrous adjunction Ug - O
from (2.27) was used.
The proof that the move EF is a move of invariance is the content of Appendix A.2.3.

4.1.2 Composite moves

In addition to these elementary moves, we will define the following composite moves SN, L,
and TE. The loop move L removes a defect line that starts and ends at the same node, and
the other two moves SN and TE allow us to insert nodes and defect lines which are, in an
appropriate sense, transparent.

SN — silent node. The SN-move can be performed on a region ¥ containing only a defect
line, labeled by some object m € M. In the post-move region X', the defect line is split in two
by a new node, which is labeled by the silent object ®4€ MOMO (see Figure 16). Since the
region has no node, the node space of ¥ is N = K, and the linear map ¢ : N — N’ is specified by
the vector ¥(1) :=sil(id,,) € (MR m,Iy) = N
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b))
b)) me M
A B
SN B
memM @
me M
Figure 16.
b)) Y
B
meM T L, B Cx’

Figure 17.

The proof that the move SN is a move of invariance is the content of Appendix A.3.1.

L — loop move. A loop attached to a node can be removed. Note that this is only possible
when at least one other defect line is attached to the node, as otherwise, the move would result
in a node without defect lines, which is not allowed (see Figure 17). The node label z’ is given
by the contraction 2’ = ®, ® o2 Beware that in general, z and 2’ live in non-equivalent
ray categories — the silent object 5 is a unit with respect to the contraction e, not 57,
Concretely, if U(z) = T xom) X (r), Where z(g) is a rest term, we have

U(2") = miom® o, ) ® 2(w)- (4.7)

Thus, we can specify the linear map ¢: N — N'on f € Nas(f): n = 5om <$(ﬂDM)>¢M>®=T(R)7
where n stands for the labels of the other defect lines attached to the node. Let us write
[ =F®mm ® fw), where

f(ﬂxM)‘ mXm — TRR M) and f(R): n — T(R)-

Then ¢(f) is given as

where the isomorphism sil: (m,m) = (mXm, I () was defined in (2.38), and

" X T e IM) = mom (E iy )

is the retraction from Lemma 2.16.

The proof that the move L is a move of invariance is the content of Appendix A.3.2.

TE — transparent edge. An edge which is transparent — that is, labeled by the regular
bimodule category A, and moreover labeled by the monoidal unit 1 € A, can be inserted between
two nodes as shown in Figure 18. More precisely, let z € Z4(M) and y € Z4 (N ) be objects
in the centers of the A-A-bimodule categories M and N. As such, z and y are appropriate
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p) ¥
neN neN
A TE 1 éAAA
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meM meM
Figure 18.

node labels for the nodes of the region 3. After the move, the rays of the region ¥’ must be
labeled with objects in the ray categories AOMO = Z 4 (XDM) and NOAO = Z4 (ND,L}) We
denote the (partial) forgetful functors Z 4 (jD/\/l) — AOM and Z4 (N D.A) — NOA by U. The
equivalence of bimodule categories N' = NA from (2.34) extends to an equivalence of linear
categories Z 4 (N ) =7 (N D.A) because Z4(—) is a 2-functor from bimodule categories to linear
categories [18, Proposition 3.7]. The node label y in the region ¥’ is the image of y under this
equivalence, and 2’ is defined similarly. The precise form (2.35) of the equivalence shows that
U(z') = 10U (x) and U(y') = U(y)O1, and applying the complete forgetful functors, we find
using (2.26) that

U(z') = @5@ aU(z) and Uly) = @ U(y)a*Xa.

Finally, we need to specify a linear map 1: N — N’ between node spaces. We pic a vec-
tor f ® g € N, where f and g are morphisms f: m — U(z) and g: @ — U(y). The value of ¢
on f®gisyY(f®g) = f' ®¢g', which is a tensor product of morphisms f': T®m — @, aKal(z)
and ¢': X1 — @, U(y)a* Ka of ¥’. Due to Schur’s lemma, all simple components of f’ and ¢’
except for 1 f" and 1¢’ are zero. Thus setting 1 f :=idyX f and 19’ := g idy defines f’ and ¢,
and thus the linear map .

The proof that the move TE is a move of invariance can be found in [16, Section 4.3.3].

With the list of elementary and composite moves complete, we are ready to formulate the
next theorem, which states that the moves leave the evaluation invariant.

Theorem 4.4. The moves OR, C, EF, SN, and L defined above are moves of invariance in
the sense of Definition 4.1 for the evaluation |—| of extruded graphs from Definition 3.11.

Before we get to the proof of Theorem 4.4, which is the content of Appendix A, we will see
that Theorem 4.4 implies the uniqueness result discussed in the next section.

4.2 Uniqueness of the evaluation

To state the uniqueness property of the evaluation procedure |—| defined in Definition 3.11, we
introduce some terminology.

Definition 4.5. A pre-evaluation ||—|| is a choice of linear map ||X|[: N — T for every extruded
graph ¥ on S? with node space N and block space T
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Consider the set E of triples

E = {(E,f,w)

¥ is an extruded graph on S? with node space N
and block space T, f € N and ¢ € T*. ’

A scalar pre-evaluation is a function s: £ — K, which is linear in the variables f and ¢.

Observation 4.6. There is an obvious bijection between pre-evaluations and scalar pre-
evaluations. For a fixed extruded graph X, a scalar pre-evaluation is a linear map sy : N®T* — K.
Likewise, a pre-evaluation is, for each extruded graph ¥, a linear map ||X||: N — T. Since T is
finite-dimensional, these spaces of linear maps coincide.

Clearly, our evaluation from Definition 3.11, restricted to extruded graphs on the sphere, is
a pre-evaluation in this sense. A pre-evaluation ||—|| is said to be compatible with a move M, if
the diagram

N [157]] T

o] |v

/ /
(1277

commutes in a generalization of (4.3). We say that a scalar pre-evaluation s is compatible with M
if s(X7, f,¢) = S(ZT’, U(f),po \11_1).

Theorem 4.7. The evaluation |—| defined in Definition 3.11 is the unique pre-evaluation such
that lasso graphs are evaluated as in Proposition 3.21, and which is compatible with the moves
OR, C, and EF.

The scalar evaluation defined in (3.10) is the unique scalar pre-evaluation such that lasso
graphs are evaluated as in Proposition 3.21, and which is compatible with the moves OR, C,
and EF.

Proof. We consider any pre-evaluation ||—|| which evaluates lasso graphs as in Proposition 3.21
and for which the moves OR, C, and EF are moves of invariance. We then show that ||X|| = |X|
for any extruded graph X on S%.

The network of n defect lines and k nodes in X form a connected graph with n edges and k&
vertices. Any connected graph has a spanning tree, that is, a sub-graph without cycles which
contains all vertices of the original graph. We pick such a spanning tree, and in it an edge. Note
that this edge is not a loop. We may thus apply the contraction move C to the corresponding
defect line in X, obtaining an extruded graph >’ with (n — 1) defect lines and (k — 1) nodes.
Since C is by assumption compatible with the pre-evaluation ||—||, we find Voo |[|X]| = ||X'|| o 9¢,
where )c: N — N’ and U¢: T — T’ denote the linear maps defined in C. This step is repeated
until we arrive at an extruded graph Y1 with only a single node. Viewing all individual C-moves
as one composite move, it is clear that this move is compatible with ||—||: ¥ o ||Z]|| = [|X1]| 0 ¥1.
As depicted in Figure 19, the defect lines of ¥4, all start and end at the unique node. The sphere
Y1 with the interior of the node removed is a closed disk with embedded defect lines that start and
end on the boundary. Since the lines do not intersect, there is at least one defect line whose start
and end points are neighbors on the boundary of the disk. To a defect line with this property,
the loop move L can be applied. As we will see below (see Appendix A.3.2), the L-move can be
realized as a composition of C, OR, and EF-moves. Thus, the evaluation ||—|| is compatible
with L. This step of applying the move L is repeated until only one defect line is left.

The resulting extruded graph is a lasso graph ). Having constructed a move between X
and @ compatible with ||—||, we denote the associated linear maps between node spaces and
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Figure 19.

block spaces by ¥: N — Ng and ¥: T — Tg. By assumption, Proposition 3.21 holds for the
pre-evaluation |—|. As a consequence, |—| and ||—|| are equal on lasso graphs such as @, and the
following diagram commutes

T To

Since U is an isomorphism, we can deduce that ||X|| = |X].
The statement for the scalar evaluation follows immediately from the first part of the theorem
and Observation 4.6. |

A Details on moves

A.1 Proof strategy for elementary moves

The discussion of the elementary moves in the subsequent sections follows a general pattern,
which we outline here.
Recall that any move M between extruded graphs ¥ and Y’ involves linear maps

p: N =N between node spaces,
yP: TP — TP between pre-block spaces, and
v: T—T between block spaces.

In order to show that an elementary move is an invariance, we consider the diagram (A.1) below,
which is a subdivision of (4.3)

N 0 TP s T
l@b l\lfp l\p (A-l)
N’ i > d T

We will deduce the commutativity of the outer paths in (A.1) from the commutativity of the two
cells. Commutativity of the outer paths then implies by Definition 4.1 that we have a move of
invariance at hand.

For the right-hand square in (A.1), this is facilitated by the fact that T is a retract of TP.
Consider the following general observation.
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Lemma A.1. Let X be a category, and let

™ ™
RN P 5Ty
Ty and T ——y

be retracts in X. Denote the corresponding idempotents by h = vom and h' = on’. A mor-
phism p: y — vy’ which satisfies

h
y—9Y

l@ lso (A.2)

h/
y ——y

18 a morphism of retracts, meaning that

L ™

Jw l@o and l@ llﬁ (A.3)
PN Y y' o

commute for ¢ = 7’ o @ or. Conversely, any pair of morphisms (p,1) which satisfies (A.3) also
satisfies (A.2), and ¢ = 7" o @ o1 holds.

Applied to our situation, Lemma A.1 becomes the following.
Lemma A.2. The commutativity of the diagram

> M TP

% bp : (A.4)
T A, !

involving the holonomy idempotents h, h' instead of the projectors m, n’ implies the commutativity
of the right square in (A.1), and thus that the elementary move M is an invariance.

For every elementary move, we thus have to check two things: the commutativity of the left
square in the diagram (A.1), and the commutativity of the square (A.4). This is done in the
following sections.

A.2 Elementary moves

This is the first of two sections that comprise the proof of Theorem 4.4. For some moves, we have
to prove the invariance property by directly using Definition 3.11, the definition of the evaluation
procedure. These moves are called elementary. Other moves can be obtained as compositions of
elementary moves, and we will treat them in Appendix A.3.

A.2.1 OR — orientation reversal

In the introductory discussion in Section 4, we have already seen that the node spaces before
and after the move OR can be identified, and we can indeed view them as equal without loss of
generality, by assuming that the acting categories A and B are strictly pivotal. As a consequence
of the equality of node spaces, the pre-block spaces are also equal. This makes the commutativity
of the left square in (A.1) particularly easy to prove, because the linear maps ¢ and WP are
identities in this case.
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Explicitly, using (3.3), the pre-block space is of the form
TP = mlymay 2oy) © - = x4l 7y Yy @ - = T

We must now show that the diagram (A.4) commutes. Unraveling the definition of the two
holonomy idempotents h for ¥ and A’ for ¥’ reveals that h = h/. This is because in the holonomy
balancing (3.6), say for the domain A, the balancing

M@ Y7 TM) ® - = MYy AT () ©

appears as a composition factor. Thus balancing is the same for both TP and TP’. A similar
statement hold for the domain B.
As a consequence, the linear map ¥ between block spaces is an isomorphism.

A.2.2 C — contraction

The second move for which we show the invariance property is the contraction move, which
is depicted in Figure 13. Following the general proof strategy outlined in Appendix A.1, we
now need to check that the left cell of the diagram (A.l1) commutes. To this end, consider
an extruded graph Y7 which contains the disk ¥ from Figure 13. The node space N of ¥
is given by N = (kXm,U(z)) ® (mRI,U(y)) @ Ng, where Ny is a rest term that takes
into account the nodes of ¥p that lie outside of ¥. The commutativity of (A.1) amounts
to the equality of the linear maps &’ o+ and WP o §, which we do by evaluating them on
a vector f = fi) ® f(ﬂ) ® fim) ® f(Z) ® fr) € N. We then calculate

8" o (f) =" ((fmy © fy) @ fuo) @ fz) © fwy)

= (fomy © Fany) © €D dedid. (o) @ fizy @ fiw) © (rey @ %7y © ),
kl,...

where the first equality uses the definition of ¢ from (4.5) and the second equality is the
definition (3.8) of §’. On the other hand, we have

3.8
wP o 5(f) L D ddmdid - TP(f 0 (ko) @ *(@mm) © *mamy @ *ap @ ++))
km,l,...
= P dedmdid TP(((fix) © *aey) © (Fny © *amam)) @ () © *(mm))
km,l,...

® (f(Z) ° *(ij>) ® (fryo-)))

: @ didmdid.. 0" 1,... 0 Ve, (((fixe) © *eky) @ (Fny © *mm))
km,l,...

® (f(M) 0*(m,m>) ® (f(z) o *@D) ® (f(R) o))

) @ dkdmdld~--5lk,l,...((f(/\/() o *(m,m) o *(ﬁ,m) o f(ﬂ))
km,l,...

® ((f(l(j) o *<k,k>) & (f(Z) o *<U>) ® (f(R) o---)))

2.4
= P didid- e, ((fmy © Fn) © ((Fiey © %y
k,1

(a1

(@5

® (f(Z) ° *<1j>) ® (fryo-)))

3.8
(:) (f(./\/l) © f(ﬂ)) & @ dkdldk’dl’d~~~((f(IC) o *(k,k)) X (f(Z) o *@D)
KV KL...
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X (f(R) o-- )) ¢} (*(k’,k) ®*<17j> Q- )

= (foy © fy) © @D didid (i) © *gery) ® (fizy 0 *azy) @ (fmyo-+-))-
k.1,...

In the last equality, we used Schur’s lemma.

2’
Arlel
(2)us
/7
C ’
— 1 ;p.@
\\
\\L
A kel
Figure 20.

In order to check the commutativity of the square (A.4), we need to prove that the two
composition factors of the holonomy operations h and h’ corresponding to the paths from k to [
agree. These paths are labeled as (1) and (2) in Figure 20. We perform the check only for the
holonomy with respect to the domain A; the argument for the B-holonomy is similar. Specifically,
the following diagram (A.5) needs to commute, in which the left vertical column composes to the
path (1) in Figure 20, and the right vertical column composes to the path (2). For convenience,
only the relevant parts of the pre-block spaces are written out (the sums over the variables 1
and k are omitted in (A.5)):

B, (nR1a, U(y)) ® kXA, U(zx)) ——— (kR1a,U(z epq y))
! !
@n(nﬁi, U(y)a*) @ (kXn,U(x)) — <k&1, U(z epry)a*)

1
P, (nN1,a*U(y)) ® (kXA U(z))
1
D, (anX1,U(y)) ® (kKn,U(x))
1 (A.5)
Dn(nXLU(y)) @ (kNna,U(z))
1
D, (nX1LU(y)) ® (kXn,U(z)a*)
{ +
D, (nXLU(y)) ® (kXn,a*U(r)) —— kXL a*U(z op y))
1 1

D, (nX1LU(y)) ® (ak®n,U(x)) —— (akXLU(z opq y))

In the above diagram, the commutativity of the top and bottom squares is trivial. The large cell
commutes by definition of the balancing on x e y, as can be seen by unraveling the definition
of the module Eilenberg—Watts functors.
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The proof for the one-sided case is completely analogous; however here, only a single domain is
adjacent to the (m € M)-labeled defect line, and hence the following paths need to be compared
for the holonomy operation, see Figure 21. This completes the proof that the move C is an
invariance.

N /
‘ " 5

Figure 21.

The linear map ¥ between block spaces for the C-move also appears in [20, Lemma 4.39],
where it is proved that ¥ is an isomorphism.

A.2.3 EF — edge fusion

As described in Section 4.1, the edge fusion move allows use to merge parallel defect lines which
share start and end nodes. We proceed to show that EF is a move of invariance, following the
proof strategy outlined in Appendix A.1. The first step is to show that the left square in the
diagram (A.1) commutes, i.e., that

§ o1 = VP od. (A.6)

To improve legibility, we perform the calculations using the diagrammatic calculus outlined
in Section 2. The linear map ¢: N — N’ defined in (4.6) is composed of the adjunction
isomorphisms (2.29) and (2.28). Disregarding tensor factors of the node spaces that are unaffected
by the move, ¢ takes for our given defect line labels m and n the form

|m®n |y

1/1:@3 ®@dbb l
acB | beB
| z

|m&n

Implementing the definition (3.8) of §, we obtain

k 1y
i b
dop= @ didp)y  [mxn\ @ | T (A7)
ke MON ab g
| &
1 k

where we stress that the x-notation here denotes a sum over dual bases of Hom-spaces in the
relative Deligne product, which is why the coupons are drawn in red. Turning to the other side
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of equation (A.6), we read off the expression for WP from (4.1)

o)
Wp:@ @dkzdb mgn

k meM ab a
N

, (A.8)

nec
7
and calculate
3 =
miXn
woi Y P ddmdn Y dy [ @ @ P s
kmn ab at min X
| 0
[ k
(=
(2.30) mXn bl m&n
S P ddmdnd dp [ & o 1"
kmn ab at min mXn
iz |k
Ik 1y
(2.5) @ b
= X :
@dkgb:dba mXn\ &® BN
Z |k

Comparison with (A.7) shows that ¢’ o9 = WP 0 §, and hence the left square in (A.1) commutes.

We are left to show that the square (A.4) (which is the outer square in (A.9) below) commutes
for the move EF. To this end, we note that the holonomy idempotent on ¥ factorizes into
commuting idempotents h = hrest © hg, where hp is the holonomy idempotent with respect
to the B-labeled domain in ¥. Thus, hg o h = h = hprest © hg. The square (A.4) takes, with
a subdivision, the following form

TP h y TP

xrz /

hgs

h
oP Tp LRest, mp oP (AQ)
b K.
e e

>/ W , TP

We have to find an injective map ¢ such that all smaller cells in (A.9) which involve ¢ commute.
This then implies commutativity of the outer square. As a map between direct sums

™= @ (kR U)o kR, Uy)
ke MON

S P PrRaR---,U) @ (qRrR---,U(y)) = TP,
qeEM reN
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¢ is determined by its components grck, which are

qrCk = dqdl‘<*<k(]\/),r> ﬁ*(k@w),q) ... s U($)>
® (F(akpe) B (ko) B, U(y)) o U. (A.10)

Here we used the form of Sweedler notation for the forgetful functor from (2.36), writing
U(k) = kv Rk -

To see that c: TP" — TP is injective, note that under the isomorphisms

o~

TP 2 (zovony, Yomow)) @ - TP 2= (2 Ry, you Rywn) @ -+
that we encountered in Remark 3.5, the map ¢ corresponds to the subspace inclusion, meaning
that the following diagram commutes

TP — = (o Ymow)) @ - -

lc J/subspace inclusion

TP —— (z(my B2y, Yoy Byy) @ -

This can be checked explicitly, using the isomorphism sil from Section 2.11. Thus ¢ is monic,
and the outer square in the diagram (A.9) commutes if all the cells commute.

To verify that the bottom square in (A.9) commutes, recall that the holonomy idempotents h’/
and hpest are each defined as a composition of individual holonomy idempotents for every domain
except B — these domains appear in both ¥ and ¥’. On the other hand, the linear map c affects
only the algebraic data associated with the domain B. It thus commutes with the holonomy
idempotents for the other domains.

This leaves us with the checking the commutativity of the triangles on the left and the right
of (A.9), which happen to be equal. They represent the equation ¢ o WP = hp, which needs to be
checked now. Knowing the components of ¢ from (A.10) and of WP from (A.8), we write out the
composition ¢ o WP in components m,q € M, n,r € N

In order to compare this expression to the respective components of hg, it is most convenient to
evaluate it on morphisms g: U(z) - mXn and f: mXn — U(y), and then pass through the
isomorphism

sil ™1 @(U(z),q®r> @ (qXr,U(y)) — (U(x),U(y)) (A.11)

qr
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from (2.38). Doing so, we obtain

sl (€0 UP)n(9 @ ) = didqdeds,
kqrab

|z

which is identical to (A.12). This implies co WP = hp, and so the outer paths in the diagram (A.9)
commute, and the move EF is an invariance.
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The linear map ¥ between block spaces for the EF-move also appears in [20, Theorem 4.43],
where it is proved that ¥ is an isomorphism.
A.3 Composite moves

This section is the second and final part of the proof of Theorem 4.4. The remaining moves do
not have to be proved by explicitly using the definition of the evaluation procedure, but can be
obtained as compositions of moves we already know to be invariances.

A.3.1 SN - silent node

We begin by redrawing Figure 16 in a slightly larger region, this time involving another node
labeled by x. Such a node x exists because the extruded graph on the left-hand side of Figure 16
is not allowed to feature a loop without a node (see Figure 22).

me M

Figure 22.

The invariance under the SN-move is a consequence of the following more general lemma.

Lemma A.3. Let My be a move between regions X and Y/, and let My be a move between Y/
and X" . Suppose that both My, and the composite move MMy between ¥ and ¥/ are moves of
invariance. If the linear map Vo between block spaces of ¥/ and X" is injective, then My is an
invariance as well.

Proof. In the following diagram, commutativity of the left square is equivalent to M; being an
invariance. This commutativity follows from the commutativity of the right square (due to the
fact that My is an invariance), the commutativity of the outer paths (M;Ms is an invariance),
and the fact that Ws is a monomorphism

N 1!’1 N/ w2 N//

lm llzw & m
T Yo, Y2,

To apply Lemma A.3 to the present situation by setting M; = SN and My = C, we now show
that the composite SNC is the identity move, which is clearly an invariance. This is obvious
on the topological level. As for the node labels, it follows immediately from the definition (4.4)
of the contraction operation e, that ®44 is a unit for the operation ¢, ez = x. Lastly we
need to verify that the linear maps ¥sn, ¥c between node spaces compose to the identity. This
is done by checking that for f € N = (m,z (), Yc(sil(idm) om f) = f, which follows from
unraveling the definitions (4.5) of o, and (2.38) of sil. This proves that SN is an invariance.

Moreover, the SN-move’s linear map ¥ between block spaces is an isomorphism, as it is the
inverse of the C-move’s map V.
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A.3.2 L — loop move

The L-move is obtained as the composition of moves, see Figure 23. First, we apply the SN-move
to the loop, which splits it into two M-labeled defect lines and creates a new silent node. Next,
we flip the orientation of one of the M-labeled defect lines using the OR-move, so that both point
away from the x-labeled node. The EF-move then merges the two defect lines into one, labeled
by mOm € MO M. In the last step, we use the (one-sided version of the) C-move to absorb
the silent nodeinto the node labeled by . This results in the node label 2’ = ®yq o742, as
described in (4.7).

B
me M
2 SN
. & (2] :
meM
B
B
mOm
OR,EF -
e, @) G G
MOM
B

Figure 23.

We still have to compute the linear map @ between node spaces, which is a composition
of the individual maps for each move in the chain (see Figure 23). The first morphism is
YN = sil(idm) @ idmEme y- The map 1or is the identity. In the next step, we obtain

(MR M)
|m®m
1
YEFoYsn = — P dp
b
Da a,beA |
| z

where r denotes the retraction from Lemma 2.16. This agrees with the linear map defined in
Section 4.1, and so the proof is done.
This completes the proof of Theorem 4.4.
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B Details on loop graphs

This section forms the proof of Theorem 3.16. As in Lemma 3.19, we restrict ourselves without
loss of generality to the case B = vect.

(1) Let g € TP = (Irq,In) be a vector in the pre-block space. We make the formula
d *
m(g) = E szreVQ o © (87g2) 0 acobrevg
a

obtained in Lemma 3.19 for the retraction 7: TP — T from (3.7) more explicit. From (2.25)
and (2.10), we can work out how to express the morphisms b]reVQM o and acobreVQM in
components

Ol(blre\@Ma*)1 = d) *(ar1,q) M *(gay: a'1Ka*l - qX7q,
k(acobrev%/l)n = dn *(n,ark) M*(arkn): DHD — a"k Xa*k.
This allows us to state the components q7(g)

dadnd; "
qﬂ'(g)n = D (*(a*l,q) ﬁ*(q,a*l)) © (a lgka) © (*(n,a*k) @*(a*k,n))' (B'l)
ak,1

:nXn — qXq of 7(g)

n

(2) For the evaluation of the loop graph O, we also need to compute the morphism ¢ from (3.8).
Let f: m — m be an arbitrary endomorphism of m € M, as in Theorem 3.16. We compute

a(sil(f)) = @ diesil(f) o (kgae,m) B xim k) )- (B.2)
K

Ultimately though, we need the components 16(sil(f)),.. To obtain them, we make use of
the explicit form of the isomorphism sil from (2.38), 1sil(f) = (x(m,1y © f) Bxq m). We insert
this into (B.2) to find
10(sil(f))y = diasil(f) © e m) B xmiy) = dic(cpmny © ) B i1my) © Gepicmy Bx i i))
= di(x(m1y © f 0 *aemy) BHOrm k) © *(1,m))-

(3) We substitute §(sil(f)) for g in (B.1)
dadnds

qm(6(sil(f))), = TA(*G&*Lq) X x(g,as1)) © (2"10(sil(f)) @)
ak,1

(e} (*(n,a*k) Xl*(a*k,n))
dadpdid .
= aT‘AIk(*<a*l7q> oca (*(m,l) o f o *(k,m}) o *(n,a*k))
ak,1
&(*(a*km) ) (*(m,k) [¢) *<17m>)a o *(q,a*l))' (B3)

To simplify this expression, we use that

Z dl(*(a*l,q) o) a**<m’1>) & (*<1’m>a o *(q,a*l)) = *(a*m,q) (%) *(q,a*m)v and
1

D di(@* * ey O*(nak) @ (Kfarkon) © *(mi) ) = *natm) ® *(atmn)- (B.4)
K

Using (B.4) to continue the calculation (B.3), we obtain

. dadn *
qﬂ-(é(Sll(f)))n = Z D (*(a*m,q) ca f © *(n,a*m)) IZ(*(a*m,n) o *(q,a*m))' (B5)
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(4) The cells of the following diagram commute

. @, sil?
TR<¢M7QM> —> TN(IM,IM> = @n<n®n,IM) — @HM<H,H>
lTrTR \LTrTN J/Zn dnTr uq (BG)
K Pa K i K.

Commutativity of the left cell follows from Lemma 2.17; the right square can be checked
explicitly using the explicit form of the isomorphism sil form (2.38).

(5) We compute @, sil ™! (7 ((sil(f))),), starting from (B.5)
-1 . dadn .
sil (7(5(811(]0)))11) = Z D (*(a*m,n) O *(q,a*m) © *(a*m,q) © & Jo *{n,a*m))

aq

da .
= Z FA(*(a*m,n) ca f o *(n,a*m))'

To arrive at the first equality, we used the explicit form of the isomorphism sil. For the
second equality, we recognized a resolution of the identity. To perform this step, it is
necessary to replace the dimension factor d, with dq, which is possible thanks to Schur’s
lemma.

(6) We are now in a position to compute the evaluation

0,10[si1() 270 0 7 0 6 0 sil(£) 2D 4 Trgn (7 0 6 0 sil(f))

IS T (si ™ (r(5(s1())),0))

1 *
= FA ; dndaTrpm (*(a*m,n) oa’fo *(n,a*m))

© DlA Z daTrps(a* f) = Teaq(f). (B.7)

The equality (x) uses the fact that for any endomorphism «: z — z in a Calabi-Yau
category X, Try(a) = 3, dyTra(x(zy) © @0 xy 4). To check this, one uses symmetry of
the trace and a resolution of the identity.

It is easy to see that the result (B.7) is equivalent to the statement 6 o |O| = Try osil™! of
Theorem 3.16. The claim also holds true in the case where B is not necessarily vect. Thus,
the proof is done.
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