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EXPLORING THE GAP BETWEEN
LINEAR AND CLASSICAL LOGIC

FRANÇOIS LAMARCHE

Abstract. The Medial rule was first devised as a deduction rule in the Calculus of
Structures. In this paper we explore it from the point of view of category theory, as
additional structure on a ∗-autonomous category. This gives us some insights on the
denotational semantics of classical propositional logic, and allows us to construct new
models for it, based on suitable generalizations of the theory of coherence spaces.

1. Introduction

This paper has two basic goals:

• to explore a recent extension of multiplicative linear logic—the Medial rule—from
the point of view of algebra. We will present a categorical axiomatization, as added
structure and axioms to the standard definition of ∗-autonomous category, as well
as real-life examples of such categories.

• to use this framework as a tool for the construction of “symmetrical” models of clas-
sical logic, that is, models that have an underlying ∗-autonomous structure [Bar91,
See89, FP05, FP04a, FP04b]. Every object in a “symmetrical” model has a ⊗-
comonoid structure, and thus, because of ∗-autonomy, also a O-monoid structure.
As is customary, we then say that every object has a bimonoid structure. The use
of a ∗-autonomous category with Medial as a waystation is very much a semanti-
cal approach: in this paper we try to construct such categories where good classes
of bimonoids already exist, which is very different from the syntactic approach of
decreeing the existence of rules like contraction and weakening. Until now all the
known examples of a denotational semantics—in the sense of a “concrete” category
which is not a poset—for “symmetrical” classical logic suffered from degeneracies
at the level of the Boolean operations. It was observed that the category of sets
and relations is a kind of “Boolean category” (appearing first in Führmann and
Pym [FP05]) that identifies conjunction and disjunction, and that this was also true
for several other examples like finite-dimensional vector spaces and the category of
sets and profunctors, as observed by Hyland [Hyl04]. We will end up with new and
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interesting classes of such models, some of which are quite natural; they turn out
to be very closely related to traditional coherence spaces [GLT89], and to have the
same relationship with the category of relations as them.

Until a recent date, any semantics of proofs for classical logic would break some of the
inherent symmetry of classical logic. This can be expressed most succinctly by using
categorical language, starting with the well-known observation that if any cartesian-closed
category (with coproducts) models proofs in intuitionistic linear logic—in other words, is
a model of the lambda calculus with sum types—then the presence of a dualizing object
forces the collapse of the category to a poset (a Boolean algebra, naturally). This was
first observed by André Joyal [LS86, pp.67,116] (see also [Gir91, Appendix]).

It had been observed some while ago [Fil89,Gri90] that control operators in functional
programming can be modelled by extending the lambda calculus with constants that cor-
respond to Pierce’s law, which is one simple way to bridge the gap between intuitionistic
and classical logic. This was extended to a full natural deduction system for classical
logic by Parigot [Par92], that he called the λ-µ-calculus. It has a general categorical ax-
iomatization [Sel01], which is built on the foundations of [SR98]. The “pure λ-calculus”
component of this axiomatization is just ordinary cartesian-closed categories, with the
expected result that the double-negation of an object X is not isomorphic to X. Fur-
thermore, the operator that models disjunction is not bifunctorial, but only “functorial in
each variable separately”, which is another loss of symmetry. From the point of view of
operational semantics, this “flaw” of disjunction means that computation in such models
is very much sequential.

Girard’s system LC for classical logic [Gir91] is based on a categorical construction
in cartesian-closed categories that uses the very same ingredients as [SR98]. The differ-
ence is an ingenious system of polarities, that restricts the application of the categorical
operators, and forces the identity of an object with its double negation (you can’t apply
the categorical negation operator twice, so the formal negation of a negated object is the
original object). In this interpretation composition of proofs is not associative, which is
not good news. There is an alternative construction in the category of coherence spaces
that uses the full model of linear logic available there (multiplicatives, additives and expo-
nentials), and probably more; it corrects that problem of associativity of composition. It
is not clear what are the abstract properties that make this construction work, and how it
can be exploited by syntax. But anyway both models (and the common sequent calculus
which is interpreted in them) suffer from the problem that the connectives as bifunctors
are only partially defined, due to the need of some maps to be “in stoup position” in
some cases. More work has to be done on this model, but it obviously does not have the
necessary symmetries to embody the idea of a “Boolean algebra which is a category”.

Another categorical axiomatization for the λ-µ-calculus has been proposed by
Ong [Ong96]. The λ-µ-calculus’ distinction between variables and names (covariables)
appears in the semantics itself, which use fibered categories to manage both kinds of
variables. Thus the categories involved need not have coproducts, but the symme-
tries/asymmetries of the semantics are patterned quite closely on those of the syntax:
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when names appear they act completely symmetrically towards negation, but a variable
can also appear at the same place as a name, and variables have the same, “intuitionistic”
behavior as in the ordinary lambda calculus.

That was the situation about two years ago. People were aware of one of the main
lessons of multiplicative logic, that removing contraction and weakening permits a real
involutive negation at the level of the proofs. People also knew that if linear logic is taken
as granted, then adding the possibility of weakening and contraction (seen as a left-side
rule) to an object is to be seen as giving a comonoid structure to that object. And people
knew quite well that if every object of a “linear category” is equipped with a comonoid
structure, and if every map in that category respects the comonoid structure in question,
then the conjunction/tensor in the linear category is just ordinary categorical product.
Thus if we add the involutive negation to this mix, we are back to Joyal’s paradox.

Naturally one way out of this conundrum is to

find ∗-autonomous categories such that every object is equipped with a comonoid
structure, but where the maps do not preserve that full structure.

A negative requirement like this one doesn’t tell you where to look, and what to expect
instead. It took the appearance of two concrete models, both based on proof net syn-
tax [Rob03,LS05b] (differing markedly on the syntactic interpretation of the categorical
composition operator), to show that there was indeed such a thing as a “symmetric”
model of Boolean logic, one that fulfilled this negative requirement.

And then came the natural question: “What are the essential categorical properties of
these models?”. The several solutions that have been proposed [FP05,FP04b,LS05a,Str07]
show that we have gone from having no answer at all to having way too many answers.1

In [Str07] there is an exhaustive survey of the different possibilities—the present state of
the art—that arise when one tries to formalize this notion of “Boolean category”. And
there is a possibility that more subtleties will appear when this work is fully extended to
first-order logic, a program which has already begun [McK06].

Right now there are not enough concrete semantics to fill all these possibilities, and
perhaps there never will be2. This situation is in marked contrast with that of intuitionistic
logic, since the axioms for a cartesian-closed category (with coproducts) are maximal
in the sense that any non-trivial addition of an equation forces all models to become
posets [Sim95,DP04]

The present papers explores a particular class of possibilities among these, the ones
that are based on the Medial rule. This rule [BT01,Brü03] was devised to obtain deductive

1Two other, related approaches should also be mentioned; we consider they are a little outside the
aforementioned “mainstream” we have shamelessly defined by decree. The axiomatization proposed by
Došen [DP04] is perfectly symmetrical, but lacks the property of monoidal closure, which is shared by
all the above attempts, and that we consider to be essential. The axiomatic suggestions given by Hyland
in [Hyl04] are phrased in the language of compact-closed categories, in which tensor and par coincide.
But it is possible to define Frobenius algebras in a ∗-autonomous context, for example by requiring the
axiom of graphicality [LS05a, 2.4.4].

2even if we take account of the fact that some of these possibilities are dictated by syntax and would
not appear naturally in semantics.
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systems for classical logic that are based on deep inference [Gug07]. Rules are much more
mobile (there are many more ways of permuting them) in deep inference, and the syntactic
motivation of Medial is to allow arbitrary contractions to be be pushed all the way to
the atomic formulas. This has an immediate semantical reading: if we have Medial, we
know how to define the bimonoid structure on a conjunction A ∧ B from the bimonoid
structures on A,B. So as we have said at the beginning of this introduction, our second
contribution is the exploitation of that idea in the realm of denotational semantics, i.e.,
the construction of concrete “symmetrical” models of classical logic. But if the Medial
rule is a new syntactic tool for logic—although it has already been observed in the realm
of game semantics by Blass [Bla92]—we have to know what it is from the categorical
point of view, since we intend first to construct models of linear logic with Medial before
attacking classical logic. Thus, most of our axioms and results about Medial also appear
in [Str07], but everything there is done in a classical context (weakening and contraction
being always assumed a priori), while we do not have that luxury, working in a purely
linear context. An outcome of this is that some of our own axioms are propositions
in [Str07], and some of our own propositions are harder to prove.

2. Medial and Mix

2.1. preliminaries. We will always be working in a ∗-autonomous category C, al-
though much of what we’re doing can be done in a weakly (aka linearly) distributive
category [CS97a] equipped with an involution that exchanges tensor and par. Our no-
tation for the operators of linear logic is almost completely standard: ⊗,O, I,⊥, (−)⊥ ;
the tensor unit is nonstandard for typographical reasons. We write the categorical com-
position of maps f, g either as gf or g ◦ f , depending on whim. We use the traditional
(“functional”) order to denote composition.

Here are some notational conventions we will stick to. First we will very seldom write
associativity isomorphisms explicitly. In other words we use as few parentheses as we can.
We will also never name the unit isos, and just use a standard generic “isomorphism”
notation for them, e.g.,

(AO⊥)⊗B ⊗ I /o // A⊗B .

For the symmetry we will use the notation TA,B (the T is for Twistmap):

A⊗B

TA,B

// B ⊗ A AOB

TA,B

// B O A

without bothering with the distinction between the Tensor-Twist and the Par-Twist,
which is always obvious.

In our setting the “right switch” map (which is how we call the linear distributivity)

SrA,B,C : (AOB)⊗ C // AO (B ⊗ C)
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is obtained from the ∗-autonomous structure (e.g., [LS06]); it is self-dual (see below for a
precise definition of what this means) and commutes with itself in the sense that it can
be composed with itself to give a uniquely defined map

SrA,B;X,Y : (AOX)⊗ (B O Y ) → AOB O (X ⊗ Y ), (1)

natural in all variables. One reason we put the variables in this order in the definition is
because this version of switch can be iterated: the different ways to construct

SrA,B,C;X,Y,Z : (AOX)⊗ (B O Y )⊗ (C O Z) → AOB O C O (X ⊗ Y ⊗ Z),

by composing Switch all define the same map. So we can use the same notation in a 3-ary,
4-ary, etc. context.

2.2. Proposition. The following two triangles commute,

(⊥OB)⊗ C
Sr⊥,B,C

//

#c
##GG

GG
GG

GG
G

⊥O (B ⊗ C)

B ⊗ C

;{

;;wwwwwwwww

(AOB)⊗ 1
SrA,B,1

//

#c
##FFFFFFFF

AO (B ⊗ 1)

AOB

;{

;;xxxxxxxx

where (as we already said) the diagonal maps are unit isos.

Proof. Look at the rightmost object in the first triangle, and take the transpose of the
two maps that have it for target. We get another triangle

I⊗ (⊥OB)⊗ C
ev ⊗ C

//

(h
((RRRRRRRRRRRRR

B ⊗ C

I⊗B ⊗ C

8x

88qqqqqqqqqqq

where ev is the evaluation map for I ( B = I⊥ O B. This triangle obviously commutes.
The other triangle is obtained by self-duality of Switch.

Because of the presence of a symmetry/Twist the Switch map has several incarnations,
which we will have to invoke sometimes. The official “left Switch” map is

SlA,B,C : A⊗ (B O C) // (A⊗B) O C ,

its 4-ary version is

SlA,B;X,Y : (AOX)⊗ (B O Y ) −→ (A⊗B) OX O Y ,
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and the self-duality of Switch is expressed by

(A
⊥ OB

⊥
)⊗ C

⊥

Sr
A⊥ ,B⊥ ,C⊥

//

�O

��

A
⊥ O (B

⊥ ⊗ C
⊥
)

�O

��(
(A,⊗B) O C)

)⊥
(SlA,B,C)

⊥

// (
A⊗ (B O C)

)⊥

We will also need other version of Switch, i.e., other combinations with the Twistmap.
We will simply use Sl as a generic name for things of the form

A⊗ (· · ·OX O · · · ) // (· · ·O (A⊗X) O · · · )

and also for things of the form

A⊗ (· · ·O I O · · · ) // (· · ·O AO · · · )

where a unit iso is involved in addition to a bona fide Switch. Similarly we will use Sr as
a generic name for things like

(· · ·OX O · · · )⊗B // (· · ·O (X ⊗B) O · · · )

and
(· · ·O I O · · · )⊗B // (· · ·OB O · · · ) .

There is another ink-saving convention we will use throughout this paper: we use the
symbols I,⊥⊥ when we mean I,⊥ but want the symbol to disappear by composition with
the unit isos when it is in a context that allows this. This is easier to explain by examples
than to formalize: for instance, the map SrA,⊥⊥;X,Y goes (AOX)⊗Y → AO (X ⊗Y ) (and
thus SrA,B,C = SrA,⊥⊥;B,C) while SrA,X;I,Y goes (AO I)⊗ (X O Y ) → AOX O Y .

2.3. Mix. When you have a binary operation which is associative, you immediately get
its n-ary version for all n ≥ 2 by composition/substitution. We can extend this to the
case n = 1 by decreeing that the unary version of the operation is identity; in this case
we can say we have access to the n+ 1-ary version of the operation. If our operation also
has a unit we take it to be us the nullary version of the operation. Thus an associative
operation with unit has a version available for all finite arities.

This also works with things like natural transformations. For example the Mix map
starts as a “binary” entity

MA,B : A⊗B → AOB (2)

but we always want the necessary equations [Blu93] that ensure that the two ways of
going from A ⊗ B ⊗ C to A O B O C (using Switch in addition to Mix) yield the same
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map, which we write MA,B,C (we also have to show that the binary Mix merges well
with the symmetries). Thus, since binary Mix always comes equipped with the necessary
monoidal equations, it is actually n+ 1-ary Mix. Then nullary Mix is a map I → ⊥, but
this is not what we really want in general, since this is not entirely palatable to traditional
logicians (although rather common in practice, since I and ⊥ are isomorphic in quite a
few denotational semantics). Here is a case where the nullary notion is not desirable. But
if we apply Mix to ⊥⊗ I we get a map that goes ⊥ → I instead; in [CS97b] a condition
(and see right below) is given on that map that allows the general Mix to be deduced
from it.

The following already appears in [FP04a]:

2.4. Proposition. In a ∗-autonomous category, a map m : ⊥ ⊗ ⊥ → ⊥ which is asso-
ciative and commutative determines an n+ 1-ary Mix map, by taking

A⊗B

SrA,B;⊥⊥,⊥⊥
// AOB O (⊥⊗⊥)

AOB Om
// AOB O⊥ /o // AOB .

Moreover the converse is true, since an n+1-ary Mix trivially determines an associative,
commutative operation on ⊥.

Proof. The only thing to verify is that the binary Mix extends to an n+ 1-ary one; and
this is very easy to do using the generalized Switch.

The following is probably well-known in some circles.

2.5. Proposition. let e : X → I be any map. Then the map

m : X ⊗X
e⊗X

// I⊗X
/o // X (3)

defines an associative operation on X.

Proof. An easy diagram chase.

The following gives a concise definition of Mix.

2.6. Proposition. Assume that e : ⊥ → I is such that the associative operation m de-
fined in 3 (with X replaced by ⊥) is also commutative. Then the following (obviously
commutative) diagram

A⊗B
/o // (AO⊥)⊗B

Sr
//

(AO e)⊗B
��

AO (⊥⊗B)

AO (e⊗B)
��

(AO I)⊗B
Sr

// AO (I⊗B) /o // AOB

(4)

defines the Mix natural transformation associated to m; furthermore if e is self-dual then
this Mix is self-dual too.
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Proof. The first part is obtained by pasting the following to the right of the above
diagram:

AO (⊥⊗B) /o //

AO (e⊗B)
��

AO
(
⊥⊗ (⊥OB)

)AO Sl⊥,⊥,B
//

AO
(
e⊗ (⊥OB)

)
��

AO (⊥⊗⊥) OB

AO (e⊗⊥) OB
��

AO (I⊗B) /o //

)i
))SSSSSSSSSSSSSSS

AO
(
I⊗ (⊥OB)

)AO SlI,⊥,B
//

�O

��

AO (I⊗⊥) OB

t4
ttjjjjjjjjjjjjjjjjj

AOB

where the bottom right triangle is Proposition 2.2.
The second statement is just the observation that Diagram (4) is self-dual.

Notice that this has a converse: the map obtained by applying Mix to ⊥⊗ I trivially
obeys the necessary conditions of this result.

A judicious use of notation would enable us to dispense with squares like Diagram (4),
since we are perfectly allowed to write SrA,e,B : (AO⊥)⊗B −→ AO(I⊗B) for its diagonal.
We will not make use of this notational trick here, in the hope of making things more
readable for beginners.

2.7. Binary Medial. We are interested in a natural map that we call binary Medial, or
more-precisely (2, 2)-ary Medial.[

A B
C D

]
: (A⊗B) O (C ⊗D) −→ (AO C)⊗ (B OD) (5)

The general idea behind the two-dimensional (matrix) notation should be clear: entries
in a row are separated by tensors, and entries in a column by pars. In the input the
rows associate tighter than the columns while it is the reverse in the output. The idea of
Medial first appeared in [BT01] as a deduction rule in formalizations of classical logics in
the Calculus of Structures, but as we have said its existence had already been noted in
semantics [Bla92].

This Medial map is asked to obey four conditions:

• it should be self-dual:

(A
⊥ ⊗B

⊥
) O (C

⊥ ⊗D
⊥
)[

A
⊥
B

⊥

C
⊥
D

⊥

]
��

/o // (
(AOB)⊗ (C OD)

)⊥
[
A B
C D

]⊥
��

(A
⊥ O C

⊥
)⊗ (B

⊥ OD
⊥
) /o // (

(A⊗ C) O (B ⊗D)
)⊥
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• it should interact well with the symmetry:

(A⊗B) O (C ⊗D)
TA,B O TC,D

//[
A B
C D

]
��

(B ⊗ A) O (D ⊗ C)[
B A
D C

]
��

(AO C)⊗ (B OD)
TAOC,BOD

// (B OD)⊗ (AO C)

the dual to this is

(A⊗B) O (C ⊗D)
TA⊗B,C⊗D

//[
A B
C D

]
��

(C ⊗D) O (A⊗B)[
C D
A B

]
��

(AO C)⊗ (B OD)
TA,C ⊗TB,D

// (C O A)⊗ (D OB)

• it should interact well with itself (with the help of associativity):3

(A⊗B ⊗ C) O (D ⊗ E ⊗ F )[
A B ⊗ C
D E ⊗ F

]
��

[
A⊗B C
D ⊗ E F

]
//
(
(A⊗B) O (D ⊗ E)

)
⊗ (C O F )[
A B
D E

]
⊗ (C O F )

��

(AOD)⊗
(
(B ⊗ C) O (E ⊗ F )

)
(AOD)⊗

[
B C
E F

]// (AOD)⊗ (B O E)⊗ (C O F )

(6)
It is natural to extend our matrix notation, and call the above map[

A B C
D E F

]
: (A⊗B ⊗ C) O (D ⊗ E ⊗ F ) −→ (AOD)⊗ (B O E)⊗ (C O F ) ;

while its de Morgan dual is naturally written as the transpose matrix:A D
B E
C F

 : (A⊗D) O (B ⊗ E) O (C ⊗ F ) −→ (AOB O C)⊗ (D O E O F )

3Naturally this could be called Interaction with Associativity.
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• it should interact well with Switch:

(
(A⊗B) O (C ⊗D)

)
⊗X

SrA⊗B,C⊗D,X
//[

A B
C D

]
⊗X

��

(A⊗B) O (C ⊗D ⊗X)[
A C
B D ⊗X

]
��

(AO C)⊗ (B OD)⊗X
(AO C)⊗ SrB,D,X

// (AO C)⊗ (B OD ⊗X) .

Assume that the equation above holds; we can combine it with two applications of inter-
action with Twist

(
(A⊗B) O (C ⊗D)

)
⊗X

[
A B
C D

]
⊗X

//

TA⊗B,C⊗D ⊗X
��

(AO C)⊗ (B OD)⊗X

TA,C ⊗TB,D ⊗X

��(
(C ⊗D) O (A⊗B)

)
⊗X

[
C D
A B

]
⊗X

//

SrC⊗D,A⊗B,X
��

(C O A)⊗ (D OB)⊗X

(C O A)⊗ SrD,B,X
��

(C ⊗D) O (A⊗B ⊗X)[
C D
A B ⊗X

]//

TC⊗D,A⊗B⊗X

��

(C O A)⊗
(
D O (B ⊗X)

)
TC,A ⊗TD,B⊗X

��

(A⊗B ⊗X) O (C ⊗D)[
A B ⊗X
C D

]// (AO C)⊗
(
(B ⊗X) OD

)

and get another version of Interaction with Switch,

(
(A⊗B) O (C ⊗D)

)
⊗X

Sr
//[

A B
C D

]
⊗X

��

(A⊗B ⊗X) O (C ⊗D)[
A B ⊗X
C D

]
��(

(AO C)⊗ (B OD)
)
⊗X

Sr
// (AO C)⊗

(
(B ⊗X) OD)

)
one where the version of Switch we use doesn’t have its own special symbol. If we allow
the order of the object variables to be changed only by applications of Switch, and if X
stays at the right as above, there are four versions of Interaction with Switch, and given
one of them the other three can be deduced from it by the same kind of trick we have just
used. If we put X at the left, there are four more; let us show one of these, and let the
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reader check that these eight versions of interaction with Switch can be deduced from a
single one of them, combined with the other axioms.

X ⊗
(
(A⊗B) O (C ⊗D)

)SlX,A⊗B,C⊗D
//

X ⊗
[
A B
C D

]
��

(X ⊗ A⊗B) O (C ⊗D)[
X ⊗ A B
C D

]
��

X ⊗ (AO C)⊗ (B OD)
SlX,A,C ⊗ (B OD)

//
(
(X ⊗ A) O C

)
⊗ (B OD)

We keep our conventions with “disappearing” units; for example:[
X I
I Y

]
: X O Y −→ (X O I)⊗ (I O Y )[

X I
Y I

]
: X O Y −→ (X O Y )⊗ (I O I) .

2.8. Remark. Interaction of Medial with the symmetry and itself, along with the Ab-
sorption law of the next section, could be expressed in a single phrase by saying that the
tensor is a monoidal (bi-)functor over the O-monoidal structure. Or, equivalently, that
the par is a co-monoidal (bi-)functor over the ⊗-structure. But we still would have to
write down the above equations since we have use them extensively. In a law like Medial,
the outer connective (par) gets exchanged with one (tensor) which is stronger. This is the
reverse situation from the kind of monoidal bifunctor laws like those presented in [BPS06].

2.9. Remark. For any doubly-indexed family of objects (Aij)i≤n,j≤m it is easy to construct
a natural map that we write as a matrix

(A11 ⊗ A12 · · · ⊗ A1m) O (A21 ⊗ A22 · · · ⊗ A2m) · · ·O (An1 ⊗ An2 · · · ⊗ Anm)

(A11 O A21 · · ·O An1)⊗ (A12 O A22 · · ·O An2) · · · ⊗ (A1m O A2m · · ·O Anm)


A11 A12 · · · A1m

A21 A22 · · · A2m
...

...
. . .

...
An1 An2 · · · Anm


��

In an appendix we will show that this map is uniquely defined and say what we mean by
this (this result is not needed in the rest of the paper, except for the 2× 4 case4).

4The proof of the general case was requested by a referee.
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2.10. Remark. Our use of matrices is quite different from the one that appears sometimes
in the literature on monoidal categories, such as [FY89, Section 4]. In our case the row
and column entries “vary multiplicatively”, while in the aforementioned work they “vary
additively”. In this paper we could use matrices that way if we decided to present relations
(i.e., maps in the categories Rel,Cmp of Section 4) as matrices with coefficients in the
two-element locale.

So we’ve started with a (2, 2)-ary operation, and got the general (n + 1,m + 1)-ary
version without too much work; moreover there’s no ambiguity about how to define the
(1,m)- and (n, 1)-ary versions: an expression like [A1, A2, . . . , Am] should be the identity
map on the object A1 ⊗ A2 ⊗ · · · ⊗ Am, while

A1

A2
...
An


stands for the identity on A1 O A2 O · · ·O An. This can be used to rewrite Equation (6)
as follows: [[

A B
D E

] [
C
F

]]
◦

[
A⊗B C
D ⊗ E F

]
=

[[
A
D

] [
B C
E F

]]
◦

[
A B ⊗ C
D E ⊗ F

]
We will use bracket nesting of this sort only sporadically, just to emphasize some symme-
tries that deserve it.

2.11. Proposition. Let B be any object of C. Then the following equations hold:[
⊥⊥ B
I ⊥⊥

]
=

[
I ⊥⊥
⊥⊥ B

]
,

[
⊥⊥ I
B ⊥⊥

]
=

[
B ⊥⊥
⊥⊥ I

]
, (7)[

I B
⊥⊥ I

]
=

[
B I
I ⊥⊥

]
,

[
⊥⊥ I
I B

]
=

[
I ⊥⊥
B I

]
, (8)[

⊥⊥ I
B ⊥⊥

]
◦T⊥,B =

[
I ⊥⊥
⊥⊥ B

]
, TI,B ◦

[
⊥⊥ I
I B

]
=

[
I B
⊥⊥ I

]
. (9)

Proof. The very first equation is proved by chasing the following diagram

(I⊗⊥) O (⊥⊗B)

[
I ⊥
⊥ B

]
//

TI⊗⊥,⊥⊗B

��

(I O⊥)⊗ (⊥OB)

'g

''OOOOOOOOOOOOO

TI,⊥ ⊗T⊥,B

��

⊥⊗B

6v
66mmmmmmmmmmmmm

(h
((QQQQQQQQQQQQQ B

(⊥⊗B) O (I⊗⊥)[
⊥ B
I ⊥

]// (⊥O I)⊗ (B O⊥)

7w

77ooooooooooooo
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where the two triangles commute because of the coherence theorem for monoidal cate-
gories, the middle square is just agreement of Medial and Twist, and the outer hexagon
is the equation we want to prove. The first equation in (9) is proved by the very similar

⊥⊗B
/o //

T⊥,B

��

(I⊗⊥) O (⊥⊗B)

[
I ⊥
⊥ B

]
//

TI,⊥ O T⊥,B

��

(I O⊥)⊗ (⊥OB)

'g

''OOOOOOOOOOOOO

TIO⊥,⊥OB

��

B

B ⊗⊥ /o // (⊥⊗ I) O (B ⊗⊥)[
⊥ I
B ⊥

]// (⊥OB)⊗ (I O⊥)

7w

77ooooooooooooo

All the other proofs are minor variations on these two.

This can be summarized as follows: the equations of (7) and the first one in (9) say
that there is a unique way of going B ⊗ ⊥ → B by using only Medial and Twist, (and
obviously ⊥⊗ B → B too). By symmetry the equations in (8) the second one in (9) say
that there is a unique way of going B → B O I, etc.

Let us replace B by ⊥ in (7) and call that map

m : ⊥⊗⊥ −→ ⊥

Obviously any way of plugging three instances of ⊥ and one of I in Medial will give m.
Given the preceding proposition it is also quite obvious that m is commutative. By duality
we also get a map m⊥ : I → IOI which is co-commutative and obtained by plugging three
Is and one ⊥ in Medial.

We can also replace B by ⊥ in (8): let us call the result e

e =

[
I ⊥⊥
⊥⊥ I

]
=

[
⊥⊥ I
I ⊥⊥

]
: ⊥ // I

It is obviously self dual.

2.12. Proposition. The following

⊥⊗⊥
e⊗⊥

// I⊗⊥ /o // ⊥

is m.
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Proof.

(
(I⊗⊥) O (⊥⊗ I)

)
⊗⊥

[
I ⊥
⊥ I

]
⊗⊥

//

SrI⊗⊥,⊥⊗I,⊥
��

(I O⊥)⊗ (⊥O I)⊗⊥
(h

((PPPPPPPPPPPPPPPP

(IO⊥)⊗Sr
⊥,I,⊥

��

⊥⊗⊥

5u
55lllllllllllllll

)i
))RRRRRRRRRRRRRRR (I⊗⊥) O (⊥⊗ I⊗⊥)[

I ⊥
⊥ I⊗⊥

]//

�O

��

(I O⊥)⊗
(
⊥O (I⊗⊥)

)
�O

��

⊥

(I⊗⊥) O (⊥⊗⊥) [
I ⊥
⊥ ⊥

] // (I O⊥)⊗ (⊥O⊥)

6v

66mmmmmmmmmmmmmmmm

The left and right triangles commute because of the coherence theorem and Proposi-
tion 2.2; the upper middle square commutes because of interaction with Switch; the lower
middle square commutes because of naturality.

2.13. Corollary. A ∗-autonomous category with a Medial map also has a self-dual Mix
map.

Recall that we denote it by MA,B : A⊗B −→ AOB.

2.14. Proposition. The following both give MA,B

A⊗B

A⊗
[
⊥⊥ I
I B

]
// A⊗ (I OB)

SlA,I,B
// (A⊗ I) OB /o // AOB

A⊗B

[
I A
⊥⊥ I

]
⊗B

// (AO I)⊗B

SrA,I,B
// AO (I⊗B) /o // AOB

Proof. If we look at the de Morgan duals of these maps, we get the definition of Mix
given in Propositions 2.5 and 2.6, and from the self-duality of e and Switch we get that
this is also Mix.

Much to our surprise we have never seen the following result in the literature on Mix,
although naturally it follows from the coherence theorem.

2.15. Proposition. The following always commutes:

A⊗B ⊗ C
MA,B ⊗ C

vvmmmmmmmmmmmm MA,B⊗C

((QQQQQQQQQQQQ

(AOB)⊗ C
SrA,B,C

// AO (B ⊗ C)
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Proof.

A⊗B ⊗ C
u5

uukkkkkkkkkkkkkkk
)i

))SSSSSSSSSSSSSS

A⊗ (⊥OB)⊗ C
A⊗ Sr⊥,B,C

//

SlA,⊥,B ⊗ C
��

A⊗
(
⊥O (B ⊗ C)

)
SlA,⊥,B⊗C

��(
(A⊗⊥) OB

)
⊗ C

SrA⊗⊥.B,C

//(
(A⊗ e) OB

)
⊗ C

��

(A⊗⊥) O (B ⊗ C)

(A⊗ e) O (B ⊗ C)
��(

(A⊗ I) OB
)
⊗ C

SrA⊗I,B,C

//

�O

��

(A⊗ I) O (B ⊗ C)

�O

��

(AOB)⊗ C
SrA,B,C

// AO (B ⊗ C)

The triangle commutes because of Proposition 2.2. The square just below is just general
coherence for Switch (“Switch always commutes with itself”), and the two bottom squares
are just naturality.

2.16. Proposition. The following always holds:

A⊗B ⊗ C ⊗D

A⊗TB,C ⊗D
//

MA⊗B,C⊗D
��

A⊗ C ⊗B ⊗D

MA,C ⊗MB,D
��

(A⊗B) O (C ⊗D)[
A B
C D

]// (AO C)⊗ (B OD)

Proof. If we manage to show

B ⊗ C

TB,C

//

MA,B
��

C ⊗B[
⊥⊥ I
I C

]
⊗

[
I B
⊥⊥ I

]
��

B O C[
I B
C I

]// (I O C)⊗ (B O I)

(10)
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then the claim will follow because of

A⊗B ⊗ C ⊗D

A⊗TB,C ⊗D
//

A⊗MA,B ⊗D
��

A⊗ C ⊗B ⊗D

A⊗
[
⊥⊥ I
I C

]
⊗

[
I B
⊥⊥ I

]
⊗D

��

A⊗ (B O C)⊗D

A⊗
[

I B
C I

]
⊗D

//

SlA,B,C ⊗D
��

A⊗ (I O C)⊗ (B O I)⊗D

Sl ⊗ (B O I)⊗D
��(

(A⊗B) O C
)
⊗D[

A B
C I

]
⊗D

//

SrA⊗B,C,D
��

(AO C)⊗ (B O I)⊗D

(AO C)⊗ SrB,I,D
��

(A⊗B) O (C ⊗D) [
A B
C D

] // (AO C)⊗ (B OD)

where we obtain the identity of the left vertical to MA⊗B,C⊗D by using two applications
of Proposition 2.12, and we also get the identity of the right vertical to MA,C ⊗MB,D by
using that result twice, but this time combined with Proposition 2.16. The two bottom
squares commute because of interaction with Switch. We now can prove (10). It obviously
follows if we get the following,

B ⊗ C

MB,C

��

B ⊗ C

TB,C

//

�O

��

C ⊗B

C ⊗
[

I B
⊥⊥ I

]
��

B ⊗
(
(⊥⊗ I⊗ I)O(I⊗ C ⊗ I)

)
(B)

Sl

��

C ⊗ (BOI)

�O

��

(⊥⊗ I⊗B)O(I⊗ C ⊗ I)

(C)

[
⊥⊗ I B
I⊗ C I

]
//[

⊥ I⊗B
I C ⊗ I

]
��

(
(⊥⊗ I)O(I⊗ C)

)
⊗ (BOI)[
⊥ I
I C

]
⊗

[
B
I

]
��

BOC

(A)

/o // (⊥OI)⊗
(
(I⊗B)O(C ⊗ I)

)[
⊥
I

]
⊗

[
I B
C I

]// (⊥OI)⊗ (IOC)⊗ (BOI)
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where rectangle (C) commutes because of interaction of Medial with itself, and the proof
of rectangle (A) is quite easy and will be left to the reader. For proving (B) look at:

B ⊗ C

"b

""EEEEEEEEEEEEEEEEEEEEEEEEEE

�O

��

/o //
(
(⊥⊗I)O(I⊗B)

)
⊗C

(
(⊥⊗I)O(I⊗B)

)
⊗C[

⊥ I
I B

]
⊗C

��

B⊗(⊥OI)⊗(IOI)⊗C
Sl

//

B⊗(⊥OI)⊗T1,1⊗C

��

(⊥OI)⊗(IOB)⊗C

(⊥OI)⊗T1,B⊗C

��

B⊗
(
(⊥⊗I)O(I⊗I)

)
⊗C

Sr

vvllllllllllllllll

Sl

��

B⊗
[
⊥ I
I I

]
⊗C ))RRRRRRRRRRRRRRRRR

B⊗
[
⊥ I
I I

]
⊗C 55lllllllllllllllll

Sl

OO

B⊗
(
(⊥⊗I)O(C⊗I)

)

Sl

��

B⊗(⊥OI)⊗(IOI)⊗C
Sl

((QQQQQQQQQQQQQQQQQ

(
(⊥⊗B)O(IOI)

)
⊗C

Sruullllllllllllllll [
⊥ B
I I

]
⊗C

// (⊥OI)⊗(BOI)⊗C

Sr

��

(⊥⊗B)O(C⊗I) [
⊥ B
C I

] // (⊥OC)⊗(BOI)

The first-down-then-right path is quite trivially equal to the equivalent path in (B), that
is, modulo unit isos. The first-right-then-down path is also equal to its equivalent in (B),
for only slightly less trivial reasons (one has to use naturality of Twist and Switch, along
with Proposition 2.11(9), in addition to the unit isos). The crux of the proof that the
above diagram commutes is the middle triangle, which (once again) commutes because
of Proposition 2.11(9). The remaining quadrangles are mostly instance of interaction of
Medial with Switch, along with Proposition 2.2 triangles in the upper left corner.

This completes the proof.

The previous proof should give food for thought to people who believe that a proof
by diagram chasing is necessarily a trivial affair. We do not claim we have the simplest
possible proof of the result we wanted, but there is something intrinsically nontrivial about
the whole thing: we have to expand B ⊗ C into an object which is trivially isomorphic
to it, but this object is the result of an absolutely nontrivial choice of a combination of
units.

2.17. Nullary Medial. We now know how to get (n,m)-ary Medial whenever n,m > 0.
But does it make sense when n = 0 or m = 0? It does not take long to realize that the
(0, 2)-ary Medial should be a map ⊥ → ⊥⊗⊥ (that we will denote

[
∅ ∅

]
) and that the
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(2, 0)-ary Medial is a map [
∅
∅

]
: I O I → I ;

it is natural to ask that one be the dual to the other. Some of the original conditions in the
definition of (2, 2)-ary Medial are easy to translate: good interaction between Medial and
Twist is just requiring that the maps above be co-commutative and commutative, respec-
tively; good interaction between Medial and itself is requiring that they be coassociative
and associative.5 Thus

2.18. Definition. We say that C is has nullary Medial if I is equipped with a com-
mutative semigroup structure, or equivalently, if ⊥ is equipped with a co-commutative
co-semigroup structure, which are notated as above.

It is also natural to have a condition that says that this new nullary version interacts
well with the original 2-ary one, in the same way that the latter interacted well with
itself. It does not take long to see that this translates (in bracket-nesting notation) as the
requirement that [[

A
B

] [
∅
∅

]]
◦

[
A I
B I

]
=

[
A
B

]
, (11)

the dual of this being [
A B
⊥⊥ ⊥⊥

]
◦

[
[A B]
[ ∅ ∅ ]

]
=

[
A B

]
(12)

(these equations need additional coherence isos involving units for them to type cor-
rectly). We will call this rule Absorbtion. In a more conventional notation, version (12)
of Absorption is the requirement that

A⊗B
/o // (A⊗B) O⊥

(A⊗B) O
[
∅ ∅

]
// (A⊗B) O (⊥⊗⊥)

[
A B
⊥⊥ ⊥⊥

]
// A⊗B (13)

be the identity.

2.19. Proposition. Let C be equipped with both a binary and nullary Medial. Then
TFAE:

1. e is the co-unit of
[
∅ ∅

]
.

2. m ◦
[
∅ ∅

]
is the identity on ⊥.

5It does not seem that a rule that would correspond to Interaction with Switch can be formulated.
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3. the following is the identity

I
/o // I O⊥

I O
[
∅ ∅

]
// I O (⊥⊗⊥)

[
I I
⊥⊥ ⊥⊥

]
// I

4. e is the unit of

[
∅
∅

]
.

5.

[
∅
∅

]
◦m⊥ is the identity on I.

6. the following is the identity

⊥

[
I ⊥⊥
I ⊥⊥

]
// (I O I)⊗⊥

[
∅
∅

]
⊗⊥

// I⊗⊥ /o // ⊥

7. The Absorption law holds.

Proof. The equivalences 1⇔4, 2⇔5 and 3⇔6 are obvious because of duality (and self-
duality of e in the first case). Statements 1 and 2 are equivalent because of Proposi-
tion 2.12. The implication 7⇒3 is obtained by replacing both A,B by I in Equation (13).
Let us assume 1, which also gives us 2, 4 and 5. Then 3 is obtained as follows

(I⊗ I) O⊥
(I⊗ I) O

[
∅ ∅

]
// (I⊗ I) O (⊥⊗⊥)

[
I I
⊥ ⊥

]
//

(I⊗ I) O (e⊗⊥)
��

(I O⊥)⊗ (I O⊥) /o //

(I O e)⊗ (I O⊥)
��

I

(I⊗ I) O (I⊗⊥) [
I I
I ⊥

] // (I O I)⊗ (I O⊥)[
∅
∅

]
⊗ (I O⊥)

��

I

O�

OO

6v

66nnnnnnnnnnnnnnnnnnnn
/o // I⊗ (I O⊥) /o // I

where the left quadrangle commutes because of 1, the bottom quadrangle because of 5,
the right rectangle because of 4, and the middle rectangle because of naturality of Medial.
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We are left to show 3⇒7, and this is obtained by chasing

A⊗B ⊗
(
(I⊗ I) O⊥

) /o //

A⊗B⊗
(
(I⊗ I) O

[
∅ ∅

])
��

A⊗B

(A⊗B) O⊥

6v

66mmmmmmmmmmmmmmmmmm

(A⊗B) O
[
∅ ∅

]
((QQQQQQQQQQQQQQQQQQQ

A⊗B⊗
(
(I⊗ I) O (⊥⊗⊥)

)
A⊗B ⊗

[
I I
⊥ ⊥

]//

SlSl

��

A⊗B ⊗ (I O⊥)⊗ (I O⊥)

7w

77ppppppppppppppppp

SlSl

��

(A⊗B) O (⊥⊗⊥) [
A B
⊥ ⊥

] // (AO⊥)⊗ (B O⊥) /o // A⊗B

The rectangle at the bottom is actually a combination of two Interaction with Switch
squares; the top quadrangle is 3 and the remaining “triangle” and quadrangle are combi-
nations of applications of Proposition 2.2.

2.20. Remark. The Absorption Law has important consequences when we start mod-
elling classical logic. Not only does it entail that the Boolean (i.e., bimonoid) structure for
units is entirely imposed by the linear axioms (what we mean by “linear” here includes
(n,m)-ary Medial and Absorption, of course), but also that this bimonoid structure is
quite trivial. From the point of view of logic, it means that proofs of t can have exactly
one possible denotation. Attempts at weaker versions of this axiomatic system—for in-
stance, decreeing that

[
∅ ∅

]
has a co-unit, but that it is not necessarily e—result in very

messy computations and not much else.

In this section we have concentrated more on the algebra than on the logic. There
are some open problems from the logical point of view, the main one being whether
the formulation of Medial absolutely depends on deep inference. In a deductive system
based on the concept of deep inference [Gug07], the functoriality of connectives and the
naturality of rules like Switch or Medial is inherent and explicit, which allows one to
apply these rules on arbitrary subformulas of a given formula. This is quite different from
traditional approaches to deduction like the sequent calculus or natural deduction, where
one can work only on an outer layer of connectives (“shallow inference”). It could be
that deep inference cannot be dispensed with to formalize linear logic with Medial, as is
the case for BV [Tiu06]. But we still cannot exclude the possibility of a sequent calculus
formulation, perhaps with a rather complex system of structural connectives. Some very
recent work [McK05b] leads us to put our bets on the second possibility.

Another standard open problem is that of coherence, in the usual category-theoretic
sense of “coherence theorem”. The least ambitious possible version of a coherence result
turns out to be false:

Given two formulas that contain no constants and that have the same proof
graph (set of axiom links), are they equal in the theory of CLL + Medial, or
CLL + Medial + Absorption?
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There are several counterexamples to this in [Str07, 7.21]. The first of these is due to
McKinley [McK05a], and a unitless version of it is [Str07, mix-m-̂t]. One reason why
this problem is difficult is the complexity of the interaction of arbitrary objects with
constants: for instance (e.g., Proposition 2.16) there are some equations that are true in
these theories, where constants do not appear, but that very much seem to need the use of
constants in their proofs. Thus we need more equations to get a good algebraic theory—a
finite number of them or not?—and adding equations can perturb provability.

Unsurprisingly, formulating—let alone proving—a correctness criterion is a completely
open problem.

3. Bimonoids

3.1. A series of definitions. In what follows, except when we say otherwise C will
always be a ∗-autonomous category with finitary (binary and nullary) Medial, and with
the Absorption law.

A bimonoid is a quintuple X = (X,∆,Π,∇,q)6 where

• X is an object of C.

• (∆,Π) is a co-commutative ⊗-comonoid structure on X.

• (∇,q) is a commutative O-monoid structure on X.

The reader who hasn’t seen the diagrams associated with monoids and comonoids yet
should consult [FP05,FP04b,Str07].

We call ∆ the diagonal, ∇ the codiagonal, Π the co-unit or the projection, q the unit
or the coprojection.. Notice that we always assume commutativity and co-commutativity
in our bimonoids, and from now on we will simply say bimonoid, without adding these
qualifiers.

A bimonoid is said to be proper if the following law (the bimonoid equation) also holds:

X OX
∆ O ∆

//

∇
��

(X ⊗X) O (X ⊗X)

24X X
X X

35
// (X OX)⊗ (X OX)

∇⊗∇
��

X

∆

// X ⊗X .

(14)

6For simplicity of notation we will sometimes identify the underlying object and the whole object-
with-a-bimonoid-structure. We use the indices (e.g., ∆X) only where really necessary
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3.2. Remark. Notice that the “bimonoid equation” does not hold for every object we
call a bimonoid, only for the ones we call proper. This slight terminological inaccuracy
has its roots in history: the bimonoid equation always holds when algebraists define a
bimonoid, or bialgebra [Kas95]. They work in a context where the par and the tensor are
identified, and thus the equation above can be simplified, with Medial becoming a trivial
coherent iso. A way to keep in line with the algebraic tradition would be to use the slightly
pedantic term sesquimonoid for what we call a bimonoid. We will see (Remark 3.14) that
our richer setting leads to more subtleties with respect to the algebraists’ definition.

Given two bimonoidsX, Y and two maps f, g : X → Y between the underlying objects,
we define their superposition f + g : X → Y (often called convolution) as

X
∆

// X ⊗X
f ⊗ g

//

MX,X
��

Y ⊗ Y

MY,Y
��

X OX
f O g

// Y O Y
∇

// Y

Given a bimonoid (X,∆,Π,∇,q) we define its negation X as

X = (X⊥,∇⊥,q⊥,∆⊥,Π⊥) .

Because of duality it is not hard to see that this is also a bimonoid, and that it is proper
if X is.

We define the bimonoid f to have, for underlying object ⊥, its O-monoid structure
being the trivial one, where everything is a coherent isomorphism, and its ⊗-comonoid
structure being (

[
∅ ∅

]
, e) (remember that nullary Medial says that

[
∅ ∅

]
is associative

and Absorption that e is its counit). We define t as t = f; thus its ⊗-comonoid structure
is all-iso. It is easy to show, using the Absorption rule, that these two bimonoids are
proper.

Given a bimonoid X we define its doubling map DX : X → X as the superposition of
the identity with itself, i.e., DX = ∇X ◦MX,X ◦∆X .

Thus DI,D⊥ are both the identity, once again because of the Absorption law.
Given bimonoids X,Y , a morphism of bimonoids is a map f : X → Y in C between

the underlying objects that respects both the monoid and comonoid structures, in the
obvious sense.

We do not need a very fine taxonomy of the different possible kinds of maps that can
exist between bimodules, as is presented in [Str07], where morphisms of bimonoids are
called strong maps.

Given two bimonoids X, Y we define their conjunction X ∧ Y as having X ⊗ Y as
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underlying object, and where ∆X∧Y and ∇X∧Y are

X ⊗ Y
∆⊗∆

// X ⊗X ⊗ Y ⊗ Y
X ⊗T⊗ Y

// X ⊗ Y ⊗X ⊗ Y

(X ⊗ Y ) O (X ⊗ Y )

[
X Y
X Y

]
// (X OX)⊗ (Y O Y )

∇O∇
// X O Y

respectively, and ΠX∧Y and qX∧Y are

X ⊗ Y
ΠX ⊗ ΠY

// I⊗ I
/o // I

⊥

[
∅ ∅

]
// ⊥⊗⊥

qX ⊗qY
// X ⊗ Y .

The disjunction X ∨ Y is defined as X ∨ Y = X ∧ Y ; the reader should work out the
equivalent of the four definitions above.

3.3. Remark. As we have said in the introduction, the definition above is the raison
d’être of Medial from the point of view of semantics.

3.4. Proposition. The conjunction of two bimonoids is a bimonoid. It follows by duality
that their disjunction is a bimonoid too.

Before we begin the proof proper, let us mention a well-known fact [Fox76]7 that we
will cannibalize for parts in what follows.

3.5. Proposition. Given a symmetric monoidal category C, the category of cocommu-
tative comonoids and morphisms of comonoids is a symmetric monoidal category itself,
where the tensor product is defined just as above (i.e. by forgetting the monoids in the
definition of X ∧ Y ). Moreover in this category the tensor is actually the categorical
product.

Conversely, if every object in a monoidal category is equipped with a natural cocommu-
tative comonoid structure (i.e., every map in the category is a morphism of comonoids)
then that monoidal structure is the ordinary categorical product and the comultiplication
is the ordinary diagonal.

Proof. (of Proposition 3.4) We have to show that on X ∧ Y the defined (∆X∧Y ,ΠX∧Y )
is coassociative, cocommutative and obeys the counit law, and also that (∇X∧Y ,qX∧Y ) is
commutative, associative and obeys the unit law. The first result (comonoid structure) is
a recycled component of Proposition 3.5. As for the monoid structure: the associativity
of multiplication on X ∧ Y is obtained by chasing a 2× 2 square, one corner of which is
the dual of Equation 6, its opposite corner the associativity law for X tensored with the
associativity law for Y , and the two remaining squares naturality of Medial. The proof
of commutativity and unit are left to the reader.

7A more general and difficult version of this can be found in [Bur93].
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3.6. Corollary. The category of bimonoids in C and morphisms of bimonoids has prod-
ucts and coproducts.

Proof. Just apply Proposition 3.5 twice, dualizing.

3.7. What we are looking for. Given C as above, our goal is to construct a new
category E from it which will be a model of classical logic. We can be imprecise for the
time being on what that means exactly, and not choose immediately between the several
proposals [FP05, FP04b, LS05a, Str07] for a categorical axiomatization of classical logic.
But we know that

Requirement 1. We want E to be ∗-autonomous.

Requirement 2. We want every object of E to be equipped with a bimonoid structure,
where every operation is a map in E.

Every one of the several proposals mentioned above obeys these requirements.

Problem. But how do we define the maps in E?

At least, because of Corollary 3.6 and “Joyal’s paradox”, we know that we can’t use
morphisms of bimonoids for the maps of E. We want a ∗-autonomous category, but
because of that result its tensor structure cannot be the categorical product. Every one
of the several proposals above mentions this restriction.

So we have to relax the notion of map between bimonoids to something less strong
than an all-structure preserving map in C. The simplest (laziest?) approach would be to
decree, given bimonoids X, Y , that a “classical” map X → Y is any map in C. Then E
would obviously be equivalent to a full subcategory of C, determined by its objects. that
have a (possibly more than one) bimonoid structure.

For anybody who has a background in algebra, this is a surprising answer: if we add
structure to some objects in a category, clearly we have to change the notion of map.

But if we overcome our ideological prejudices, there are other, serious technical ob-
stacles that lie ahead. Suppose there is an object X of C for which there are indeed two
distinct bimonoid structures, say X1 = (X,∆1,Π1,∇1,q1) and X2 = (X,∆2,Π2,∇2,q2).
Then any iso X → X (for instance, the identity) in C becomes an iso X1 → X2 in E
because it has an inverse. But this contradicts the intuitive definition of an iso: if two ob-
jects are isomorphic they have to have the very same structure, and this is obviously not
the case here. And this is more than hair-splitting for philosophy majors: if we are given
an object X of E we want to look at its (say) diagonal, since we need it for interpreting
contraction, so it has to be intrinsic to the object. But here we have two objects of E
that cannot be distinguished by the available categorical structure in E, but nevertheless
give two different answers to the question “what is your diagonal?”. Clearly we can’t
claim success in our enterprise without addressing this question. We see four Options for
dealing with this conundrum.
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Option 1. Relinquish the autonomy of semantics. Given a language for propositional
classical logic like LK or CL [LS05b], all we need to interpret it in C is to choose
a C-bimonoid for every atomic type in the language. Then we will be able to in-
terpret all formulas as C-bimonoids and all objects as maps in C. If we are careful
it should be possible to avoid a syntactic proof construct from being interpreted by
one of these unwanted isos. This would imply that the target category is not really
a semantics by itself, since the semantics cannot have any existence without the
language that one wants to interpret in it. We think such an approach should be
called an interpretation instead of a semantics. Interpretations that are not seman-
tics happen in real life, for example with the Geometry of Interaction [Gir89], where
the base category—which actually is a monoid whose single hom-set is equipped
with an additive structure and other things—that is used to interpret the proofs is
much too degenerate to make distinctions at the level of the types. Thus the GOI
does not really have an independent existence from the syntax of the logic.

Closer to our immediate concerns, the use of Frobenius algebras presented in [Hyl04]
should more be thought of as an interpretation than as a semantics (and the title
of the paper hints that its author shares our need to distinguish semantics and
interpretation), although it is possible that a full working out of the category which
is sketched therein conceivably could lead to a semantics in our sense.

The techniques that will be presented in Section 4 can be used to get interesting
interpretations that are not semantics, but the present paper’s focus is on semantics.

Option 2. Introduce non-determinism. In other words, given an object X of C we can
retain all possible bimonoid structures on it as useable interpretations of contrac-
tion, which forces us to make an arbitrary choice every time a contraction is effected.
Although non-determinism is an interesting avenue for classical logic, this particular
approach would introduce an enormous, uncontrollable amount of it in the interpre-
tation. The reason is that if accept several interpretations for binary contraction,
then going up to 3-ary, 4-ary, n-ary contraction produces a combinatorial explosion
in the possibilities. And remember that, given a single contraction, a consequence of
its associativity and commutativity (better: its raison d’être) is to have a uniquely
defined n-ary contraction whatever the value of n.

We think that following this approach is counterproductive.

The above discussion leads us to adding

Requirement 3. Maps in E that are isos in C should be isomorphisms of bimonoids.

In order to achieve this goal, some conceptual apparatus will be necessary.

3.8. Definition. Let C be a monoidal category and X = (|X|,∇,q) a monoid in C, and
α : |X| → |Y | an iso. We define the transport of the monoid X along α to be the monoid(

|Y |, α ◦ ∇ ◦ (α−1 ⊗ α−1), α ◦ q
)
.
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The reader should check that this is indeed a monoid. The transported monoid struc-
ture is the only possible one that makes α an isomorphism of monoids.

Since we will need it later, let us see what happens when C is the category of sets.
Thus if (X, ·, e) is an ordinary monoid, the transport of that structure along α : X → Y
is

x ·α y = α
(
α−1(x) · α−1y

)
eα = α(e)

Naturally the definition of transport applies to any mathematical structure, defined in
any category. For the record, let us write down the definition of transport for comonoids:
given a comonoid (|X|,∆,Π) and α : |X| → |Y | as before, then the result of transporting
along α is the comonoid (

|Y |, (α⊗ α) ◦∆ ◦ α−1,Π ◦ α−1
)
.

Those who look at [Joy81] can see that the concept of transport is the cornerstone of
a general, abstract definition of mathematical structure.

A way to obtain this is to find classes of bimonoids that are intrinsic, in the following
sense:

3.9. Definition. Let E be a class of bimonoids in C. We say E is intrinsic if,

• given an object X in C there is at most one bimonoid in E with X as underlying
object,

• given two objects X1, X2 in C, each one having a bimonoid structure in E , and
an iso α : X1 → X2, then transporting the first structure along α always yields the
second structure.

It should be clear that an intrinsic class of bimonoids obeys Requirement 3, when
maps of C are taken as maps of bimonoids.

3.10. Proposition. The second part of the definition above is equivalent to

• Given an object X in C that has an E -structure, then this bimonoid structure is
stable under transport along all automorphisms of X.

Proof. Exercise.
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So, if we accept Requirement 3, there are two Options left that we will explore in more
details:

Option 3. Find a notion of map for E which is weaker than the concept of morphism of
bimonoids, and obeys all three Requirements.

Option 4. Find classes E of monoids that are intrinsic in C. Then the maps in the
category obtained from E will coincide with those of C.

At first glance Option 4 seems to be rather difficult to achieve. We will first present an
attempt at Option 3, which will show that Option 4 is the best approach we have right
now.

But before we do this we need a few more technical results.

3.11. Proposition. Given bimonoids X, Y, Z then the associativity iso (X ⊗ Y )⊗ Z →
X ⊗ (Y ⊗ Z), twistmap X ⊗ Y → Y ⊗X and unit X ⊗ I → X are actually morphisms
of bimonoids (X ∧ Y ) ∧ Z → X ∧ (Y ∧ Z), X ∧ Y → Y ∧ X and X ∧ t → X. This
automatically dualizes to the case where ⊗ is replaced by O and ∧ by ∨.

Proof. A complete case analysis gives us twelve cases to check:

{counit, comult, unit, mult} × {assoc, twist, unit} .

Everything related to the comonoid structure is well-known, being ingredients for Propo-
sition 3.5. So we are left with checking the remaining six cases of preservation of the
monoid components by coherent isos.

That the associativity iso commutes with multiplication is proved by(
(X ⊗ Y )⊗ Z

)
O

(
(X ⊗ Y )⊗ Z

) /o //[
X ⊗ Y Z
X ⊗ Y Z

]
��

(
X ⊗ (Y ⊗ Z)

)
O

(
X ⊗ (Y ⊗ Z)

)[
X Y ⊗ Z
X Y ⊗ Z

]
��(

(X ⊗ Y ) O (X ⊗ Y )
)
⊗ (Z O Z)[

X Y
X Y

]
⊗ (Z O Z)

��

(X OX)⊗
(
(Y ⊗ Z) O (Y ⊗ Z)

)
)

(X OX)⊗
[
Y Z
Y Z

]
��(

(X OX)⊗ (Y O Y )
)
⊗ (Z O Z) /o //

(∇X ⊗∇Y )⊗∇Z

��

(X OX)⊗
(
(Y O Y )⊗ (Z O Z)

)
∇X ⊗ (∇Y ⊗∇Z)

��

(X ⊗ Y )⊗ Z /o // X ⊗ (Y ⊗ Z)

where the top square is Interaction of Medial with itself, but with the associativity isos
made explicit (without naming them). The bottom square is just associativity. That the
associativity iso commutes with the unit is due to the coassociativity of

[
∅ ∅

]
. That the

twist iso commutes with multiplication is due to Interaction of Medial with Twist, and
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the commutativity of the monoids. That the twist iso commutes with the unit is just the
cocommutativity of

[
∅ ∅

]
.

That the unit isos commute with multiplication is proved as follows, where the Ab-
sorption law is needed:

(A⊗ I) O (A⊗ I) /o //[
A I
A I

]
��

AO A

�O

��

(AO A)⊗ (I O I)

(AO A)⊗
[
∅
∅

]//

∇⊗
[
∅
∅

]
��

(AO A)⊗ I

∇⊗ I
��

A⊗ I A⊗ I

The bottom square/triangle being just bifunctoriality.

3.12. Proposition. If X, Y are proper bimonoids, then X ∧ Y is proper

Proof. Look at

(X⊗Y )O(X⊗Y )

[
X Y
X Y

]
//

(∆⊗∆)O(∆⊗∆)

��

(XOY )⊗(YOY )
∇X⊗∇Y

//

(∆O∆)⊗(∆O∆)
��

X⊗Y

∆⊗∆

��

(X⊗X⊗Y⊗Y )O(X⊗X⊗Y⊗Y )

[
X⊗X Y⊗Y
X⊗X Y⊗Y

]
//

(X⊗T⊗Y )O(X⊗T⊗Y )

�� ++

(
(X⊗X)O(X⊗X)

)
⊗

(
(Y⊗Y )O(Y⊗Y )

)
[
X X
X X

]
⊗

[
Y Y
Y Y

]
��

(X⊗Y⊗X⊗Y )O(X⊗Y⊗X⊗Y )[
X⊗Y X⊗Y
X⊗Y X⊗Y

]
�� ++

(XOX)⊗(XOX)⊗(YOY )⊗(YOY )
∇⊗∇⊗∇⊗∇

//

(XOX)⊗T⊗(YOY )

��

X⊗X⊗X⊗X

X⊗T⊗Y

��(
(X⊗Y )O(X⊗Y )

)
⊗

(
(X⊗Y )O(X⊗Y )

)[
X Y
X Y

]
⊗

[
X Y
X Y

]// (XOX)⊗(YOY )⊗(XOX)⊗(YOY )
∇⊗∇⊗∇⊗∇

// X⊗Y⊗X⊗Y

The top left square is naturality, the top right one is the equation that says X is proper,
tensored with the one for Y , and the bottom right square is naturality of Twist. For
the bottom left square, the trick is to write the two dotted diagonals, using Interaction
of Medial with itself, in such a way that the naturality of Medial can be used to make
the quadrangle with dotted arrows commute. This is also a consequence of the coherence
theorem we give in the appendix.

3.13. Proposition. Given a bimonoid X then TFAE:

1. X is proper.
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2. The diagonal X → X ∧X commutes with the respective codiagonals of X,X ∧X.

3. The codiagonal X ∨X → X commutes with the respective diagonals of X ∨X,X.

Just observe that the bimonoid equation is equivalent to 2. and 3. above. Also notice
that the diagonal always commutes with itself.

3.14. Remark. We see that there is a slightly stronger possible definition of proper
bimonoid, one where we require in addition that Π,q be morphisms of bimonoids. The
reader can write down these additional equations, and verify that they are vacuous for
classical algebraists (⊗ = O), but not here. We will not say more, since they are not
needed here, and they are all explicitly treated in [Str07].

We remind the reader that DX is the doubling map (superposition of the identity with
itself) associated to a bimonoid X.

3.15. Proposition. Given two arbitrary bimonoids X, Y , we have

DX∧Y = DX ⊗DY , DX∨Y = DX O DY and D⊥
X = DX⊥

Proof.

X ⊗ Y
∆X ⊗∆Y

// X ⊗X ⊗ Y ⊗ Y
X ⊗T⊗ Y

//

MX,X ⊗MY,Y
��

X ⊗ Y ⊗X ⊗ Y

MX⊗Y,X⊗Y
��

X ⊗ Y (X OX)⊗ (Y O Y )
∇X O∇Y

oo (X ⊗ Y ) O (X ⊗ Y )[
X Y
X Y

]oo

The long path is the definition of DX∧Y , the short path is just DX ⊗DY and the square
commutes because of Proposition 2.16 (the twistmap is an iso). The second result is
obtained by dualizing this diagram, and the third is trivial.

3.16. An attempt at a definition of map of bimonoids. We can now propose our
definition for a map of bimonoids which is weaker than that of a full morphism:

3.17. Definition. Given bimonoids X,Y a balanced map is a f : X → Y in C that
commutes with D , i.e, such that f ◦DX = DY ◦ f

3.18. Proposition. Morphisms of bimonoids are balanced maps.

Proof. Let f : X → Y be a morphism of bimonoids. Just look at

X
∆

//

f
��

X ⊗X

MX,X

//

f ⊗ f
��

X OX
∇

//

f O f
��

X

f
��

Y
∆

// Y ⊗ Y
MY,Y

// Y O Y
∇

// Y
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The two outer squares commutes because f is a morphism of bimonoids, the inner square
is naturality, and the composite rectangle shows f is balanced.

3.19. Definition. A bimonoid X = (X,∆,Π,∇,q) is said to be germane if it is proper
and Π,q are balanced.

3.20. Corollary. Germane bimonoids are closed under conjunction and disjunction.

Proof. All that’s left to show is that, given germane X, Y the unit and co-unit of X ∧Y
are balanced too and that amounts to two trivial diagram chases.

Notice also that the bimonoids t, f are trivially germane.

3.21. Theorem. The category of germane bimonoids and balanced maps is ∗-autonomous.

Proof. We have to verify that the operations ∧,∨, (−) are functorial. For ∧,∨ this is
an immediate consequence of Proposition 3.15; the contravariant functoriality of (−) is
rather trivial. The bimonoid t is the unit to ∧ and this is because the iso X ⊗ I ∼= X is a
balanced map X ∧ t ∼= X, which is also due to Proposition 3.15 (along with the remark
that DI is the identity, a consequence of Absorption); we immediately also get that f is
the unit to ∨. The associativity, twistmap and unit isos are balanced because they are
morphisms of bimonoids.

All that’s left to show is that, given a balanced map X ∧ Y → Z the transpose
X → Y ∨ Z is balanced too (and vice-versa). This is an immediate consequence of
Proposition 3.15, and the following pair of diagrams:

X ⊗ Y //

DX ⊗DY
��

Z

DZ
��

X ⊗ Y // Z

X //

DX
��

Y ⊥ O Z

D⊥
Y O DZ

��

X // Y ⊥ O Z

since one square is the “transpose” of the other (in an obvious sense), one commutes iff
the other does.8

Thus we have constructed a category E that satisfies Requirements 1 and 2, and
where the morphisms are potentially different from those of C. We still have to see if this
simplifies life with respect to Requirement 3, though.

The reader might wonder why we have not chosen to define a germane bimonoid as
one where all the operations (i.e. diagonal and codiagonal as well as unit and counit)
are asked to be balanced, since balanced maps are what really matters for the category.
The reason is that stability under (−)∧ (−) of this weaker condition seems impossible to
prove, while it is quite simple (Proposition 3.12) when the bimonoid equation holds.

One interesting observation is the following:

8Note for beginners: showing the equivalence of these two squares is an essential exercise, and should
be proved in the context of any Symmetric Monoidal Closed Category
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3.22. Proposition. Let E be a ∗-autonomous category of bimonoids in C where all the
maps are balanced. Then for every object X in E the doubling map is an involution, i.e.,
DX ◦DX is the identity on X. In particular, DX is an isomorphism.

Proof. In the first diagram below the map 1̂ is the transpose of the identity X → X
(the name of the identity) and it commutes because DI is the identity and because of
Proposition 3.15 and the fact that DX⊥ = (DX)⊥.

I
1̂

//

1I
��

X⊥ OX

D⊥
X O DX

��

I

1̂

// X⊥ OX

X
1X

// X

DX
��

X

DX

OO

1X

// X

The second diagram is the “transpose” of the first (also in an obvious sense) and proves
our claim.

3.23. Definition. A bimonoid X is said to be weakly idempotent if DX is the identity.
It is said to be idempotent if f+f = f for any f : X → X. A class/category of bimonoids
is (weakly) idempotent if every one of its bimonoids is (weakly) idempotent.

Notice that the distinction between idempotent and weakly idempotent is purely se-
mantical, because one can show by induction that in a weakly idempotent model we will
have f + f for the denotation of any proof f .

We immediately get

3.24. Proposition. Let B be a subclass of bimonoids in C that are all germane and
weakly idempotent. Then every map in C between objects of B is balanced.

3.25. Remark. If we look at the “canonical” idempotent model presented in [LS05b,
LS05a] we see that in general idempotent models cannot count how often an axiom (seen
as an axiom link, i.e., a pair of occurrences of an atom and a negated atom in a for-
mula/sequent) is used, only whether it is used or not. Thus we think that the construction
of interesting non-idempotent semantics is an important goal. In [Str07] it is shown that
the bimonoid equation is dangerous, in the sense that it can easily interact with other
equations (in particular contractibility [LS05a, 2.4.3] and [Str07, 8.5]) to force idempo-
tency. On the other hand, the bimonoid equation is useful from the syntactic point of
view, because it gives a natural resolution to the contraction-against-contraction case in
the cut-elimination procedure. One way to avoid idempotency is simply not to resolve
a cut when a contraction is applied against a contraction, as is done in [Str05]. This is
not as crazy as it seems, because we have the technology of deep inference, along with
Medial, and the only contractions that have to be dealt with are on atomics. But it is
still a rather radical approach, that seems to be burdened by bureaucracy. In subsequent
work we will show how denotational semantics can suggest new ways of getting a good
theory of cut-elimination.
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When D is an involution, it is very close to being the identity, as will be the case for
the germane bimonoids we will construct, which will turn out to be idempotent. Thus, we
have to conclude that we have not advanced much in trying to obey Requirement 3. We
still have to use something like Option 4 to construct a viable category, with or without
germane bimonoids.

4. The Models

4.1. Coherences. The model we present is based on the general techniques presented
in [Lam95] (for a completely different point of view, see [dPA04]).

All models based on general notions of “coherence”, like the original coherence
spaces [GLT89] and hypercoherences [Ehr93], are built by adding structure to the ob-
jects of the category Rel of sets and relations, which is itself a ∗-autonomous category,
but (as we said in the introduction) a very degenerate one, where the two multiplicatives
coincide, the two additives coincide too, and the (−)⊥ involution is identity.

It is well known [Lam94,NW04] that Rel can be embedded in a larger category Cmp
that we will call, following Lambek [Lam94], the category of posets and comparisons.
An object of Cmp is just a poset (M,v) and a comparison f : M → N is a “relation”
f ⊆M×N which is down-closed in the source and up-closed in the target (we will always
write m f n for (m,n) ∈ f), i.e.,

m f n , m′ v m implies m′ f n

m f n , n v n′ implies m f n′ .

Composition of maps is ordinary relational composition: given f : M → N, g : N → P

m gf p iff (∃n∈N) m f n, n g p .

The reader who is new to this should check that this does indeed give a category, and
that it is ∗-autonomous. It is slightly less degenerate than Rel, since M⊥ = Mop (the
poset with the reverse order), but the tensor/par and with/plus pairs are still identified,
the former still being the Cartesian product and the latter the disjoint sum.

When posets are replaced by more general categories, the maps we have just defined
are very well-known, and either called profunctors [Wra75], or distributors [Bén73], or
bimodules. The latter terminology comes from a very general construction [Law73] that
goes way beyond categories or posets.

It should be obvious that maps {∗} → N in Cmp are in bijective correspondence with
up-closed subsets of N .

Thus the set HomCmp

(
{∗}, N

)
is naturally ordered by subset inclusion. It is also easy

to see that given f : N →M in Cmp then the induced

HomCmp

(
{∗}, N

)
→ HomCmp

(
{∗},M

)
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is a monotone function for the inclusion order.
There is a standard (anti-)monotone function Nop → Hom

(
{∗}, N

)
, (the Yoneda

embedding for posets), given by n 7→ n↑, where n↑ = {m | n v m }.

4.2. Proposition. [Yoneda’s Lemma, Lite Version] This map is a (contravariant) em-
bedding, i.e. n v m iff m↑ ⊆ n↑.

Moreover, the elements in the image of the Yoneda embedding have an important
poset-theoretic characteristic: sets of the form n↑ are exactly the {∗} → N that are the
complete primes,9 where an up-closed U ⊆ N is completely prime [NPW81] when, given
a family (Vi)i∈I of up-closed subsets, such that U ⊆

⋃
i Vi there is at least one i ∈ I with

U ⊆ Vi. This is important because it allows the recovery of the poset Nop inside the much
bigger HomCmp({∗}, N), through purely poset-theoretic considerations.

A property of Cmp which can be surprising for newcomers is that given a poset
M , the identity function M → M is not the identity graph as in Rel, but the relation
{ (m,n) | m v n } instead.

Given an arbitrary R ⊆M ×N it can be turned into a map in Cmp via the following
closure operator:

Rl = { (m,n) ∈M ×N | (∃m′,n′)m v m′, m′ R n′, n′ v n }

This operator does not respect the composition of relations, as can easily be seen. This
property is at least true if one of the maps is an iso, as is shown in the following two
useful propositions:

4.3. Proposition. Let M,N be two posets, and α ⊆ M × N a relation which is an
isomorphism of posets N → M . Then αl is an iso M → N in Cmp. Conversely, given
an iso f : M → N in Cmp, there is a uniquely defined bijective relation α such that
f = αl.

Proof. So assume α is bijective. Notice that

m αl n iff α(m) v n (15)

iff m v α−1(n) (16)

(we’ll leave this as an exercise). Let h = (α−1l) ◦ (αl) in Cmp. We have

m h m′ iff (∃n∈N)m αl n, n α−1l m′

iff (∃n∈N) α(m) v n, n v α(m′) (17)

The first inequality in (17) is just (15), while the second one is (16) with α replaced by
α−1. If we apply the isomorphism of posets α−1 to both inequalities, we get

m h m′ iff (∃n∈N)m v α−1(n), α−1(n) v m′

9the more correct term “complete coprime” is also used, as well as just “prime” and “coprime”, when
the context is clear enough.
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And this is obviously equivalent to m h m′ iff m v m′—α being bijective—which shows
h is the identity in Cmp.

For the converse, let f : M → N be a map which is an iso in Cmp, and thus has an
inverse. Functors preserves isos, so in particular the functor HomCmp

(
{∗},−

)
induces a

bijection between the sets HomCmp

(
{∗},M

)
→ HomCmp

(
{∗}, N

)
. In addition we know

that both this map and its inverse are monotone for the inclusion order, and thus that this
bijection is actually an isomorphism of posets. But the images ofN,M via Yoneda in these
big posets are characterized by the purely poset-theoretic property of being the complete
primes, and thus the isomorphism of big posets restricts to an ordinary isomorphism of
posets α : N ∼= M between the much smaller Yoneda images. It is trivial to check that
αl is indeed f .

4.4. Proposition. Let α : M → N be an isomorphism of posets, seen as a graph α ⊆
M ×N , and let g : N → N ′, f : M ′ →M be maps in Cmp. Then

g ◦ α = g ◦ αl (18)

α ◦ f = αl ◦ f (19)

(in order for this to type correctly, the compositions have to be effected in Rel, naturally).

Proof. It should be obvious that g ◦α ⊆ g ◦αl, so let m g ◦ αl n. By definition we know

that there is p ∈ N with m αl p and p g n; because of (15) we know that α(m) v p and
because g is left-down-closed by definition we have α(m) g n and this shows m g ◦ α n,
so g ◦ α ⊇ g ◦ αl and we get (18). The proof of (19) is the same.

Let Q be a ∗-autonomous poset. In other words, Q = (Q,≤,⊗, I,O,⊥) is a poset
which, seen as a category, is a ∗-autonomous category. A ∗-autonomous poset has Medial
if (m⊗ n) O (p⊗ q) ≤ (mO p)⊗ (nO q) always.

We will develop the theory for a general ∗-autonomous poset Q, even if Q will turn
out to be a very special case in this paper. The reason for this is that the proofs are
conceptually simpler and more perspicuous in the general, more algebraic setting, and
can be reused in subsequent work.

4.5. Definition. A Q-coherence A is a pair A = (|A|, ρA) where |A| is a poset—i.e.,
(|A|,v), and ρA : |A| × |A| → Q a monotone function which is symmetric: ρA(a, b) =
ρA(b, a). Given Q-coherences A,B a map A → B is an f : |A| → |B| in Cmp such that
∀a, a′ ∈ |A|, b, b′ ∈ |B|

a f b, a′ f b′ implies ρA(a, a′) ≤ ρB(b, b′)

Thus, unlike [Lam95] we do not require Q to be a quantale (i.e., to be complete) since
we do not need to construct exponentials here.

It should be obvious that this defines a category Q-Coh. Given two Q-coherences, we
define A⊗B,AOB by |A⊗B| = |AOB| = |A| × |B| with

ρA⊗B
(
(a, b), (a′, b′)

)
= ρA(a, b)⊗ ρB(a′, b′) and

ρAOB
(
(a, b), (a′, b′)

)
= ρA(a, b) O ρB(a′, b′) .
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We take |I| = |⊥| = {∗}, but ρI(∗, ∗) = IQ and ρ⊥(∗, ∗) = ⊥Q. The orthogonal A⊥ has
|A⊥| = |A|op and ρA⊥(a, b) = ρA(a, b)⊥. It is easy to check the bifunctoriality of (−)⊗ (−)
and (−) O (−), and the contravariant functoriality of (−)⊥ as we have defined them.

Notice also that a map I → A can be identified with a kind of clique: a I → A is a
v-up-closed subset U ⊆ |A| such that (∀a,b∈U)ρA(a, b) ≥ I. In the same way, maps A→ ⊥
(equivalently I → A⊥ can be thought of as v-down-closed anticliques: subsets U ⊆ |A|
with (∀a,b∈U)ρ(a, b) ≤ ⊥.

There is an obvious forgetful functor Q-Coh → Cmp.
The first half of what follows is a minor variation on [Lam95].

4.6. Theorem. The category Q-Coh is ∗-autonomous. If Q has Medial, then Q-Coh is a
category with Medial as we defined previously.

The proof of the first statement is an absolutely straightforward generalization of the one
in [Lam95]. Basically the main observation is that both the set of maps A⊗B → C and
the set of maps A → B⊥ O C are in bijective correspondence with up-closed subsets of
Aop×Bop×C that are cliques in the sense above. As for the second statement, let us first
say a map f : A → B in Q-Coh is an entropy if f is an iso in Cmp. We will show there
are a lot of entropies, and natural transformations all whose components are entropies.

In the two results that follow T is the first-order theory of of ∗-autonomous posets
with Medial. In more details it has two binary function symbols ⊗,O, two constants
I,⊥, one unary function symbol (−)⊥ and one binary predicate ≤, along with the obvious
axioms that make every model of T a ∗-autonomous poset with Medial.

4.7. Proposition. Let w(x1, x2, . . . , xn) be a term in T which is linear (the xi each
appear only once in w) and which uses only the symbols ⊗,O.10 Given Q a chosen
model of T and X1, X2, . . . , Xn a family of Q-coherences, then there is an obvious Q-
coherence w](X1, . . . , Xn) obtained by plugging the Xi in the xi, whose underlying poset
is |w](X1, . . . , Xn)| = |X1| × · · · × |Xn|. Then we have

ρw](X1,...,Xn)

(
(a1, . . . , an), (b1, . . . , bn)

)
= w∗((ρX1

(
a1, b1), . . . , ρXn(an, bn)

)
.

where w∗ : Qn → Q is the standard first-order interpretation of w.

Proof. The proof is a completely straightforward induction.

It is easy to show, using Proposition 4.4, that the operation

(X1, . . . , Xn) 7→ w](X1, . . . , Xn)

defines a functor w] : Q-Cohn → Q-Coh, covariant in all variables.

4.8. Proposition. Let w(x1, . . . , xn), v(x1, . . . , xn) be two linear terms built using only
⊗,O and that share the same variables, and such that w ≤ v is a theorem in T . Let Q be
chosen. Then the identity relation in Cmp is a natural transformation w] → v] between
the covariant functors w], v] : Q-Cohn → Q-Coh.

Proof. This is also completely straightforward, via Proposition 4.3.

10This restriction is only there to simplify our life.
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Out of this we get that Q-Coh has Medial and this completes the proof of the Theorem.

Naturally the result above can be generalized in several directions. The fact that T
is the theory of ∗-autonomous posets with Medial is absolutely inessential, as is the fact
that the natural transformations obtained from “linear” inequalities (as w ≤ v above)
that are theorems in T need to involve term/functors that are covariant in all variables.

We now fix Q to be the two-element Boolean algebra B = {0, 1}: obviously any
Boolean algebra is a poset with Medial. So, given a B-coherence A, if we define a _̂

b iff ρA(a, b) = 1, we get that a map A→ B in B-Coh is a f : |A| → |B| in Cmp that
obeys

a _̂ a′, a f b, a′ f b′ implies b _̂ b′ .

Thus B-coherences look very much like ordinary coherence spaces [GLT89], except for one
single, very important detail: we permit an element of |A| not to be coherent with itself,
which allows us to distinguish between the two multiplicative units.

This one “little” difference makes some things actually quite different. In particular,
standard notation like a _ b becomes next to meaningless here. But we can safely use
a _̂ b, which is prettier than a 6_̂ b (both obviously meaning ρA(a, b) = 0).

Maps I → A in B-Coh are now “real” cliques: they are v-up-closed subsets U ⊆ |A|
such that a _̂ a′ for every a, a′ ∈ U . And maps A → ⊥ are v-down-closed anticliques,
with a _̂ a′ for every pair of elements in the subset that represents the map.

4.9. Remark. But notice that any down-closed subset of |A| defines a map A→ I, and
any up-closed subset of A defines a map ⊥ → A.

It should be obvious that given B-coherences A,B and (a, b), (a′, b′) ∈ |A| × |B| we
have

(a, b) _̂ (a′, b′) iff a _̂ a′ and b _̂ b′ in A⊗B (20)

(a, b) _̂ (a′, b′) iff a _̂ a′ or b _̂ b′ in AOB (21)

and that the (−)⊥ operator simply exchanges _̂ and _̂.

4.10. Definition. A B-coherence (A, ρ) is said to be discrete if ρ(a, b) = 0 always holds,
ie., we always have a _̂ b. It is said to be codiscrete if ρ(a, b) = 1 always (i.e., a _̂ b).

The interested reader can check that there is a “discrete” functor which is the left
adjoint to the forgetful B-Coh → Cmp and a “codiscrete” one which is the right adjoint.

4.11. Remark. Here is an open problem: are there other, non-degenerate ∗-autonomous
posets with Medial than just Boolean algebras? By non-degenerate, we mean where the
tensor is different from the par: a ∗-autonomous poset where they coincide will always
have Medial, trivially. A standard way to construct ∗-autonomous posets is the following:
given an ordered Abelian group (G,+, 0,≤), taking the tensor to be +, we can decree
that any element d ∈ G is the dualizing element, defining g⊥ = d − g. The reader can
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check that this will always give us a ∗-autonomous poset. The problem for us is that the
only value of d that will give us Medial is d = 0. Also, Medial will always hold if the
tensor is the inf and the par is the sup; but if assume this, given that we need our posets
to be ∗-autonomous, only Boolean algebras are left.

One important aspect of categories like Q-Coh, is that the notion of clique—and thus
map—is “downward closed” for the inclusion order: if U is an up-closed clique in an
arbitrary A (which can be of the form B⊥ O C, thus defining a map), and V ⊆ U is
another v-up-closed set, then V also immediately represents a map I → A. In particular
the empty set is always a clique, and there is always guaranteed to be a zero map B → C.
It is hard to get rid of the zero map in semantics like the one we present; the only exception
we know is presented in [Loa94], and the technique used there obviously cannot be used
here.

4.12. Bimonoids. We haven’t done the real work yet. The challenge is to find good
classes of bimonoids in Q-Coh, and then ensure that these classes are intrinsic. First we
observe

4.13. Proposition. Let (M,v, ·, e) be a poset which is equipped with a commutative
monoid structure ( ·, e) such that the binary · is v-monotone.11 Then if we define ∇ : M×
M →M and q : {∗} →M in the category Cmp as

(m,n) ∇ p iff m · n v p , ∗ q m iff e v m

we get a (commutative) monoid in the symmetric monoidal category (Cmp,×, {∗}). Sim-
ilarly if we define ∆: M →M ×M and Π: M → {∗} as

m ∆ (n, p) iff m v n · p , m Π ∗ iff m v e

we get a (cocommutative) comonoid in the same category.

Proof. The commutativity and cocommutativity are trivial to check. The associativity
and coassociativity are almost as trivial—but notice that monotonicity of · is essential—
the two ways of chasing the associativity square giving us the same map a : M×M×M →
M , which is described by

(m,n, p) a q iff m · n · p v q ,

and the two ways of chasing coassociativity yield the map c : M →M ×M ×M given by

m c (n, p, q) iff m v n · p · q .

As for the unit, looking at the diagram

M
1M ×q

// M ×M
∇

// M

11some people would feel the need to add “in both variables” but this is not necessary.
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The first map f : M →M ×M is given by

m f (n, p) iff m v n, e v p

and if we post-compose this with ∇ we get a map g defined by

m g q iff (∃n,p) m v n, e v p, n · p v q

and this is obviously equivalent to m g q iff m v q (because m v n, e v p implies
m · e v n · p by monotonicity of (−) · (−)), which is the identity. The same goes for the
proof of the counit law.

4.14. Proposition. Let (M,v, ·, e) be as above, and let (M,∇,Π) and (M,∆,q) be
the monoid and comonoid structures in Cmp obtained by applying the above result. let
α : M → N be an isomorphism of posets; we know (Proposition 4.3) that αl is an iso
in Cmp. Then the bimonoid in Cmp obtained by transporting (M,∇,Π) and (M,∆,q)
along αl coincides with the bimonoid obtained by applying Proposition 4.13 to the monoid
(N,v, ·α, eα), obtained by transporting (M,v, ·, e) along α.

Proof. If we make use of Proposition 4.3 the proof is just an easy calculation.

If we want to lift this construction to B-Coh we need to find B-coherence structures
on our monoids such that the operations we defined in Cmp will still be valid in B-Coh.
There is an easy, surefire trick: given a monoid M , put either the discrete or the codiscrete
structure on it. The monoid structure in Cmp will (trivially) lift correctly to B-Coh.
This certainly does not make full use of the power of B-coherences, but at least it is
rather natural from an intuitive point of view: in the first case we think that the object
approximates a provable formula, while in the second case it approximates an object
whose negation is provable—a discrete object will actually have one proof, namely the
empty clique, which is unavoidable as we have said, and which intuitively has no contents
whatsoever. We will see other, more subtle B-coherence structures that can be given
to some particular intrinsic classes, but we know we can always depend on these two
“simplistic” ones (the presence of negation in the logic forces us to have both as soon as
we have one of them).

But now we have to find intrinsic classes of bimonoids. There is a good, useful
criterion that ensures that a bimonoid or comonoid in B-Coh constructed by the means
above is intrinsic: if the ordinary monoid operations (·, e) can be deduced entirely from
the poset structure, then we are guaranteed to have an intrinsic class. Thus, we can use
binary sup or inf for the monoid structure, which are as intrinsic as operations can be:
it is well-known that they are properties of a poset instead of extra structure, and these
binary operations are uniquely defined if the poset has that desired property. And they
are well-known to be associative and commutative. In what follows, given a poset (M,v),
the sup is written t (if it is defined), the inf written u, the top (unit to u) is t and the
bottom (unit to t) is b.

Immediately there are two different categories that impose themselves on our attention:
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• We can decide that the inf describes ∆, in other words m ∆ (n, p) iff m v n u p.
So a poset M that belongs to the model is an inf-semilattice, with a top element.
Since we want Mop also to be in there to model negation, we get that M is also
a sup-semilattice, and this forces ∇ to be modelled by that operation: (m,n) ∇
p iff mtn v p. Let us call this the diagonal-is-inf model. Naturally Π is determined
by the top element of that poset, and q by the bottom.

• We can decide that the sup describes ∆, in other words m ∆ (n, p) iff m v ntp. So
a poset M that belongs to the model is a sup-semilattice, with a bottom element.
Since we want Mop also to be in there to model negation, we get that M is also
an inf-semilattice, and this forces ∇ to be modelled by that operation: (m,n) ∇
p iff mun v p. Let us call this the diagonal-is-sup model. Naturally Π is determined
by the bottom element of that poset, and q by the top.

Notice that a diagonal-is-inf or a diagonal-is-sup structure on a B-coherence M are ob-
tained purely from the poset structure of the underlying object M ; the map ρM itself
has nothing to do in the definition of the bimonoid operations; it is only required to be
compatible with them.

Let us now do some computations, starting with the diagonal-is-inf model. First we
can rewrite the diagonal-is-inf operations, using the universal property of sup and inf:

m ∆ (n, p) iff m v n and m v p (22)

m Π ∗ always (23)

(m,n) ∇ p iff m v p and n v p (24)

∗ q m always. (25)

But notice that the monoid operations and constants t,u, t, b have actually disappeared
from these definitions; this strongly suggests that the lattice structure on the poset is not
necessary for the diagonal-is-inf model. The reader can check that this is indeed the case:
for any poset, not necessarily a lattice, these definitions will give us bimonoid structures
in Cmp.

We claim that the bimonoid equation (14) holds in the diagonal-is-inf model. First,
given a lattice M , if we define f = ∇ ◦∆ we see that

(m,m′) f (n, n′) iff (∃p)m,m′ v p, p v n, n′

iff m,m′ v n, n′ ,

the second line being due to the fact that we have binary sups and infs. If g is the other
half of the bimonoid equation, i.e.,

g = (∇⊗∇) ◦
[
M M
M M

]
◦ (∆ O ∆) ,



510 FRANÇOIS LAMARCHE

we see that

(m,m′) g (n, n′) iff (∃p,p′,q,q′) m v p, p′, m′ v q, q′ and p, q v n, p′, q′ v n′ ,

where we make use here of Proposition 4.4 and the fact that the Medial map is an entropy
(cf. Theorem 4.6). It is then easy to see that the above is equivalent to (m,m′) f (n, n′).

Another interesting property of this model is the following.

4.15. Proposition. Let M,N be diagonal-is-inf bimonoids in B-Coh, and f, f ′ : M → N
be two maps in there. Then f + f ′ = f ∩ f ′, i.e., the intersection of their graphs.

Proof. By definition we have

m f + f ′ n iff (∃p,p′,q,q′) m v p, p′ and p f q and p′ f
′
p′ and p, p′ v n

and given that both f, f ′ are down-closed to the left and up-closed to the right, this
immediately translates to

m f + f ′ n iff m f n and m′ f ′ n′

and this completes the proof.

A consequence of this is that the inclusion order on maps/cliques is definable through
the basic abstract categorical structure we want the model to have: f ⊆ f ′ iff f +f ′ = f ′.
The axiomatic properties that are needed to allow this are explored in [FP04a, Str07].
Notice that this kind of semantics explains why the order on hom-sets was chosen as it
is in [FP05]. It turns out to be the reverse of the one presented in [Str07], which was
obtained by looking at the proof net semantics of [LS05b], which favors the opposite
direction.

4.16. Corollary. Diagonal-is-inf bimonoids are idempotent.

It is not hard to get interesting B-coherence structures in the diagonal-is-inf model.
Actually, any coherence structure will work:

4.17. Proposition. Let (M,v) be a lattice12 and ρ any B-coherence structure on M .
Then the diagonal-is-inf structure on the poset M is a map in B-Coh.

Proof. Let us verify for the diagonal: with the help of Equation (20) we want to show
that

m _̂ m′, m ∆ (p, q), m′ ∆ (p′, q′) implies p _̂ p′ and q _̂ q′

and this is quite trivial, given that m ∆ (p, q) is equivalent to m v p, q, m′ ∆ (p′, q′) is
equivalent to m′ v p′, q′ and that the _̂ relation is up-closed. This will also work for the
codiagonal, since it is the diagonal in the ρ⊥ coherence.

12As we’ve said, any poset will do actually, but the general proof that we get bimonoids has to be
supplied by the reader.



EXPLORING THE GAP BETWEEN LINEAR AND CLASSICAL LOGIC 511

Before we go on to other models we should add that the diagonal-is-inf model is
contractible, in the sense of [LS05a, 2.4.3].

Let us now turn our attention to the diagonal-is-sup model, first looking at the bi-
monoid equation again. If as before f = ∇◦∆ is the “small” half of the bimonoid equation
and g the “large” half, it is easy to see that

(m,m′) f (n, n′) iff m um′ v n t n′ ,

while a mechanical computation gives us

(m,m′) g (n, n′) iff (∃p,p′,q,q′) m v p t p′, m′ v q t q′ and p u q v n, p′ u q′ v n′ .

We claim that this is equivalent to

(m,m′) g (n, n′) always,

in other words that the graph of g is the full product M ×M ×M ×M . In order to
prove this, just put p = m, p′ = b, q = b, q′ = m′ in the above, and check that the other
inequalities will hold, whatever the values of n, n′.

There are situations where f 6= g, i.e., f ⊂ g; for an easily computed case, just take
v to be a total ordering. Thus we have shown that diagonal-is-sup bimonoids are not
proper in general. Another similar calculation proves that the doubling map D is always
the full graph. Just write down the definition:

m D n iff (∃p,p′) m v p t p′ and p u p′ v n

and put p = t, p′ = b; this will always hold, whatever m,n.
We conclude from this that the diagonal-is-sup model is not very subtle: it is not idem-

potent, but the doubling operation has a “black hole” effect, which is not very interesting
from the point of view of the semantics of proofs.

4.18. Another class of bimonoids. It would be interesting to have an intrinsic class
4.17 of bimonoids in B-Coh where the operation of superposition/convolution is not idem-
potent, and in a more subtle way than in the preceding example. There is a simple
“benchmark” for testing a model: ideally we would like to have objects X such that
DX ,DX ◦ DX ,DX ◦ DX ◦ DX . . . never stabilizes, and seeing how high we can iterate D
before the sequence stabilizes is a measure of how well the model can distinguish the
number of times an axiom—seen as a pair of occurrences of an atom and its negation in
a formula—is used in a proof. Another “benchmark” would be to see how many distinct
Church numerals we can get. But these two benchmarks are closely related and if a model
does well for one it will do well for the other, and the D-test is easier to compute.
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4.19. Remark. In what follows we will be working in Cmp, and not bother with B-
coherence structures, since they have no influence on the equations, and we know we can
always use the discrete and codiscrete structures.

We are interested in nonempty, finite, totally ordered posets. Given a positive integer
N , we define the canonical N + 1-element total ordering as

〈N〉 = [ 0, N ] = { 0, 1, 2, . . . , N }
Total finite orders have the great advantage that they have no nontrivial automorphisms
(in other words, given any two such posets of the same cardinality, there is a unique iso
between them), thus greatly easing the quest for intrinsic families.

Naturally, we will have to take Cartesian products of canonical posets, and in the end
the posets in our models will be of the form

〈N1〉 × 〈N2〉 × · · · × 〈Nn〉 (26)

for finite families N1, N2, . . . , Nn of positive integers. We allow n = 0 and define the
product of the empty family as 〈0〉 = {0}.

We will first concentrate on posets of the form 〈N〉 for a given N ∈ N.
There is a bewildering number of monoid structures that can be put on finite intervals.

After much fumbling around we settled for the following:

4.20. Proposition. Let Z be the ring of integers and [M0,M1] ⊂ Z a finite interval that
contains 0. Then the operation (−) · (−) defined below is commutative, associative and
monotone on [M0,M1], with e = 0 as unit.

i · j =


inf(i+ j,M1) if i, j ≥ 0

sup(i+ j,M0) if i, j < 0

inf(i, j) if one is ≥ 0 and one is < 0

Proof. This operation is obviously commutative. For associativity, we have to show
(x + y) + z = x + (y + z) by cases. If all three elements are ≥ 0 then obviously both
sides are equal to inf(x+ y + z,M1). If all three elements are < 0 both sides are equal to
sup(x + y + z,M0). If exactly one of the three elements is negative, then it is the value
of both sides of the equation. If two elements are negative, then the least of them is the
value of both sides of the equation. The fact that 0 is the unit is trivial to check.

For monotonicity of (−) · (−), all we have to show is that for any x the function x · (−)
is monotone. But if x ≥ 0 this function is

y 7→

{
y if y < 0

inf(x+ y,M1) if y ≥ 0

which is obviously monotone, and if x < 0 the function is

y 7→

{
sup(x+ y,M0) if y < 0

x if y ≥ 0

which is also obviously monotone.
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Given an N + 1-element canonical poset 〈N〉, we want to transport the monoid
structure defined above to it. Actually this is more a family of monoid structures,
since there are parameters we can instantiate to our taste. We do this by choosing
e ∈ 〈N〉, and decreeing that it will be the unit in the transported structure. Then this
canonical poset is obviously poset-isomorphic to [−e, N − e ] ⊂ Z, with the bijection
α(x) = x + e, x ∈ [−e, N − e ]. Thus if we transport our monoid structure along that
bijection, we get the following (where we drop the α indices we had in the definition of
transport)

i · j =


inf(i+ j − e, N) if i, j ≥ e

sup(i+ j − e, 0) if i, j < e

inf(i, j) if one is ≥ e and one is < e

(27)

Notice that the three components of the definition overlap correctly around e. Thus the
following definition is not really a definition by cases, but it is still correct. . . and much
more symmetrical.

i · j =


inf(i+ j − e, N) if i, j ≥ e

sup(i+ j − e, 0) if i, j ≤ e

inf(i, j) if one is ≥ e and one is ≤ e

(28)

Now, there is a contravariant involution (antiisomorphism) 〈N〉 → 〈N〉 given by i 7→ N−i,
and we can transport our monoid (contravariance will ensure that the resulting operation
will still be monotone). If we define e∗ = N − e, which will obviously be the unit in the
transported structure, we get, choosing Equation (28) as the standard of presentation

i ∗ j =


inf(i+ j − e∗, N) if i, j ≥ e∗

sup(i+ j − e∗, 0) if i, j ≤ e∗

sup(i, j) if one is ≥ e∗ and one is ≤ e∗
(29)

So the third clause is the real difference between (−) · (−) and (−) ∗ (−), the one thing
that shows that transport along an antiiso gives a different result from transport along
an iso.

We still have quite a lot of choice on how to construct bimonoids in Cmp. We know
that choosing (−) ·(−) for diagonal will force (−)∗(−) for codiagonal; it is a better choice
than the reverse, because in the latter case we will find ourselves in a situation a lot like
the diagonal-is-sup model.

So let us choose N and e ∈ 〈N〉 and try to calculate ∆ for this bimonoid (as we have
said before, this is all happening in Cmp but we know the coherence structure is not
relevant here). If we choose a ∈ 〈N〉 it is easy to see that the set { b | a D b } will be

{x ∗ y | a ≤ x · y }↑ . (30)
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(The operation ↑ here is taken in 〈N〉, not in N of Z.)
It is also easy to see that this set will always be nonempty. Trivially, determining its

least element will determine the whole set. So let

L(a) = the least element of (30).

4.21. Proposition. Let N and a, e ∈ 〈N〉 be chosen. Then the sets

{ (x, y) ∈ 〈N〉 × 〈N〉 | a ≤ sup(x+ y − e, 0) }

and
{ (x, y) ∈ 〈N〉 × 〈N〉 | a ≤ inf(x+ y − e, N) }

are both equal to
{ (x, y) ∈ 〈N〉 × 〈N〉 | a+ e ≤ x+ y } .

Proof. The constraint a ≤ sup(x+ y− e, 0) is equivalent to a ≤ x+ y− e because 0 ≤ a
and the constraint a ≤ inf(x+ y − e, N) is equivalent to a ≤ x+ y − e because a ≤ N .

We will determine L(a) by a case analysis on 〈N〉×〈N〉. Since (−)∗(−) is commutative
we can simplify by assuming that x ≤ y always. The respective position of e, e∗ is very
important in the analysis, so we assume, through an educated guess, that e ≤ e∗. Now
look at

1 0 ≤ x ≤ y < e a+ e ≤ x+ y sup(x+ y − e∗, 0)

2 0 ≤ x < e ≤ y < e∗ a ≤ x sup(x+ y − e∗, 0)

3 0 ≤ x < e, e∗ ≤ y ≤ N a ≤ x x

4 e ≤ x ≤ y ≤ e∗ a+ e ≤ x+ y sup(x+ y − e∗, 0)

5 e ≤ x ≤ e∗ ≤ y ≤ N a+ e ≤ x+ y x

6 e∗ ≤ x ≤ y ≤ N a+ e ≤ x+ y inf(x+ y − e∗, N)

In the above, the third column is the constraint a ≤ x·y (simplified using Proposition 4.21
when it applies) in the region of { (x, y) ∈ 〈N〉 × 〈N〉 | x ≤ y } determined by the second
column, and the fourth column is the value of x ∗ y in the same region.

Thus, we have decomposed (30) into the union of six subsets (some of which may be
empty, depending on the value of a). If we take the minimum element of each of these
sets, the least of them will be L(a). Notice that the decomposition above does not exactly
amount to a partition of { (x, y) | x ≤ y } because sets 4 and 5 overlap when x = y = e∗.
But the (dual of the) equivalence between (27) and (28) allows us to have a little overlap
in the computation of x ∗ y.

Claim: We have L(a) = sup(a+ e− e∗).

We will first create an approximation L′ of L and then will show that it is actually
equal to L. We calculate L′ by cases by looking only at sets 1, 4, 6, which are chosen
depending on the value of a.
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• 0 ≤ a < e.
Clearly the only one of 1, 4, 6 that can be nonempty is 1, and it is nonempty iff
0 ≤ a < e can hold. So we want to find the least element of

{ sup(x+ y − e∗, 0) | a+ e ≤ x+ y, 0 ≤ x, y < e }

Since the constraint x, y < e∗ is an upper limit we can drop it and rewrite the set
as

{ sup(z − e∗, 0) | a+ e ≤ z }

and its least element is obviously

L′(a) = sup(a+ e− e∗, 0) .

• e ≤ a ≤ e∗.
Looking at case 4

{ sup(x+ y − e∗, 0) | a+ e ≤ x+ y, e ≤ x ≤ y ≤ e∗ }

The largest possible value of x + y is 2e∗, and since e ≤ a ≤ e∗ we always have
a+ e ≤ 2e∗ and the set is guaranteed to be nonempty for the given range of a. The
least possible value of x + y is 2e, and since a ≥ e we always have that a + e is
above that minimum. Thus we can do as before and remove the second constraint,
so L′(a) is the least element of

{ sup(z − e∗, 0) | a+ e ≤ z }

getting
L′(a) = sup(a+ e− e∗, 0) .

• e∗ ≤ a ≤ N .
Looking at case 6

{ inf(x+ y − e∗, N) | a+ e ≤ x+ y, e∗ ≤ x, y ≤ N }

It is guaranteed to be nonempty; since the least element satisfying the second con-
straint is 2e∗ which is always ≥ a + e, so we can remove the second constraint,
getting (by the same argument as before)

L′(a) = inf(a+ e− e∗, N)

but since e ≤ e∗ and a ≤ N we have L′(a) = a + e − e∗, and since a ≥ e∗ ≥ e the
value of L(a) is always guaranteed to be ≥ 0, and once again we get

L′(a) = sup(a+ e− e∗, 0) .
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In order to show that L′ = L all we have do to is check that the sets defined in cases 2, 3, 5,
when nonempty, do not have minima that go below L′.

• Case 2 is the set

{ sup(x+ y − e∗, 0) | a ≤ x, 0 ≤ x < e ≤ y < e∗ } ,

but x ≥ a and y ≥ e, so x+ y − e∗ ≥ a+ e− e∗.

• Case 3 is
{x | a ≤ x, 0 ≤ x < e, e∗ ≤ y ≤ N } ,

but a ≤ x and a+ e− e∗ ≤ a.

• Case 5 is
{x | a+ e ≤ x+ y, e ≤ x ≤ e∗ ≤ y ≤ N }

So a+ e ≤ e + e∗ ≤ x+ y and x ≥ a+ e− e∗ follows immediately.

So we conclude that when e ≤ e∗, we have

a D b iff b ≥ sup(a+ e− e∗, 0) .

Thus when e = e∗, or equivalently N = 2e (i.e., the interval has an odd (N + 1) number
of elements and e = e∗ is smack in the middle), the doubling map is the identity in Cmp,
which is one thing we are trying to avoid. We also see that nonzero values of e∗ − e are
interesting, and especially those that have a small absolute value, because we will be able
to do more iterations to the map D before the bounds of the interval force the sequence
to stabilize.

So the best case is

• N is odd and e = (N − 1)/2, forcing e∗ = (N + 1)/2 and e∗ − e = 1

And the doubling map is then given by

a D b iff b ≥ sup(a− 1, 0)

and it is easy to see that its kth iteration is

a Dk
b iff b ≥ sup(a− k, 0) .

Thus we get D 6= D2 6= · · · 6= DN−1 6= DN and DN = DN+1 is given by (N, 0)l. So we
get a model which is as nice as can be, given that because the structures are finite, we
have to have the (Dk)k sequence eventually stabilize for some k. But we can make that
upper bound k as big as we want.

When e∗ < e the resulting D is a more complicated function, which we will let the
interested reader compute.

It is now time to take products of canonical posets. In order to do things like proving
intrinsicness we have to define some things carefully.
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4.22. Definition. A rank is a number n ≥ 0. A ranking r is a pair r =
(
n, (Ni)i

)
where

n is a rank and (Ni)i∈[1,n] a family of positive numbers. When the rank n = 0 that family
is the empty family.

A ranking r = (n, (Ni)i) defines a poset

P(r) =
∏
i∈[1,n]

〈Ni〉 ;

thus an element of P(r) is a vector a = (ai)i∈[1,n] of natural numbers ai ∈ 〈Ni〉, and P(r)
is naturally ordered by the product ordering. The poset defined by the ranking (0, ∅) of
rank zero is 〈0〉.

Suppose that for every i ∈ [1, n] the poset 〈Ni〉 is given a commutative monoid struc-
ture ( ·i, ei). Then the poset P(r) has the standard product monoid structure:

(a1, a2, . . . , an) · (b1, b2, . . . , bn) = (a1 ·1 b1, a2 ·2 b2, . . . , an ·n bn)

with unit (e1, e2, . . . , en).
Thus, suppose that we are given a set A ⊆ N of positive natural numbers, and for every

N ∈ A two uniquely defined monoid structures (·, e) and (∗, e∗) on 〈N〉. We obviously
get an intrinsic class of bimonoids in Cmp (we don’t have to worry about transport. . . ),
but it’s not closed under the logical operators. For example we can take A to be the set
of all odd numbers, and take as bimonoid structures the ones we just identified as most
desirable. We can also choose A to be a singleton {N}, with N odd again.

But we have to ensure that the class of all finite products of structures in A is an
intrinsic class.

4.23. Definition. Given two rankings r1 = (n1, (N1
i )i) and r2 = (n2, (N2

i )i) an isomor-
phism α : r1 → r2 or rankings is defined only when n1 = n2 (so we write n1 = n2 = n), and
it is given by a permutation α : [1, n] → [1, n] such that N1

i = N2
α(i) for all i ∈ [1, n]. Obvi-

ously an isomorphism of rankings defines an isomorphism of posets P(α) : P(r1) → P(r2),
by

P(α)
(
(ai)i∈[1,n]

)
= (aα(i))i∈[1,n] .

whose inverse is P(α−1).

4.24. Proposition. Let r =
(
n, (Ni)i

)
be a ranking and for every i let there be a monoid

structure on 〈Ni〉 such that whenever Ni = Nj then the monoid structures coincide on
〈Ni〉, 〈Nj〉. Then given an autormorphism α : r → r, transporting the product monoid
structure on P(r) along P(α) gives the very same monoid structure.

Proof. Since any permutation is generated by composing only transpositions, we can
restrict to the case when α simply exchanges two numbers in [1, n] and leaves the rest
unchanged. It is easy to see that without loss of generality we can suppose in addition
that these two numbers are 1, 2. Thus given two vector a, b ∈ P(r) we can write them as
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a = (a1, a2, a
′) and b = (b1, b2, b

′) where a′, b′ are shorthand for a3, . . . , an and b3, . . . , bn
respectively. We get (dropping the indices on these monoid structures)

(
(a1, a2, a

′), (b1, b2, b
′)
) �

P(α)−1 ×P(α)−1

//

_

(−) · (−)
��

(
(a2, a1, a

′), (b2, b1, b
′)
)

_

(−) · (−)
��

(a1 · b1, a2 · b2, a′ · b′) oo

P(α)

� (a2 · b2, a1 · b1, a′ · b′)

The first-right-then-down-then-left path computes the value for the transported monoid,
and the just-down path computes it for the standard product monoid; they obviously
coincide. The argument for units is pretty trivial.

If, for any ranking r =
(
n, (Ni)i

)
with Ni ∈ A , we can prove that any poset-

automorphism of P(r) is of the form P(α) for some automorphism α of r, combining
the previous result with Propositions 3.10 and 4.14 will allow us to conclude that the
class of all bimonoids obtained from products in A is an intrinsic class of bimonoids.

So let (A,≤) be a poset which is of the form A = P(r). We will give a self-contained
proof that its only automorphisms are induced by automorphisms of r; the reader who is
familiar with “Birkhoff Duality” (the contravariant equivalence between the category of
finite posets and the category of finite lattices) can find an even shorter proof.13

We recall the standard definition of predecessor/successor

a ≺ b if a < b and for any x, a ≤ x ≤ b implies x = a or x = b .

Clearly in our case we have a ≺ b iff there exists i (uniquely defined) such that ai 6= bi,
with ai = bi − 1.

4.25. Proposition. Let a, b, c ∈ A, with a 6= b. If a ≺ c � b then there exists a unique
d with a � d ≺ b and if a � c ≺ b there exists a unique d with a ≺ d � b.

Proof. Obvious.

Let us denote by S (a) the set S (a) = {x | a ≺ x }.

4.26. Proposition. Let a ≺ b. Then the map χba : S (a)− {b} → S (b) defined by

χba(c) = the unique d with c ≺ d � b

is always injective, and either it is surjective, or there is a unique b′ ∈ S (b) which is not
in its image.

Proof. We know there is i with b = (a1, a2, . . . , ai + 1, . . . , an). For j ∈ [1, n] let j be the
vector whose jth component is 1 and which is is zero everywhere else. Then χba is defined
by a+ j 7→ b+ j, where j ranges over [1, n]− {i}, and it is obviously injective. Its image
is the set { b+ j | j 6= i }. If ai + 1 = Ni the map χab is surjective. If ai + 1 6= Ni then the
only element not in the image of χba is b′ = b+ i.

13We would like to thank Luigi Santocanale for pointing this out.
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Let us denote the bottom element of A as 0 = (0, 0, . . . , 0).
Let now a ∈ S (0). We can define the sequence a0 ≺ a1 ≺ · · · ≺ am to be the longest

sequence satisfying

a0 = 0, a1 = a

ak+1 = the unique d ∈ S (ak) not in the image of χa
k

ak−1

Since S (0) is in bijective correspondence with [1, n], there is i ∈ [1, n] such that for every
k the ith component of the vector ak is aki = k and all the other components are 0. Thus
the length of the sequence is m = Ni and there is an order-isomorphism between set
{ ak | k ∈ 〈Ni〉 } and 〈Ni〉. Let us denote that set by Ai; it is defined for every i ∈ [1, n]
(equivalently for every a ∈ S (0)).

So now let β be an order-automorphism of A. Clearly the set S (0) is stable under
β. Thus because of the bijective correspondence between S (0) and [1, n], β induces a
permutation on [1, n], that we will call β̄. Moreover, given i ∈ [1, n], since Ai is entirely
defined by order-theoretic considerations, β has to map Ai to Aβ̄(i). And since every
element of a ∈ A is the sup of { b ∈

⋃
iAi | b ≤ a}, and the sup is also a purely

order-theoretic concept, we have proved that β = P(β̄).
It is easy to prove a little bit more, namely that we can define the operations (−) · (−)

and (−) ∗ (−) just by looking at the order on A.

The class of bimonoids we have just constructed is rather satisfying, although calcu-
lations in it tend sometimes to be much less trivial than they should be. It would be nice
to be able to extend it to products of (Z,v) instead of finite subsets of Z, but a technique
has to be devised to get rid of the unwanted isomorphisms, that kill intrinsicness.

4.27. Additives. Since this paper is already rather long, this final section will be a bit
sketchy.

It is interesting that some denotational models of classical logic have additive equiv-
alents N,+14 to the “multiplicative” conjunction and disjunction ∧,∨ we have defined
above. Naturally the pairs N ↔ ∧ and + ↔ ∨ are equivalent from the point of view of
provability, but not from that of proof identification.

14We reserve the use of the symbol ⊕ for operations that are biproducts in the category-theoretic sense.
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4.28. Definition. Let X, Y be objects of B-Coh. We define X N Y and X + Y as

|X N Y | = |X + Y | = |X|+ |Y |, i.e., the disjoint sum

ρXNY (z, z′) =


ρX(z, z′) if z, z′ ∈ |X|
ρY (z, z′) if z, z′ ∈ |Y |
1 if z ∈ |X|, z′ ∈ |Y | or vice-versa

ρX+Y (z, z′) =


ρX(z, z′) if z, z′ ∈ |X|
ρY (z, z′) if z, z′ ∈ |Y |
0 if z ∈ |X|, z′ ∈ |Y | or vice-versa .

Obviously (X N Y )⊥ = X⊥ + Y ⊥.

4.29. Proposition. Let X, Y be bimonoids in Cmp. The following defines a bimonoid
X ⊕ Y in Cmp.

− |X ⊕ Y | = |X|+ |Y |,
− (x, y) ∆X⊕Y (x1, y1, x2, y2) iff x ∆X (x1, x2) and y ∆Y (y1, y2),

− (x1, y1, x2, y2) ∇X⊕Y (x, y) iff (x1, x2) ∇X x and (y1, y2) ∇Y y,

− (x, y) ΠX⊕Y ∗ iff x ΠX ∗ and y ΠY ∗,
− ∗ qX⊕Y (x, y) iff ∗ qX x and ∗ qY y .

Proof. The proof is an easy computation.

One important point about this construction is that the original bimonoid structures
on X, Y can be recovered by looking at X ⊕ Y . The natural injections X → X + Y and
Y → X+Y in the category of sets translate easily into morphisms X → X⊕Y, Y → X⊕
Y,X⊕Y → X,X⊕Y → Y in Cmp. Given that product is functorial in Cmp, we also get
naturalX×X → (X⊕Y )×(X⊕Y ), etc. Thus, given, say ∆: (X⊕Y ) → (X⊕Y )×(X⊕Y )
we can pre- and postcompose with the right maps

X // X ⊕ Y // (X ⊕ Y )× (X ⊕ Y ) // X ×X

to recover ∆X : X → X ×X, and the same goes for ∆Y : Y → Y × Y and the rest of the
original structure.

The operation ⊕ defines a symmetric monoidal structure on Cmp; this is easy to see,
and even more so if we notice that it obeys the property of being a biproduct [Mac71,
VII,2]. It is also easy to see that ⊕ is not just a binary operation, and is defined for
infinite families. Its unit is the empty set.

Thus, we can combine the two results above, and for any pair of bimonoids X, Y in
B-Coh we can construct bimonoids X NY and X +Y : it is easy to see that the bimonoid
operations in Cmp are also maps in B-Coh.
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4.30. Theorem. Let E be an intrinsic class of bimonoids in B-Coh, such that every object
X ∈ E has a connected underlying poset, and which closed under ∧,∨ and negation. let
E ′ be obtained from E as follows: an object X ∈ E ′ is a B-coherence such that

• its underlying poset is a finite disjoint sum
∑

iXi of underlying posets from E ,

• the coherence ρX restricted to any Xi defines an object of E ,

• every operation of the bimonoid structure
⊕

iXi in Cmp respects the coherence
structure on X.

Then the class E ′ is closed under ∧,∨,N,+ and negation and is an intrinsic class of
bimonoids.

Proof. Closure under the connectives is easy to show and will be left to the reader. Let
us show that E ′ is an intrinsic family. Let X ∈ E ′, and α be an automorphism of X in
B-Coh. We want to show that α is an automorphism for the bimonoid structure on X.
We know we can forget the B-structure and look only at the poset structure on X.

Let Y ⊆ X be a connected sub-poset. By definition we know Y is an underlying poset
for an object in E . Since α is a poset iso, its image α(Y ) ⊆ X also comes from something
in E , and since it is an intrinsic class we know that the restriction α|Y : Y → α(Y ) of α to
Y is an isomorphism of bimonoids, when the bimonoid structure on X is restricted to Y
and α(Y ). Thus, choosing ∆ as a component of the bimonoid structure, the outer square
in the diagram below commutes in Cmp, where the diagonal arrows are just inclusion
maps.

Y

α|Y
//K

%%KKKKKKKKKKK

∆|Y

��

α(Y )
o

wwooooooooooooo

∆|α(Y )

��

X
α

//

∆
��

X

∆
��

X ×X
α× α

// X ×X

Y × Y
s

99ssssssssss

α|Y × α|Y
// α(Y )× α(Y )

O

ggOOOOOOOOOOO

Since it commutes for an arbitrary connected subposet Y ⊆ X, it commutes for all
connected subposets of X, and this implies that the inner square commutes, because
the maps in that square are all completely determined by their values on the connected
subposets.

The proof that α respects the other operations of the bimonoid structure is done the
same way.
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As an example of this procedure, we can choose for E the set { t, f }. Then E ′ is a
category which is very much like ordinary coherence spaces, where the objects always
have the discrete (trivial) order structure. The ∆,∇ operations are obtained from the
ordinary set-diagonal. This ties up nicely with the original model presented in [FP05].

4.30.1. Conclusion. The general framework we have given for constructing bimonoid
structures in Cmp can be specialized in a great number of ways. We have chosen two
basic examples, one where the bimonoid structures are determined by the orders on the
objects of Cmp, and one where some real work is involved in constructing them. Both
these examples actually double up in pairs of models, according to whether a structure or
its de Morgan is assigned to the diagonal (the codiagonal being forced to be the de Morgan
dual of the assignment). In each case, one these assignment is much more interesting than
its dual, giving

• for the first example a class of models that obey both idempotency and the bimonoid
equation,

• for the second example a class of models where neither equation is obeyed, showing
that such models actually exist, and giving the real possibility of counting how often
an axiom is used in a proof.

The first example is very natural. The second example is much more contrived, but its
complementary aspect illustrates the power of our approach.

5. Appendix: The Unicity of (n,m)-ary Medial

We present here a proof that the axioms we gave for (2,2)-ary Medial allow the construc-
tion of an (n,m)-ary Medial which is uniquely defined, in a sense that we will make clear.
In the time elapsed between the submission of this paper and the present final version, a
proof of a version of this result has been proposed [DP07]. Our own approach is weaker
and less general, but it fits the constraints of the present paper well. The proof we present
strives to exhibit the maximal amount of algebraic structure and could be made shorter,
for instance by the use of duality. There are several closely related “coherence ” theorems
in the literature on iterated loop spaces, for instance [BFSV03], but they make essential
use of a unit which is common to the multiple tensor structures under study, even for
statements where that unit does not explicitly appear.

For the purpose of this section we define a bimonoidal category (C,⊗,O, I,⊥) to be a
category C equipped with two symmetric monoidal structures (⊗, I), (O,⊥) (as a matter
of fact we will not use the units). We are interested in triples (F, ψF , φF ), that we will
call bimonoidal functors15 where

• F is a functor D → C, between bimonoidal categories,

15No claim of relation to any definition of “bimonoidal functor” given elsewhere. Notice that we do
not involve the units, which is rather nonstandard.
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• ψF (X, Y ) : FX O FY −→ F (X O Y ) is a map, natural in X,Y ,

• φF (X, Y ) : F (X ⊗ Y ) −→ FX ⊗ FY is a map, natural in X, Y ,

subject to the following standard compatibility with associativity equations [EK66]

(FXOFY )OFZ

ψF (X,Y ) OFZ
��

/o // FXO(FYOFZ)

FXOψF (Y,Z)
��

F (XOY )OFZ

ψF (XOY,Z)
��

FXOF (YOZ)

ψF (X,Y OZ)
��

F
(
(XOY )OZ

)
/o // F

(
XO(YOZ)

)

F
(
(X⊗Y )⊗Z

)
φF (X⊗Y,Z)

��

/o // F
(
X⊗(Y⊗Z)

)
φF (X,Y⊗Z)

��

F (X⊗Y )⊗FZ
φF (X,Y )⊗FZ

��

FX⊗F (Y⊗Z)

FX ⊗φF (Y,Z)
��

(FX⊗FY )⊗FZ /o // FX⊗(FY⊗FZ)

and compatibility with Twist

FX O FY
/o //

ψF (X,Y )
��

FY O FX

ψF (Y,X)
��

F (X O Y ) /o // F (Y OX)

F (X ⊗ Y ) /o //

φF (X,Y )

��

F (Y ⊗X)

φF (Y,X)

��

FX ⊗ FY /o // FY ⊗ FX

The following is well-known

5.1. Proposition. For n ≥ 2 the data F, ψ, φ above defines a unique natural

ψFn (X1, . . . , Xn) : FX1 O · · ·O FXn −→ F (X1 O · · ·OXn)

(with ψF2 = ψF ) and a unique natural

φFn (X1, . . . , Xn) : F (X1 ⊗ · · · ⊗Xn) −→ FX1 ⊗ · · · ⊗ FXn

(with φF2 = φF ), modulo the different bracketings of these multiple pars and tensors.
Moreover, given n ≥ 2, a family (Xi)i=1,...,n of objects of C and a permutation α of the
set { 1, . . . , n}, then φFn commutes with the isomorphisms F (

⊗n
i Xi) → F (

⊗n
i Xαi) and⊗n

i FXi
→

⊗n
i FXαi

induced by α, and the same goes for ψFn and the isomorphisms induced
on the corresponding pars.

More precisely if we choose one of the bifunctors, say ⊗, n ≥ 2 and a family X1, . . . , Xn

of objects of D, the bifunctoriality of ⊗ ensures that two isomorphic bracketings of
F (

⊗n
i Xi) and

⊗n
i FXi uniquely determine a map from the former to the latter, and the

equation(s) above, along with the coherence theorem, ensure that this map will “track”
any possible rebracketing, making the exact choice of bracketing at either end irrelevant.
This result will still hold if we add permutations to rebracketings.

We can take ψF1 and φF1 to be the identity natural transformation on F .
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An immediate consequence of this is that

(FX1 O · · ·O FXm) O (FXm+1 O · · ·O FXm+n)

ψF
m(X1,...,Xm) OψF

n (Xm+1,...,Xm+n)
��

F (X1 O · · ·OXm) O F (Xm+1 O · · ·OXm+n)

ψF (X1O···OXm, Xm+1O···OXm+n)
��

F
(
(X1 O · · ·OXn

)
O (Xm+1 O · · ·OXm+n)

)
(31)

is ψFm+n and the following

F
(
(X1 ⊗ · · · ⊗Xm)⊗ (Xm+1 ⊗ · · · ⊗Xm+n)

)
φF (X1⊗···⊗Xm, Xm+1⊗···⊗Xm+n)

��

F (X1 ⊗ · · · ⊗Xm)⊗ F (Xm+1 ⊗ · · · ⊗Xm+n)

φF
m(X1,...,Xm)⊗φF

n (Xm+1,...,Xm+n)
��

(FX1 ⊗ · · · ⊗ FXm)⊗ (FXm+1 ⊗ · · · ⊗ FXm+n)

(32)

is φFm+n.
Given two bimonoidal functors F,G : D → C a bimonoidal natural transformation

α : F → G is an ordinary natural transformation that obeys in addition

ψG(X, Y ) ◦ (αX O αY ) = αXOY ◦ ψF (X, Y ) and

φG(X, Y ) ◦ αX⊗Y = (αX ⊗ αY ) ◦ φF (X, Y )

for all X, Y .
Given a monoidal categories C,D, their ordinary product is also a bimonoidal category,

defining (X, Y )⊗ (X ′, Y ′) = (X ⊗X ′, Y ⊗ Y ′), etc.
Now fix a bimonoidal C and let it be equipped in addition with a natural (2,2)-ary

Medial [
A B
C D

]
: (A⊗B) O (C ⊗D) −→ (AO C)⊗ (B OD)

which obeys Interaction with Twist, Interaction with Itself, allowing us to define (2,3)-ary
Medial[

A B C
D E F

]
: (A⊗B ⊗ C) O (D ⊗ E ⊗ F ) −→ (AOD)⊗ (B O E)⊗ (C O F )

and the de Morgan dual of that condition (which does not need an involution to be written
down), which allows us to define (3,2)-ary MedialA D

B E
C F

 : (A⊗D) O (B ⊗ E) O (C ⊗ F ) −→ (AOB O C)⊗ (D O E O F ) .
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If we are given (F, ψF , φF ) : D → C and (G,ψG, φG) : D′ → C we can define

(F ⊗̂G,ψF ⊗̂G, φF ⊗̂G) : D× D′ → C and (F ÔG,ψF ÔG, φF ÔG) : D× D′ → C

in the following manner. First, take F ⊗̂ G (X, Y ) = FX ⊗ GY and F Ô G (X, Y ) =
FX OGY . Then the following16

F ⊗̂G (X,Y ) O F ⊗̂G (X ′, Y ′)

(FX ⊗GY ) O (FX ′ ⊗GY ′)[
FX GY
FX ′ GY ′

]
��

(FX O FX ′)⊗ (GY OGY ′)

ψF (X,X ′) ⊗ ψG(Y, Y ′)
��

F (X OX ′)⊗G(Y O Y ′)

F ⊗̂G
(
(X, Y )⊗ (X ′, Y ′)

)

F ⊗̂G
(
(X,Y )⊗ (X ′, Y ′)

)

F (X ⊗X ′)⊗G(Y ⊗ Y ′)

φF (X,X ′)⊗ φG(Y, Y ′)
��

FX ⊗ FX ′ ⊗GY ⊗GY ′

FX ⊗ T ⊗GY ′

��

FX ⊗GY ⊗ FX ′ ⊗GY ′

F ⊗̂G (X,Y ) ⊗ F ⊗̂G (X ′, Y ′)

(33)
define ψF ⊗̂G, φF ⊗̂G respectively, and the following

F ÔG (X,Y ) O F ÔG (X ′, Y ′)

FX OGY O FX ′ OGY ′

FX O T OGY ′

��

FX O FX ′ OGY OGY ′

ψF (X,X ′) O ψG(Y, Y ′)
��

F (X OX ′) OG(Y O Y ′)

F ÔG
(
(X, Y ) O (X ′, Y ′)

)

F ÔG
(
(X, Y )⊗ (X ′, Y ′)

)

F (X ⊗X ′) OG(Y ⊗ Y ′)

φF (X,X ′) O φG(Y, Y ′)
��

(FX ⊗ FX ′) O (GY ⊗GY ′)[
FX FX ′

GY GY ′

]
��

(FX OGY )⊗ (FX ′ OGY ′)

F ÔG (X, Y )⊗ F ÔG (X ′, Y ′)

(34)
give ψF ÔG, φF ÔG respectively. We claim that:

16this is the only place where the symmetry is present. But it is not really necessary, and at the price
of making the distinction between monoidal and comonoidal functor we could get a result like the one
in [DP07], for non-symmetric monoidal categories.
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(
(FX⊗GY )O(FX ′⊗GY ′)

)
O(FX ′′⊗GY ′′)

) /o //[
FX GY
FX ′ GY ′

]
O (FX ′′⊗GY ′′)

��

(FX⊗GY )O
(
(FX ′⊗GY ′)O(FX ′′⊗GY ′′)

(FX⊗GY ) O
[
FX ′ GY ′

FX ′′ GY ′′

]
��(

(FXOFX ′)⊗(GYOGY ′)
)
O(FX ′′⊗GY ′′)

(ψF (X,X′)⊗ψG(Y,Y ′))O(FX′′⊗GY ′′)

��

[
FXOFX ′ GYOGY ′

FX ′′ GY ′′

]
��

(FX⊗GY )O
(
(FX ′OFX ′′)⊗(GY ′OGY ′′)

)

(FX⊗GY )O(ψF (X′,X′′)⊗ψG(Y ′,Y ′′))

��

[
FX GY

FX ′OFX ′′ GY ′OGY ′′

]
��

(FXOFX ′OFX ′′)⊗(GYOGY ′OGY ′′)

(
F (XOX ′)⊗G(YOY ′)

)
O(FX ′′⊗GY ′′)[

F (XOX ′) G(YOY ′)
FX ′′ GY ′′

]
��

(FX⊗GY )O
(
F (X ′OX ′′)⊗G(Y ′OY ′′)

)
[

FX GY
F (X ′OX ′′) G(Y ′OY ′′)

]
��(

F (XOX ′)OFX ′′)⊗(
G(YOY ′)OGY ′′)

ψF (XOX ′, X ′′)⊗ψG(YOY ′, Y ′′)

��

(
FXOF (X ′OX ′′)

)
⊗

(
GYOG(Y ′OY ′′)

)
ψF (X,X ′OX ′′)⊗ψG(Y, Y ′OY ′′)

��

F
(
(XOX ′)OX ′′)⊗G(

(YOY ′)OY ′′)
/o // F

(
XO(X ′OX ′′)

)
⊗G

(
YO(Y ′OY ′′)

)

(ψF (X,X′)OFX′′)⊗(ψG(Y,Y ′)OFY ′′)

oo

(FXOψF (X′,X′′))⊗(FYOψG(Y ′,Y ′′))

//

Figure 1: proof of compatibility of ψF ⊗̂G with associativity.

• F ⊗̂G,F ÔG are bimonoidal functors D× D′ → C.

• Given three bimonoidal functors (Fi : Di → C)i=1,2,3 then the associativity and
symmetry isos on C induce monoidal natural transformations (F1 ⊗̂ F2) ⊗̂ F3 →
F1 ⊗̂ (F2 ⊗̂F3), F1 ⊗̂F2 → F2 ⊗̂F1 and (F1 ÔF2) ÔF3 → F1 Ô (F2 ÔF3), F1 ÔF2 →
F2 Ô F1.

• The standard pentagon and hexagon laws hold for these.

All these assertions are easy but tedious to verify; one example of the computations
involved is given in Figure 1, which shows the compatibility of ψF ⊗̂G with associativity. In
this diagram, the formula in the middle should be two formulas, related by an associativity
isomorphism. Then the top pentagon/hexagon is the dual version of Interaction of Medial
with itself/associativity. The bottom pentagon/hexagon is the interaction of ψF and ψG

with associativity, tensored together. The two side squares are naturality of (2,2)-ary
Medial.

Several other components of the proof are very similar to this one.
The identity functor (I, 1I, 1I) : C → C is obviously bimonoidal. This allows us to

construct the bimonoidal functors I ⊗̂ I, I Ô I, that will abbreviated to ⊗2,O2. Obviously
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these are just the ordinary tensor and par bifunctors on C. Notice that the definition of
these immediately imply that

ψ⊗
2(

(X, Y ), (X ′, Y ′)
)

= φO2(
(X,X ′), (Y, Y ′)

)
=

[
X Y
X ′ Y ′

]
. (35)

Let ⊗n : Cn → C be I ⊗̂ · · · ⊗̂ I and On : Cn → C be I Ô · · · Ô I (since this is ambiguous the
reader can choose a favorite normalized bracketing). Our aim is to prove that ψ⊗

m

n = φOn

m

for all n,m. But we have to make a slight adjustment for things to type correctly, as is
already apparent just above. Given an n × m matrix (Xij)i≤n,j≤m of objects of C, the
transformation ψ⊗

m

n

(
(X11, . . . X1m), (X21, . . . , X2m), . . . , (Xn1, . . . , Xnm)

)
has the type

(X11 ⊗ · · · ⊗X1m) O (X21 ⊗ · · · ⊗X2m) O · · ·O (Xn1 ⊗ · · · ⊗Xnm)

(X11 O · · ·OXn1)⊗ (X12 O · · ·OXn2)⊗ · · · ⊗ (X1m O · · ·OXnm)
��

but the corresponding version of φOn

m with the same type is a “transposed” version
φOn

m

(
(X11, . . . , Xn1), (X12, . . . , Xn2), . . . , (X1m, . . . , Xnm)

)
. So we use angle brackets to ex-

press this reparametrization: the above will also be written

φOn

m

〈
〈X11, . . . X1m〉, 〈X21, . . . , X2m〉, . . . , 〈Xn1, . . . , Xnm〉

〉
and what we want to prove is ψ⊗

m

n () = φOn

m 〈〉 for all n,m.
Take Equation (32) and substitute O2 for F . Since the source of that functor is C2

the family X1, . . . , Xm+n of objects is now a family of pairs (X1, Y1), . . . , (Xm+n, Ym+n)
and the equation translates immediately (assuming equation (35)) as(

(X1 ⊗ · · · ⊗Xm)⊗ (Xm+1 ⊗ · · · ⊗Xn+m)
)

O
(
(Y1 ⊗ · · · ⊗ Ym)⊗ (Ym+1 ⊗ · · · ⊗ Yn+m)

)
(
(X1 ⊗ · · · ⊗Xm) O (Y1 ⊗ · · · ⊗ Ym)

)
⊗

(
(Xm+1 ⊗ · · · ⊗Xm+n) O (Ym+1 ⊗ · · · ⊗ Ym+n)

)
(
(X1 O Y1)⊗ · · · ⊗ (Xm O Ym)

)
⊗

(
(Xm+1 O Ym+1)⊗ · · · ⊗ (Xm+n O Ym+n)

)

��

φO2
m 〈〈X1,...,Xm〉,〈Y1,...,Ym〉〉⊗φO2

n 〈〈Xm+1,...〉,〈...,Ym+n〉〉
��

[
X1 ⊗ · · · ⊗Xn Xm+1 ⊗ · · · ⊗Xm+n

Y1 ⊗ · · · ⊗ Ym Ym+1 ⊗ · · · ⊗ Ym+n

]

being equal to φO2

m+n. But now look at the left part of Equation (33), and put F = ⊗m, G =
⊗n, along with X = (X1, . . . , Xm), Y = (Xm+1, . . . , Xm+n), X

′ = (Y1, . . . , Ym), Y ′ =
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(Ym+1, . . . , Ym+n), thus showing that(
(X1 ⊗ · · · ⊗Xm)⊗ (Xm+1 ⊗ · · · ⊗Xm+n)

)
O

(
(Y1 ⊗ · · · ⊗ Ym)⊗ (Ym+1 ⊗ · · · ⊗ Ym+n)

)
(
(X1 ⊗ · · · ⊗Xm) O (Y1 ⊗ · · · ⊗ Ym)

)
⊗

(
(Xm+1 ⊗ · · · ⊗Xm+n) O (Ym+1 ⊗ · · · ⊗ Ym+n)

)
(
(X1 O Y1)⊗ · · · ⊗ (Xm O Ym)

)
⊗

(
(Xm+1 O Ym+1)⊗ · · · ⊗ (Xm+n O Ym+n)

)

��

ψO2
m ((X1,...,Xm),(Y1,...,Ym))⊗φO2

n ((Xm+1,...),(...,Ym+n))

��

[
X1 ⊗ · · · ⊗Xn Xm+1 ⊗ · · · ⊗Xm+n

Y1 ⊗ · · · ⊗ Ym Ym+1 ⊗ · · · ⊗ Ym+n

]

is equal to ψ⊗
m+n

. Thus, we have a proof by induction that φO2

n 〈〉 = ψ⊗
n
(). The dual

argument can be applied, using Equation (31) and the right part of Equation (34) to give
ψ⊗

2

n = φOn
.

Now Figure 1 says that

(FX ⊗GY ) O (FX ′ ⊗GY ′) O (FX ′′ OGY ′′) FX GY
FX ′ GY ′

FX ′′ GY ′′


��

(FX O FX ′ O FX ′′)⊗ (GY OGY ′ OGY ′′)

ψF3 (X,X ′, X ′′)⊗ ψG3 (Y, Y ′, Y ′′)
��

F (X OX ′ OX ′′)⊗G(Y O Y ′ O Y ′′)

is ψF ⊗̂G3

(
(X, Y ), (X ′Y ′), (X ′′, Y ′′)

)
, which is the process that gives us ψF ⊗̂G3 from ψF ⊗̂G.

This process can be iterated to give (dropping the exact typing)

ψF⊗Gn = (ψFn ⊗ ψGn ) ◦ ψ⊗2

n .

If we put F = ⊗m, G = ⊗p we get

ψ⊗
m+p

n = (ψ⊗
m

n ⊗ ψ⊗
p

n ) ◦ ψ⊗2

n , (36)

and from Equation (32) we also get (dropping the same kind of details, which also dis-
penses us from distinguishing between ψ() and ψ〈〉)

φOn

m+p = (φOn

m ⊗ φOn

p ) ◦ φOn

m+p ,

and since we have already established ψ⊗
2

n = φOn
we get a proof by induction of the desired

ψ⊗
m

n () = φOn

m 〈〉; let us write θn,m for that natural transformation—i.e., (n,m)-ary Medial.
Equation (31) is an associative “vertical composition” of Medials, write it (−) ∗ (−), that



EXPLORING THE GAP BETWEEN LINEAR AND CLASSICAL LOGIC 529

allows us to construct and show θn+n′,m = θn,m ∗ θn′,m, while Equations (32) and (36)
give us an associative “horizontal composition”, write it (−) · (−) that allow us to get
θn,m+m′ = θn,m · θn,m′ . Thus the exchange law holds trivially:

(θn,m ∗ θn′,m) · (θn,m′ ∗ θn′,m′) = (θn,m · θn,m′) ∗ (θn′,m · θn′,m′) = θn+n′,m+m′ ,

and there are an enormous lot of ways to decompose a large n×m matrix as a combination
of horizontal/vertical composites of smaller ones, and we know they all yield the same
(n,m)-ary Medial; this is illustrated in more detail in [DP07], which shows moreover
that any combination of Medials that has the type of an (n,m)-ary Medial will be that
(n,m)-ary Medial.

Acknowledgements I want to thank the following people, who contributed in several
ways in making this paper what it is: Rick Blute, Eugenia Cheng, Alessio Guglielmi,
Richard McKinley, Luigi Santocanale, and Lutz Straßburger.
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