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Abstract

The present note deals with large time properties of the Lagrangian trajectories of a turbulent
flow in IR? and IR®*. We assume that the flow is driven by an incompressible time-dependent
random velocity field with Gaussian statistics. We also assume that the field is homogeneous
in space and stationary and Markovian in time. Such velocity fields can be viewed as (possibly
infinite dimensional) Ornstein- Uhlenbeck processes. In d spatial dimensions we established the
(strict) positivity of the sum of the largest d—1 Lyapunov exponents. As a consequences of this
result, we prove the exponential stretching of surface areas (when d = 3) and of curve lengths
(when d = 2) which confirms conjectures found in the theory of turbulent flows.

1 Introduction

The mathematical model which we consider is commonly used for the time evolution of a
collection of light pollutants carried by a turbulent flow. These pollutants do not affect the
flow and can be viewed as passive tracers. To track the motion of a blob of pollutants, we
only need to follow the boundary. This boundary is deformed by the flow and its shape can
become very involved at times. It is conjectured that, in many cases, the surface area of these
boundaries should grow exponentially with time when the flow is turbulent. See for example
[12].

We now precise our assumptions on the flow. We assume that it is driven by a mean zero,
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time-stationary and space homogeneous random velocity field {V(¢t,z); ¢ > 0,z € IRd} and
we assume that this field is Gaussian. Hence, its distribution is completely determined by its
covariance function:

E{¥(s,2) ® 0(t,y)} =T(t — s,y —z), s,¢t>0, z,y € R

or equivalently (provided we assume a mild decay of the correlations in order to garantee
integrability of the covariance function) by its spectral density:

1 ot
E(w,k) = W /IR /le 61(Wt+k )F(t,m)dtdx

Since I'(t,z) is a d x d matrix for each (t,z), E(w, k) is also a d x d matrix and the above
Fourier transform has to be understood entry by entry. We are concerned with incompressible
models, so we assume that the divergence of the velocity field is identically zero. Moreover,
we shall assume that it is also isotropic and Markovian in time. These three properties imply
that the entries of the spectral density matrix are necessarily of the form:

() 1 bk
Epm(w, k) = 2 —|—ﬁ(|k|)25(|k|)|k|d_l <5l’m B |k|2 ) '

for some nonnegative functions S = G(r) and &£(r). This form of the spectral density shows
that the velocity field can be viewed in the Fourier domain as a superposition of Ornstein-
Uhlenbeck (OU for short) processes parametrized by the Fourier mode variable k. In this
interpretation, the quantity (3(|k|) is the inverse of the correlation length of the OU process
associated to the Fourier mode k and the function £(k) control the spatial correlation of these
individual OU processes. The function 8 = §(r) is usually chosen of the form gB(r) = ar?
(see for example [2, 3]) while, because of the scaling theory of Kolmogorov’s turbulence, the
function £(r) is chosen to be of the form:

E(ry=rt"c for T € [ro, 1] and 0 otherwise.

Notice that striclty speaking, scaling arguments force the spectral function £(|k|) to be a power
and since a power function cannot be integrable at the origin and at infinity simultaneously,
the spectrum (and consequently the velocity field as well) is singular and the cut off limiting
the support of the spectral function £ to the interval [rq, r1] is here to regularize the situation
and to make sure that the velocity field is a bona fide field. Following [1], the velocity field
could be viewed as a Ornstein-Uhlenbeck process taking values in an infinite dimensional
function space. As explained in [8] the crucial operators would then be A = B((—A)'/2) and
B = £((—A)/?) as defined by the functional calculus of self-adjoint operators. We are not
able to work at this level of generality and we shall restrict our study to the velocity fields
which we used for computer simulations and which are given by spectra with finitely many
Fourier modes (i.e. with a point measure with finite support instead of the spectral measure

E(|k|)dk.)

The incompressibility of the d-dimensional vector field v (¢, z) can be equivalently stated by
assuming the existence (for each (¢,z)) of a d x d antisymmetric (random) matrice [H;;(t, )] ;
whose entries are differentiable and such that the components of the velocity field satisfy:

d

vi(t,m)zzw, i=1,---,d. (1)
OxJ

Jj=1
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In dimension d = 3 this means that: .
v = curl ¢ (2)

where (E(t, x) = [p(t, 2t 22, 23), % (¢, b, 22, 23), ¢3(¢, !, 2, 23)] is a 3 dimentional vector field
and in d = 2 dimensions it means the existence of a stream function ¢ for which:

V(t,z) = V>é(t,z) = [ adf(t,w)] :
T T ozl

The results we are interested are well known in the case of Brownian flows corresponding to a
covariance I'(¢, z) of the form do(t)Q(z). They were proved by Le Jan in [16] and generalized
in [7] to the case of compact manifolds. As explained earlier, we are not able to handle the
general case described above and we assume that the problem is finite dimensional in nature.
As in [16], [17] and [7] this makes it possible to use probabilistic diffusion theory. The second
advantage is that the model has its own interest due to the fact that the model is the one used
in the computer simulations and modeling.
Since the details of the model have been spelled out several times already in the two-dimensional
case (see for example [8] or [9] and [11]) we shall concentrate on the case d = 3. We assume
that: . .

o(t,x) = Z[(ik(t) cos(k - x) + by (t) sin(k - z)] (3)

ke

where K C R? is finite and the {d@x(t); ¢ > 0} and the {bx(t); ¢ > 0} are independent
3-dimensional OU processes-solutions of the stochastic differential system:

d(_ik(t) = —Ck(_ik(t)dt—l-zkdwk (4)

dbk(t) = —Ckgk(t)dt+2kdzﬂ’k

where C and ¥, are 3x 3 matrices called the drift matriz and the diffusion matriz respectively.
and where the processes wj, and u?}c are independent 3-dimensional standard Wiener processes.
We shall assume that C}, is positive definite. The velocity field is then defined by v = curl (q;)
The set of Fourier modes K and the coefficient matrices C and X should be chosen as specific
functions of the functions # and £ introduced above in our discussion of the Kolmogorov’s
spectrum. The purpose of that choice is to mimick the spectral properties described earlier.
See for example [9] for details on the 2-dimensional case. Each pollutant particle position, say
x4, satisfies the equation of motion:

o = )

if it starts from x at time ¢t = 0. Setting ¢ +(z) = x; defines a semigroup of diffemorphisms of
IR3. Let us assume for example that the initial position of the blob of pollutants is the volume
enclosed in a smooth surface Sop = {S(a,8); 0 < @ < 1,0 < 8 < 1}. Then at each later time
t the blob is enclosed in S = {p0+(S(a, 8)); 0 < a < 1,0 <3 < 1}. The main thrust of the
paper is to determine the large time asymptotics of the surface area of S;. We shall denote
the latter by |S:| or |¢o,+(S)|. The main result is summarized as the following theorem

Theorem 1.1 If the velocity field V(t, z) is as above and if the linear span in IR® of the set
K of Fourier modes is equal to the whole IR®, then the surface area |Si| = |¢o.¢(So)| grows
exponentially as t — oo.
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Remark:

e The condition on K is necessary for the above exponentially growth to hold. Indeed in
the two dimensional case of a shear flow, K is a subset of a line and it is possible to check
directly that the length does not grow exponentially (see [8]).

o It is straightforward to extend this result to higher dimensional spaces.

The proof has three main components. 1) Reduction of the problem to questions concerning
Lyapunov exponents of a random linear system. These exponents have been extensively in-
vestigated for systems driven by ergodic Markov processes. There are many nice references on
the subject(e.g. see [18, 10, 13]) but the work of Bougerol (][5, 6]) seems to be best suited to
our present needs. 2) Proving the properties of the Lagrangian observations which are needed
to apply results of [5] and finally 3) Checking the non-degeneracy conditions always present
in the analysis of Lyapunov exponents.

This strategy becomes clear if we write:

L$|:c/ HéwQAS@nﬁ»:Ka¢mxs¢%g»
[0,1]x[0,1]

B ap }‘dadﬁ’ (6)

(starting here for the rest of this paper, “x” stands for the usual vector product) and, differ-
entiating both sides of equation (5):

d( 3%»(%%6))) _ gz (t, ) 3<po,t%i(aﬁ)) dt
34’0,0(5?&,6)) o 95(a,B) (7)
O - Oa

with a similar equation for the partial derivative of g +(S(c, 8)) with respect to 8. This shows
that the partial derivatives appearing in formula (6) are solutions of the same (random) linear
systems with matrix of coefficients equal to Vv (¢, o (x)). This matrix is the observation of
the gradient V,V(t, x) of the velocity field along the Lagrangian trajectory t — x; = @o ().
This matrix of coefficients is a stationary process in time (see for example [19]) and the
subadditive ergodic theorem garantees the existence of Lyapunov exponents.

The rest of the paper is organized as follows. In the next section, we state the results on random
linear systems which we need. In the following section we establish the Lagrangian properties
of the flow, especially the Markov property and the ergodicity of the relevant processes. In
the last section, we prove the main theorem.

The problem addressed here is of interest in different contexts. Indeed, the same issues are
considered in [4] for the analysis of the magnetic field of turbulent fluids and especially the
dynamo effect, in [12] in the context of vorticity stretching in turbulent fluids and in [8] in the
context of mathematical oceanography. But so far, rigorous results have only been established
for Brownian flows.

Finally we want to emphasize that our motivation and the choice of the finitely many Fourier
modes model were strongly influenced by the results of the computer simulations reported in
[8] and [9] for the case d = 2.

2 Lyapunov Exponents of Random Linear Systems

Let {Y(t); t > 0} be a m dimensional ergodic diffusion process and let A be a function from
IR™ into the space of d x d real matrices with trace 0 and let us consider the following (random)
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linear system:

dM,
DL~ Aoy, ®
in the d x d unknown matrix M;. We assume that the diffusion Y (¢) is given by:
dY (t) = Vo(Y (1)) dt + > Vi(Yy) dB; (9)
i=1

where the V; are smooth vector fields on R™ and the B’’s are independent real valued standard
Wiener processes. For each element u of IR? we use the notation:

Mtu
O =
b Ml
for the action of the matrix M; on the unit sphere. Here || - || is the usual Euclidean norm in
IR?. An elementary calculation shows that:
—d@?—AY OF — [(6:")" A(Y (t)Or] 0}
oL _ Ay )er - [0 AV (1)ey1e.

Consequencely, (Y (t),0}) is a (possibly degenerated) diffusion. We quote a well known result
concerning the Lyapunov exponents of the above random system. See [5] for a proof.

Lemma 2.1 Let us assume that My, Y (t) and O} are as above and that (Y (t), ©}) is hypoel-
liptic in the sense that the Lie algebra generated by Vo, - - -, Vg, %, [A(y)0 — (0" A(y)0)6] - 2

T
has dimension d + m everywhere. Then there exist constants puy > --- > uq and linearly
independent (unit) vectors vy, - -, vq such that:

1
lim —In My A« A Myvg| = pg + -+ + g, (10)
t—oo t

for each i < d. Here and in the following A denotes the usual exterior product.

The p1,- - -, pg are usually refered to as the Lyapunov exponents of the system. The following
result from [6] shows that they are different under suitable conditions.

Lemma 2.2 With the same notations, p1 > pq if there does not exist a positive quadradic
form Q(-,-) satisfying almost surely:

Q(u, ) = (detM,;)™ 7 Q(Myu, Myu)

for all u € R?.

3 Lagrangian Observations

We recast (7) in the framework of the previous section. From now on we assume that the
starting point z is fixed. Since VV(t,x:) is not a Markov process we view it as a function of
the Markov process {¥(t, X;+2); z € R*}. But unfortunately, the latter is infinite dimensional
in general. This illustrates our interest in the finitely Fourier modes assumption which reduces
the complexity to finite dimensional diffusion processes. We follow the discussion of [11] whose
results we recall in the present context.
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For each k € K, a;, and b_l; are OU processes in IR®. Since the drift matrices C} are positive
definite, these OU processes have a unique invariant measure vy (dz) given by:

1 _
vp(dx) = Z—ke_”tDklx/Qdm (11)

where the (covariance) matrix Dy, is defined by:
(o)
Dkt :/ e_sckZZZke_sckds. (12)
0

As usual we use the denominator Zj as a normalizing constant. If the matrices Cy and 3
commute, then

1
Dy, = §zgzkc,;1 (13)

Let us set m = 3n where n = |K| is the cardinality of K and let use the notation X (t) for the

IR™-valued OU process {@x(t), bx(t), k € K}. Its invariant measure v is given by the product
of the v;’s. A straightforward computation shows that:

— —

(t,2) = @(t,x+2) = Y _[ak(t)cos(k-2) + Br(t) sin(k - 2)] (14)

ke
where &4(t) and by(f) are defined by:
ap(t) = ax(t)cos(k - zt) + by(t) sin(k - ;) (15)
t) = —dp(t)sin(k - z;) + by (t) cos(k - ).
Since V(t, z; 4 z) = curl,(¢(t, z; + z)) we have:
V(t,z) = V(t,z+ z)

Z ) % k) sin(k - 2) + (b (£) x k) cos(k - 2)]. (16)
ex

The definition of the process Y (t) = {@x(t), bx(t), k € K} looks involved at first but we now
show that it is a diffusion process.

Lemma 3.1 Y is a diffusion process on IR™ with infinitesimal generator

~ 1 ~
= 3 E t’l”(E}iHakEk + EEHB,CE/C) — E (Ckflk - Va, + Crbg - ng)
ke ke

+ Z det(k, K, b) (bi, - Va, — k- V3, ),
where we use the notations:

o o a1
Va, = [F’ YR 73]
a,’ Oay’ Oaj

2 2
day 047" | ., by, by Lm
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for the partial differential operators and:
det(k, k', b) = k' (k"?b° — k°b%) — K2 (K'0% — K°bY) + k3 (K''0% — k'%b") (18)
for the determinant.

Remark: ;From the form of the infinitesimal generator one sees that the diffusion Y is
strongly elliptic.

Proof:

Using (15), (4) and Ito’s formula, we get:

-

d@k(t) = —C’k(:ik(t)dt + Ekd’j}k + Bk(t)(k . dmt) (19)
be(t) = —Chpbe(t)dt + Spdi'y, — ay(t)(k - day)

dby, (t

~—

where {ﬁ}k,u:f’ &, k € K} are independent 3-dimensional standard Wiener processes. On the
other hand, from (16) we see that:

O(t) = V(t, 7)) = Y _[K*BR(t) — K*6°(1), k°b" (1) — K'0° (1), k07 (1) — Kby (1)), (20)
kel

and as an immediate consequence we get:

dan(t) = —Char(t)dt+bi(t) S det(k, i, by)dt + Sidiiv (21)
kel
di)k(t) = —CkBk(t)dt + —5k(t) Z det(k, K, by )dt + Ekd’d:;/k

ke

This completes our proof. 0O

Next we investigate the ergodic properties of Y. As a byproduct of the explicit form of the
adjoint of its infinitesimal generator, we get its invariant measure and its dual process.

Lemma 3.2 The adjoint L of the operator L with respect to the probability measure v is

~ 1 5 ~
L0 = 5> tr(SiHa Sk + SiH; Be) = Y (Crdx - Vay + Cibi - Vi, )
ke kel
— > det(k, K, by) (b - Va, — @ V)
k,k'eC

Remark: As in [11] the explicit form of the dual of the generator implies that:

e v is still the unique invariant measure of the diffusion Y (the uniqueness is a consequence
of the strong ellipticity of the generator).

e The symmetrization of £ with respect to v is exactly the generator of the OU process
X.

The proof of the lemma is a straightforward application of the integration by parts formula.
We skip the details. O
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The symmetrized generator:

= 1 i
L=5 > tr(S"Ha, Sk + S H;, ) — Y (Crdik - Va, + Crbi - V3, ) (22)
ke ke

is a self adjoint nonpositive operator on Lo (IR™, dv) and it is know to have a spectral gap. In
particular, there exists a > 0 such that:

inf —Lf)dv = 0. 23
([ fdu=0,ff2du=1}/f( 7) = (23)

This property is crucial to our analysis. As in [11] we use it to derive the fact that, if F €
Ly(R™, dv) is such that [ Fdv =0, then:

| e£F |<|| F || et (24)

4 Proof of the Main Result

We first define a function A on IR™ with values in the space of 3 x 3 real matrices with trace
0. To each element y = (ak,bx; k € K) € R™ we associate the matrice A(y) defined by its

entries:
A(y) = —(ar x k) - k.
kel

Notice that, with this definition we have A(Y (t)) = VV(¢, z:). This implies that, if we choose
the initial condition My = I, then the solution of the linear system (8) is the Jacobian flow
Vo.e(z). If the linear span of K is the whole IR?, then an elementary (though tedious)
computation shows that the hypoelliptic condition is satisfied and consequently, using the
result recalled in Lemma 2.1 we see that there exist constants pq > po > ps such that for any
linearly independent fixed unit vectors vy, ve, v3 in R? we have almost surely

o1
tllglo 7 In Vo t(z)wr A~ - A Vo (z)w| = p1 + -+ (25)

for any 1 <4 < 3. Notice that the Lyapunov exponents u; do not depend upon the starting
point x. Indeed, they depend only upon the distribution of the stationary sequence M; and
the latter does not depend upon the particular choice of . Moreover since the velocity field
is assumed to be incompressible, volume elements are preserved by the flow and in particular:

Vo, i(x)er A Vo i(z)ea A Vg i(x)es| =1,

if we use the notation e;, es and es for the vectors of the canonical basis of IR®. In particular,
this implies that:

Given all that, the following corollary is an immediate consequence of Lemma 2.1.
Corollary 4.1 If the linear span of K is the whole IR® then the almost sure behavior of the
surface area |S¢| = |o,:(So)| is given by:

1
liminf¥1n|,5’t| > p1 + e = —us.

t—oo
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Proof:
Notice first that formulas (6) and (7) give:

|p0,¢(S0)| = /[0 - [Vo,4(S(; B))va(a, B) A Vo, (S(a, B))vs(a, B)| dadp,

where:

95 (a, 8) 95*(a, B) aS%a,ﬁqt

V(e B) = [ o o o

and

Uﬁ(a,ﬁ)Z[ 8 ' 93 ' o5

Using Jensen’s inequality and Fatou’s lemma we get:

85 (v, B) 052 (v, B) 8S(a,ﬁ)3]t

|
htrg(l)glf : In |0 +(So)| >

|

/ liminf —In |Vg +(S(a, 8))va (o, B) A Vo1 (S(a, 8))vs (e, B)| dadp.
0,1]x[0,1] t—=o° 1

For each (a, ) € [0,1] x [0,1] we set z = Sp(a, 3) and we can apply the result (25) above.

This gives the existence of an event (4 g) of full probability measure on which (25) holds with

i = 2. Consequently, the event:

Q= {(w,a,B8) €2 x[0,1] x [0, 1];
Jim 21 [Vigo, (S(a 6)) v 5) A VoS0, ) (0, B = i + i)

is of full IP ® da ® dB - measure. Using Fubini’s theorem one sees that, IP-almost surely in
w € Q the set of couples (a.0) for which (25) holds is of full da d measure. Together with
(26), this proves the desired result. O

At this point, it is obvious that we only need to prove uz < 0. Given the facts that p;+pus+us =
0 and @1 > po > ps, this is equivalent to establishing that not all Lyapunov exponents are
same. In order to do this, we use Lemma 2.2.

Lemma 4.1 Let k € IR® be nonzero, let n be a unit vector that is orthogonal to k and let M
be the 3 x 3 matriz M = (n x k) - k'. A= exp M induces a map Az = ||Az|"*Az on S?, the
unit sphere in IR®. If m is any probability measure on S? invariant under the action of A,
then m must be supported in the plane perpendicular to k.

Proof:
M maps the subspace orthogonal to k onto zero and k to the direction of n x k. Applying A

repeatedly we see that (A)"(S?) ocnverges toward the equator circle orthogonal to k. O

Lemma 4.2 If K spans the whole space IR® there is no probability measure on S* which is left
invariant by v — Ov = ||Vo +(x)v]| " Vo +(z)v almost surely.
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Proof:
Let m be a probability measure on S? which is left invariant by all the ©; For any ko € K we

select a unit a vector h which is orthogonal to ko. Since Y (t) = {ax(t), br(t), k € K} is strongly
elliptic, then ay,(t) = n, dr«(t) = 0, gk(t) = 0 for kx # kg is in the support of the diffusion.
Therefore A = exp (M), where M = (n x k) - k/, is in the support of V¢;. Consequently m
is left invariant by jl(deﬁnied in the same way as in the previous lemma). By the previous
lemma, m must be supported by the big circle in S? that is orthogonal to k9. Therefore m
must suport on the intersection of the all big circle in S? that are orthogonal to k for any
k € K respectively. But since K spans IR?, this intersection must be empty. This completes
the proof. 0O

Proof of the main theorem: As pointed out after the proof of Corollary 4.1, we only need
to prove that p; > p3 and in order to do so, we can once more assume that the starting point
z € R? is fixed once for all. If u; = p3. then lemma 2.2 implies the existence of a positive
quadratic form(positive symmetric matrix) on R?, say Q, such that:

Qu, u) = Q(Vpo.t(x)u, Vo 1(x)u).

Notice that we used the fact that, since g+ preserves volume elements, we have detV g ¢(x) =
1. Consequently, the Guassian distribution:

G(du) = exp[—Q(u, u)] du

S S
(2m) 3 det(Q)

is left invariant by Vg +(x). Consequcely if we denote by m the measure induced by G(du)
on S2, then m is invariant under the action of all the ©, defined in the previous lemma. This
is a contradiction which completes our proof. 0O
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